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Coronavirus disease 2019 (COVID-19) has become a worldwide pandemic. Hospitalized patients of
COVID-19 suffer from a high mortality rate, motivating the development of convenient and practical
methods that allow clinicians to promptly identify high-risk patients. Here, we have developed a risk
score using clinical data from 1479 inpatients admitted to Tongji Hospital, Wuhan, China (development
cohort) and externally validated with data from two other centers: 141 inpatients from Jinyintan
Hospital, Wuhan, China (validation cohort 1) and 432 inpatients from The Third People’s Hospital of
Shenzhen, Shenzhen, China (validation cohort 2). The risk score is based on three biomarkers that are
readily available in routine blood samples and can easily be translated into a probability of death. The
risk score can predict the mortality of individual patients more than 12 d in advance with more than
90% accuracy across all cohorts. Moreover, the Kaplan–Meier score shows that patients can be clearly dif-
ferentiated upon admission as low, intermediate, or high risk, with an area under the curve (AUC) score of
0.9551. In summary, a simple risk score has been validated to predict death in patients infected with sev-
ere acute respiratory syndrome coronavirus 2 (SARS-CoV-2); it has also been validated in independent
cohorts.

� 2020 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction ber 2020, more than 25 million individuals have been confirmed to
The outbreak of coronavirus disease 2019 (COVID-19), a disease
caused by severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2), began in early December 2019 [1,2]. As of 2 Septem-
be COVID-19 patients around the world, with an overall mortality
rate of more than 3.3% [3]. Among these patients, some have devel-
oped pneumonia and rapidly progressed into severe acute respira-
tory distress syndrome (ARDS), with a very poor prognosis and
even higher mortality [4,5]. In addition to pneumonia and ARDS,
SARS-CoV-2 leads to damage to other organs and systems, such
as large-vessel strokes [6]. In a retrospective cohort study from
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Table 1
Clinical features of the studied patients.

Characteristics Overall

Age (year), median (Q1, Q3) 62.0 (48.5, 70.0)
Sex (proportion)
Male 753 (50.9%)
Female 726 (49.1%)

Epidemiological history (proportion)
Wuhan residents 1063 (71.9%)
Contact with confirmed or suspected patients 57 (3.9%)
Familial cluster 123 (8.3%)
Health worker 8 (0.5%)
Contact with Huanan Seafood Market 7 (0.5%)
Undefined contact history 320 (21.6%)

Symptom onset (proportion)
Myalgia or arthralgia 11 (0.7%)
Fatigue 82 (5.5%)
Diarrhea 46 (3.1%)
Abdominal pain 4 (0.3%)
Headache 4 (0.3%)
Chest pain 7 (0.5%)
Sore throat 12 (0.8%)
Shortness of breath 141 (9.5%)
Coma 1 (0.1%)
Fever 1072 (72.5%)
Cough 528 (35.7%)
Palpitation 3 (0.2%)
Asymptomatic 43 (2.9%)

Outcomes (proportion)
Survival rate 1222 (82.6%)
Mortality rate 257 (17.4%)

Lab test, median (Q1, Q3)
Lactate dehydrogenase (U�L�1) 209.0 (176.0, 289.5)
Lymphocytes 24.65% (15.00%, 32.20%)
High-sensitivity C-reactive protein (mg�L�1) 3.6 (1.1, 27.5)
Leukocytes (�109 L�1) 5.84 (4.72, 7.87)
Eosinophils (�109 L�1) 0.08 (0.02, 0.14)
Basophils (�109 L�1) 0.02 (0.01, 0.03)
Neutrophils (�109 L�1) 3.64 (2.66, 5.51)
Lymphocytes (�109 L�1) 1.34 (0.88, 1.76)
Monocytes (�109 L�1) 0.48 (0.36, 0.61)
Erythrocytes (�1012 L�1) 4.02 (3.61, 4.44)
Thrombocytes (�109 L�1) 213.00 (159.00, 275.75)
Alanine aminotransferase (U�L�1) 24.0 (15.0, 39.0)
Aspartate transaminase (U�L�1) 22.0 (17.0, 32.0)
Albumin (g�L�1) 36.1 (32.1, 39.2)
Total bilirubin (lmol�L�1) 8.6 (6.4, 12.4)
Serum creatinine (lmol�L�1) 69.0 (57.0, 85.0)
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China, 26% of hospitalized patients required intensive care unit
(ICU) care [7]. By 22 April 2020, among 5700 COVID-19 patients
in New York who were discharged or died, the overall death rate
was 9.7% and 24.5% [8]. Almost all critically ill patients in Italy
required respiratory support, and nearly nine in ten of these criti-
cally ill patients needed endotracheal intubation [9]. Despite all
these efforts, the mortality remained high [7–9]. In the process of
caring for COVID-19 patients, particularly the critically ill, health-
care providers are subjected to a deluge of lab results for an
increasing number of hospitalized patients. It is arduous to identify
the most important information for decision-making, especially in
urgent or emergent situations. Therefore, it is imperative to iden-
tify risk factors and parameters to build an accurate prognostic
model for early intervention and management.

Artificial intelligence (AI) technologies have had surprising
effectiveness in the medical domain, with a performance exceeding
that of humans, especially for many image classification tasks [10–
12]. Several AI-based studies have been conducted and showed
promising results in addressing the challenges of controlling and
predicting COVID-19 spread and death toll [13–20]. Interpretable
AI-based models (e.g., tree models) can enhance the confidence
of medical professionals by helping them understand machine
decisions. Inspired by the interpretability properties of decision
trees, our previous work [19] successfully identified three labora-
tory features from common blood tests that can accurately predict
the mortality of patients with COVID-19. It has been demonstrated
that particular laboratory features, including lymphopenia, lactate
dehydrogenase (LDH), inflammatory markers (e.g., C-reactive pro-
tein (CRP) and ferritin), D-dimer (>1 lg�mL�1), prothrombin time
(PT), troponin, and creatine phosphokinase (CPK), are associated
with poor outcomes [7,21,22]. Older age has also been shown to
be associated with increased mortality [8,23–25].

The identification of risk and prognostic factors for mortality
rate are crucial for identifying patients’ outcome at an early stage
in order to support clinical decision-making [7,26]. In this study,
we built an AI model that can generate real-time risk scores and
help to identify patients with a higher risk of mortality before they
become critically ill, allowing prompt early intervention. In addi-
tion, our scores allow clinicians to monitor the disease progression
and adjust therapies accordingly.
Blood urine nitrogen (mmol�L�1) 4.50 (3.54, 6.00)
Sodium (mmol�L�1) 140.4 (138.4, 142.2)
Chlorine (mmol�L�1) 101.9 (99.7, 104.0)
Potassium (mmol�L�1) 4.34 (4.01, 4.69)

Q1 and Q3 are the first and third quantiles.
2. Materials and methods

2.1. Study design and support

This study was approved by the Tongji Hospital Ethics Commit-
tee. Two separate cohorts of COVID-19 patients were used for
model development and validation. The electronic medical records
of 1479 COVID-19 cases admitted to Tongji Hospital, Wuhan,
China, from 10 January to 8 March 2020 were used to train the
model. Furthermore, the electronic medical records of 141 inpa-
tients from Jinyintan Hospital, Wuhan, China, from 29 December
2019 to 28 March 2020, and of 432 inpatients from The Third Peo-
ple’s Hospital of Shenzhen, Shenzhen, China, from 11 January to 12
April 2020, were used to validate the model. Epidemiological,
demographic, clinical, laboratory, medications, nursing record,
and outcome data were extracted from the electronic medical
records. Data monitoring and recording were performed in the
same way for both cohorts. The clinical outcomes were followed
up to 8 March 2020, as shown in Table 1.

The diagnoses of the COVID-19 patients were based on the fol-
lowing diagnostic criteria from the National Health Commission of
the People’s Republic of China [27]: ① SARS-CoV-2 nucleic acid
positive in respiratory or blood samples detected by reverse
transcription polymerase chain reaction (RT-PCR); and ② high
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homology between virus sequence detected in respiratory or blood
samples and the known sequence of SARS-CoV-2.
2.2. Development of an AI-based risk score system

A logistic regression (LR) classifier was applied to train the
model to fit the outcome from three predictors, including concen-
tration of LDH (CLDH), concentration of high-sensitivity CRP
(hs-CRP; Chs-CRP), and proportion of lymphocyte (Plymphocyte), which
were chosen in a previous study [19]. These factors have frequently
been observed as key risk factors for COVID-19 patients [28–30].
All patients’ measurements were collected within ten days of their
definite outcomes, and were used for model training. The output
classes were defined as the outcome of the patient—either death
or survival—after ICU time. The LR model aims to predict the risk
groups of hospitalized patients (as low, intermediate, or high risk)
according to the different levels of their risk scores: In the develop-
ment and validation cohorts, 0–30 was defined as low risk, 30–50
as intermediate risk, and 50–100 as high risk.
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2.3. Performance assessment and comparison

Our score system was benchmarked against several state-of-
the-art models developed using other machine learning
approaches, and standard metrics were used to quantify the per-
formance of different models. The area under the curve (AUC) of
the receiver operating characteristic (ROC) curve on one specific
day was used to evaluate model effectiveness. Furthermore, the
associated cumulative AUC score [31] was introduced as a time-
dependent measure to evaluate the risk of mortality for individual
patients, computed backward in time from the day of discharge or
death. The performance of our system was also compared with
those of other standard models, such as the confusion, respiratory
rate, blood pressure (qSOFA); confusion, urea nitrogen, respiratory
rate, blood pressure, age � 65 years (CURB 65); and confusion, res-
piratory rate, blood pressure, age � 65 years (CRB 65) in both the
development and validation cohorts [32–36].

3. Results

3.1. Patients’ characteristics and outcomes

A total of 1479 COVID-19 patients were eligible for this study,
and their relevant clinical information was collected and analyzed.
Clinical characteristics, epidemiological history, symptom onset,
outcomes, and the results of lab tests were all included (Table 1).
The median age was 62, with 49.1% of the sample being female.
The majority of patients (71.9%) were local residents of Wuhan.
In addition, 8.3% of the 1479 patients were familial clusters and
3.9% had a history of close contact. It was notable that 21.6% of
patients had no known history of close contact or exposure, indi-
cating the existence of other untraced transmission routes. The
COVID-19 patients exhibited variable clinical symptoms: 72.5% of
patients manifested fever, followed by respiratory symptoms such
as cough (35.7%), shortness of breath (9.5%), and fatigue (5.5%).
Gastrointestinal and neurological symptoms were also reported.
The patients had complained of more than one symptom at a time.
Tongji Hospital and Jinyintan Hospital received a large number of
severe and critical patients and, as a consequence, the mortality
rate at these hospitals was high at 17.4% and 58.1%, respectively,
in the earlier stage. In contrast, The Third People’s Hospital of
Shenzhen had only four deaths out of a total of 432 patients.
Hence, this paper mainly focuses on Tongji Hospital and Jinyintan
Hospital. Figures for The Third People’s Hospital of Shenzhen are
mostly provided in Appendix A.

3.2. Model development and performance

The risk of mortality for individual patients was predicted with
the following simple and explainable LR model, as described in
Section 2.2:

r ¼ 0:0085� CLDH þ 0:0204� Chs-CRP � 0:1500
� PLymphocyte � 2:3000 ð1Þ

Probability of death ¼ r rð Þ ð2Þ
where CLDH, Chs-CRP, and PLymphocyte are input predictors of the LR
model, r is the risk score, and r is the sigmoid function; that is,

r rð Þ ¼ 1= 1 þ e�rð Þ ð3Þ

To simplify the use of the model in a clinical setting, Tables
S1–S5 in Appendix A include lookup tables for quickly computing
the risk score and the probability of death for a patient. Because
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different patients had different admission dates and varying lengths
of stay, the predictive performance was evaluated backward in
time; that is, as a function of the number of days between the blood
sample and the eventual outcome (i.e., death or discharge). Its pre-
dictability is illustrated in Fig. 1 and Fig. S1 in Appendix A. The
model achieved a cumulative AUC value of more than 95% (90%,
98%) for 20 d in advance for Tongji Hospital (Jinyintan Hospital,
The Third People’s Hospital of Shenzhen).

Fig. 2 and Fig. S2 in Appendix A plot the distributions of the
scores for surviving and deceased patients and the probabilities of
death, using measurements taken within ten days of patients’ out-
come. The risk score clearly separates the blood samples of surviv-
ing and deceased patients in all datasets, including both external
validation datasets that were not used in model development. From
a particular blood sample, a physician can easily calculate the
probability of death; the higher the score, the higher this proba-
bility and risk for a patient.3.3. Validation of the risk score

Next, the risk score can be used to categorize patients into dif-
ferent risk groups upon admission, as shown in the Kaplan–Meier
survival curve (Fig. 3). The Kaplan–Meier curve depicts the proba-
bility that patients with COVID-19 who have survived upon admis-
sion will also survive in the final outcome. We applied the risk
scores of patients at admission and classified the patients into
three groups according to their scores: a low-risk group (65.6%),
an intermediate-risk group (5.9%), and a high-risk group (28.5%).
In the development cohort, it was observed that the 30-day mor-
tality rates for low-, intermediate-, and high-risk groups were
1.8%, 12.5%, and 53.7%, respectively, showing a significant differ-
ence in mortality rate. The 30-day mortality rates for the low-,
intermediate-, and high-risk groups in external validation cohort
2 are shown in Fig. S3 in Appendix A. These results demonstrated
that the risk score could be used to predict the mortality for indi-
vidual patients as early as at patients’ admission.
3.4. Comparison with other standard scores

The score from the proposed model was compared with the
scores of other well-used models reported previously, such as
qSOFA, CURB 65, and CRB 65, in both the development and external
validation cohorts. The minimal requirement for different scores is
829 patients with available measurements in the development
cohort. As shown in Fig. 4, the AUC for the scores of our model,
CRB 65, CURB 65, and qSOFA were 0.9551, 0.7393, 0.8130, and
0.7480, respectively. The ROC and AUC for the external validation
dataset are shown in Figs. S4 and S5 in Appendix A. It can be seen
that the proposed score system is better than the standard score
systems for predicting the outcome of patients with COVID-19.
4. Conclusions

The proportion of critical or fatal cases is quite high among hos-
pitalized COVID-19 patients [8,37]. Although the mortality rate is
only 1.4%–2.3% based on large-scale epidemiological studies [5],
about one in three to four hospitalized patients have been admit-
ted to the ICU [4,8,37,38], and 71.0%–97.3% of the critically ill
patients eventually needed respiratory support [8,37–39], while
15.0% of the ICU patients required extracorporeal membrane oxy-
genation (ECMO) [4]. Despite many practices, including respiratory
support, different medication regimens, and even ECMO, the case-
fatality rate for these critically ill patients has still been very high
[4,8,37–39]. Retrospective studies have suggested that the onset
of dyspnea was relatively late (median 6.5 d after symptoms
onset), but the progression to ARDS could be swift thereafter
(median 2.5 d after onset of dyspnea) among patients who



Fig. 1. The performance of the proposed model (AUC score and cumulative AUC score) as a function of the number of days until the outcome for all patients in (a) the
development cohort (Tongji Hospital) and (b) external validation cohort 1 (Jinyintan Hospital).

Fig. 2. Distributions of scores for surviving and deceased patients for (a) Tongji Hospital and (b) Jinyintan Hospital from blood samples taken within ten days of patients’
outcome. Probability of death as a function of the risk score for (c) Tongji Hospital and (d) Jinyintan Hospital. The model (red curve) almost perfectly follows the probability of
death (blue) calculated directly from the data.

Fig. 3. Kaplan–Meier survival curve for (a) the development cohort and (b) external validation cohort 1. In external validation cohort 1, 23.4% of the patients were in the low-
risk group, 9.9% were in the intermediate-risk group, and 66.7% were in the high-risk group.

Y. Yuan, C. Sun, X. Tang et al. Engineering 8 (2022) 116–121

119



Fig. 4. A comparative analysis of the ROC of different scoring systems for the 829
patients from the development cohort who had available measurements at
admission (minimal requirement for different scores) shows that the proposed
model has a larger AUC than the other models reported previously.
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developed critical illness [38–40]. In addition, the high mortality
rate in Wuhan during the early stage, and the mortality rates in
some other areas around the world, exceeded the capacity of local
medical resources. These findings suggest that it is essential to
promptly identify patients who are likely to have poor prognosis
and higher risk of becoming critically ill.

Although COVID-19 is a multifaceted disease with uncertainty
surrounding effective treatments and wide variation in clinical
course and prognosis, multiple laboratory features, including
lymphopenia, LDH, inflammatory markers, D-dimer, PT, troponin,
and CPK, are associated with poor prognosis [28–30]. Our study
demonstrates that the risk of death among patients with
COVID-19 is predictable using a risk score computed from only
three predictors: CLDH, Chs-CRP, and Plymphocyte. As shown in
Fig. S6 in Appendix A, these three predictors provided a good
separation between surviving and deceased patients, in blood
samples taken within ten days of patients’ outcome. Front-line
clinicians can monitor the disease progression of a patient by
applying the proposed risk score to available blood samples. This
will allow clinicians to monitor and screen out high-risk patients
in real time and as laboratory data become available. Overall, the
model serves as an accurate indicator for early detection and
intervention to reduce the mortality rate, and can potentially
be used to monitor the progression of the disease in order to
allow healthcare providers to effectively review and adjust clini-
cal management.

The significance of our work is five-fold. First, the model may
identify high-risk patients early enough to provide them with
alternative therapies such as using appropriate respiratory support
and other treatments as soon as possible. Second, the model pro-
vides a continuous probability of death instead of classifying risks
based on thresholds, as in previous studies. Thresholds are useful
on extreme values, but can be misleading when risk scores are near
the thresholds. Instead, probabilities of outcomes provide a level of
confidence in the prediction. Third, this model provides a simple
formula to precisely and quickly quantify the risk of death from
just three features of a blood sample. Fourth, the three key features
can be conveniently collected at any hospital, even in areas where
healthcare resources are limited. The features are objective and
quantitative, and therefore avoid any bias of subjective clinical
judgments. The global outbreak of COVID-19 has led to a shortage
of medical resources in many countries and regions—especially a
lack of respiratory specialists and ICU specialists. Our algorithm
can be used as a simple tool for non-specialist physicians to classify
the severity of the disease in the early stage for high-risk patients.
Last but not least, our research has been constructed using trans-
parent reporting of a multivariable prediction model for individual
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prognosis or diagnosis (TRIPOD) [41] guidance with internal and
external validation datasets from multiple centers, and the valida-
tion of our model has been confirmed by two cohorts of patients
from different hospitals.

There are, however, several limitations of the model. First, the
patients in the development cohort were from Tongji Hospital,
and most were severe or critical. Hence, the cohort may not accu-
rately represent patients with asymptomatic or mild or moderate
cases of COVID-19, and the samples could have selection bias. Sec-
ond, we did not model the effects of different therapies since treat-
ments were not controlled and varied from patient to patient.
Finally, this study provides evidence that the risk score could help
clinicians to determine early intervention for patients with COVID-
19 in three Chinese hospitals. Further investigation and validation
are required, involving other hospitals and countries. In particular,
it is possible that different hospitals may have distinct laboratory,
therapy, and discharge protocols, and that these may affect blood
samples and thereby affect the interpretation of the risk score.
Another limitation is that the patients in this study are predomi-
nantly from the mainland of China during the early stage. The
demographic coverage with respect to worldwide patients is still
lacking, due to the limited geographical location diversity. How-
ever, the proposed model can be a baseline risk-prediction model
that updates dynamically when new samples are available from
other countries.

In conclusion, a simple prognostic risk score system was devel-
oped based on an LR classifier to predict the risk of mortality for
COVID-19 patients, and was validated with independent cohorts
from multiple centers. This risk score system may help healthcare
providers to promptly identify patients with poor prognosis and
initiate appropriate intervention early on in order to improve the
prognosis.
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