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The current generation of noisy intermediate-scale quantum computers introduces new opportunities to study quantum many-body systems. In this paper, we show that quantum circuits can provide a dramatically more efficient representation than current classical numerics of the quantum states generated under nonequilibrium quantum dynamics. For quantum circuits, we perform both real- and imaginary-time evolution using an optimization algorithm that is feasible on near-term quantum computers. We benchmark the algorithms by finding the ground state and simulating a global quench of the transverse-field Ising model with a longitudinal field on a classical computer. Furthermore, we implement (classically optimized) gates on a quantum processing unit and demonstrate that our algorithm effectively captures real-time evolution.
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## I. INTRODUCTION

Ground states of strongly correlated systems and their quantum dynamics far from equilibrium present important problems in understanding quantum matter. In both cases, we often rely upon numerical tools to unravel the emergent physics. Our most general tool is exact diagonalization (ED), which is limited in its scope because it requires storing an exponential number of parameters with respect to the system size [1]. Besides ED, one can efficiently find the ground states or simulate dynamics of one-dimensional local gapped Hamiltonians using matrixproduct state (MPS) techniques, such as the density matrix renormalization group (DMRG) algorithm and the timeevolving block-decimation (TEBD) algorithm [2,3]. However, for generic systems, the rapid growth of entanglement under far-from-equilibrium dynamics severely limits the accessible time scales due to the cost of storing or sampling the state. For systems without the infamous sign problem, quantum Monte Carlo techniques represent a powerful tool [1,4]. Importantly, many physically interesting systems fall outside the scope of these modern numerical methods and new approaches are needed to tackle these.

[^0]Universal quantum computers have become an increasingly feasible setting for simulating quantum dynamics [5,6]. Current noisy intermediate-scale quantum (NISQ) devices contain of order 50 qubits and give access to hundreds of quantum gate operations [7]. NISQ devices have potentially a fundamental advantage over classical numerics - the physical resources required to process quantum states grow linearly, not exponentially, with the system size. It has been shown recently that such a quantum advantage requires a decrease in the current noise rate by about an order of magnitude [8,9]. Although the noise precludes implementing many quantum algorithms, it is believed that the simulation of quantum systems and dynamics may be one of the most powerful uses of NISQ quantum computers before scalable error correction is implemented. Indeed, there have already been several works demonstrating the use of quantum computers for this purpose that have benchmarked the currently available devices $[10-16]$. These works demonstrate that it may be possible to study classically inaccessible systems on near-term generations of quantum computers. Algorithms that offer methods to study quantum systems using NISQ devices are thus of significant interest.

Experimental advances in quantum computation technology have also raised several fundamental questions about the relationship between complexity and entanglement of physically relevant quantum states [17]. In classical algorithms, especially tensor network methods, the entanglement is a good proxy for the difficulty of representing a state. For a quantum circuit, however, these
measures are relatively independent; one can have states with high entanglement but low complexity. This distinction between complexity and entanglement means we can roughly divide the states in the Hilbert space into three categories. (i) The low-entangled and low-complexity states can be efficiently simulated on both classical and quantum devices, for example, the ground states of local gapped Hamiltonians. (ii) The highly entangled and highcomplexity states occupy the majority of the full Hilbert space. Such states are not physical because they can only be produced after an exponentially long time [18]. (iii) The remaining highly entangled and low-complexity states can be simulated efficiently on quantum but not classical devices. We refer to the latter partition of the Hilbert space as the "complexity window" [19]. The identification of these classes of states is a major problem in quantum complexity and is of importance for understanding quantum supremacy [7].

In this work, we focus on the class of states generated under time evolution (which is known to fall in the third category) by studying a class of quantum circuits motivated by the representation of matrix-product states. For a given amount of entanglement, we see the quantum circuits requires exponentially fewer parameters than the matrix-product states, which agrees with the picture we describe. While these states mark the limit of current classical numerical methods, quantum simulators and computers may allow us to study these physically interesting states in this complexity window.

The structure of this paper is as follows. We demonstrate that the ansatz states are a good approximation for the states obtained during time evolution in Sec. II by comparing with classical numerics. In Sec. III, we consider a variational time evolution algorithm for general quantum circuits for both real- and imaginary-time evolution. In Sec. III C, we classically optimize the gates, then implement the compression directly on a quantum processing unit (QPU). We conclude, in Sec. IV, by noting several future avenues of exploration using the techniques developed in this work.

## II. COMPRESSED CIRCUITS

Although entanglement is a good proxy for the difficulty of representing a state using an MPS ansatz, the light cone determined by a time evolution under a local Hamiltonian enforces a particularly simple entanglement pattern that can, in principle, be captured with fewer parameters. We use an ansatz where sequential quantum circuits represent our states. These circuits consist of a set of two qubit gates $\left\{U_{i}\right\}$ that are applied sequentially as shown in Fig. 1(a). The circuit is said to be of order $M$ when there are $M$ "layers" of gates. The total depth of this circuit is $2(M-1)+N-1$, which scales linearly in both the system size $N$ and with the order $M$. We emphasize that the
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FIG. 1. (a) We parameterize an order- $M$ variational ansatz with $M$ layers of gates. (b) We show the region of the Hilbert space accessible by our ansatz, which corresponds to states with high entanglement but (by definition) low complexity. Each circuit order spans a submanifold of a larger MPS manifold with bond dimension $\chi$. (c) To perform time evolution, we prepare a state $\left|\Psi_{\mathrm{QC}}^{M}(t)\right\rangle$, then apply a Trotterized time evolution to obtain $\left|\Psi_{\mathrm{QC}}^{M}(t+\Delta t)\right\rangle$. By variationally optimizing each of the gates, we find an optimal representation of the time-evolved state within the submanifold defined by our variational ansatz.
algorithms we present in this work are independent of the choice of ansatz, though different ansatz may describe different classes of states. For instance, in contrast to the more commonly studied brickwall (checkerboard) circuit structure [20,21], the sequential ansatz can have correlations over arbitrary length scales even at the lowest order $M$. This means that an order $M=1$ sequential ansatz can represent states like a GHZ state, which is not possible for a brickwall (checkerboard) type of circuit with the same number of gates. For this reason, we study the sequential ansatz. For the definition and comparison with the brickwall circuit ansatz, see Appendix A.

We note that the states defined by these quantum circuits form a submanifold of matrix-product states with bond dimension $\chi=2^{M}$. In the case of $M=1$, the quantum circuit is exactly equivalent to an MPS of bond dimension $\chi=2$ (see Appendix B). However, for $M>1$, these quantum circuits have exponentially fewer parameters than a generic matrix-product state in canonical form with bond dimension $2^{M}$. In other words, these quantum circuits describe states with high entanglement but low complexity, which-as we demonstrate below-encompass timeevolved states. Note that this reduction of parameters does not necessarily translate into a sparse representation when
converted into MPS form. Furthermore, although we still store the parameters of our circuit classically, if we were to process the state classically (such as in the computation of an observable), this would still scale exponentially with the entanglement in the state.

To test this class of quantum circuit ansatz, we first consider far-from-equilibrium dynamics of a global quantum quench. Crucially, such dynamics is typically accompanied by fast ballistic growth of entanglement, which puts mid-to-long time dynamics out of reach for numerics beyond small systems. Concretely, we consider dynamics under the Hamiltonian

$$
\begin{equation*}
\hat{H}=-J\left[\sum_{j=1}^{N-1} \hat{\sigma}_{j}^{x} \hat{\sigma}_{j+1}^{x}+\sum_{j=1}^{N} g \hat{\sigma}_{j}^{z}+\sum_{j=1}^{N} h \hat{\sigma}_{j}^{x}\right] \tag{1}
\end{equation*}
$$

which is a quantum Ising spin chain on $N$ sites with both transverse ( $g$ ) and longitudinal ( $h$ ) fields. For the special case $h=0$, the model is integrable. We consider a global quantum quench protocol with polarized initial state $|\Psi\rangle=|\cdots \uparrow \uparrow \uparrow \cdots\rangle$ at time $t=0$. Our goal is then to accurately approximate the state $|\Psi(t)\rangle=e^{-i \hat{H} t}|\Psi\rangle$, at (real or imaginary) time $t$ after the quantum quench.

## A. Efficient representation of quantum states

We now demonstrate the representation power of the quantum circuit ansatz by comparing it with classical numerics using MPS. We first perform the time evolution using fourth-order Trotterized TEBD [3] for $N=31$ with maximum bond dimension $\chi=1024$ and step size $\tau=0.01$ to obtain quasiexact approximation of the state
$|\Psi(t)\rangle$. This bond dimension ensures that our results are close to exact for all considered time scales. We then take the MPS at a selection of times, which we denote $\left|\Psi_{\mathrm{MPS}}(t)\right\rangle$, and find the optimal quantum circuit of order $M$, which we denote $\left|\Psi_{\mathrm{QC}}^{M}(t)\right\rangle$. The state represented by the quantum circuit is implicitly parameterized by a set of twoqubit unitaries $\left\{U_{i}(t)\right\}$. We perform an optimization over the unitaries in our quantum circuit to find the state with maximum fidelity

$$
\begin{equation*}
\mathcal{F}=\left|\left\langle\Psi_{\mathrm{QC}}^{M}(t) \mid \Psi_{\mathrm{MPS}}(t)\right\rangle\right|^{2} \tag{2}
\end{equation*}
$$

This is done by iteratively by updating each $U_{i}(t)$ using a polar decomposition [22] (see Appendix C for more details).

In Fig. 2 we show the fidelity of the quantum state obtained from the quantum circuit ansatz as well as the half-chain von Neumann entanglement entropy, $S$. Data is shown for a range of values of the longitudinal field $h=$ $0,0.1,0.5,0.9045$. The parameters $g=1.4, h=0.9045$ are chosen such that the dynamics of the system are expected to be chaotic and hard to simulate due to fast scrambling [23,24]. The accuracy of the approximation decreases with time as correlations build throughout the system, but improves as the order $M$ is increased. For a given order $M$, this data also shows that the circuit more accurately captures the state for weaker $h$, indicating an increase in the complexity of the simulation for larger $h$.

Figure 2 also shows the growth of entanglement. We find that the ansatz easily captures the rapid ballistic growth of entanglement for small $h$. As we increase $h$, we find that the growth of entanglement slows down. This indicates that


FIG. 2. Quantum circuit representation of order $M$ of quantum states generated under nonequilibrium dynamics. The Hamiltonian is given in Eq. (1) for a chain of length $N=31$ with transverse field $g=1.4$ and data shown for $h=0,0.1,0.5,0.9045$. Top row shows the fidelity $\mathcal{F}$ defined in Eq. (2), compared with MPS with bond dimension $\chi=1024$. The bottom row shows the half chain von Neumann entanglement entropy $S$ for the quantum circuit.
the practical complexity of the quantum states increases with $h$ whereas the growth of entanglement decreases, thus partially closing the still exponentially large complexity window.

From this data we can compare the number of parameters required to achieve a given accuracy using our quantum circuits with those needed for an MPS. For a given order $M$ we find the time $t^{*}$ up to which the fidelity is greater than $\mathcal{F}=1-10^{-4}$, indicated by the gray dashed line in Fig. 2. In Fig. 3, we plot the number of parameters in the quantum circuits and the MPS as a function of the reachable time $t^{*}$. This figure shows that the number of parameters in our quantum circuit ansatz scales linearly with the reachable time $t^{*}$, in stark contrast to the exponential growth in parameters for the MPS. Note that the circuit depth of a fully Trotterized time evolution also scales linearly with time $[25,26]$ and has for sufficiently small time steps an error for local observables that is independent of system size as well as simulation time [27]. However, we find that the compressed circuit generally performs better while the quantitative improvement over


FIG. 3. Comparison of the number of parameters and the accessible time $t^{*}$. This time $t^{*}$ corresponds to the time at which the fidelity $\mathcal{F}$ drops below $1-10^{-4}$. Data shown for MPS and our quantum circuit ansatz for three values of the longitudinal field $h$. The dashed lines correspond to exponential (MPS) and linear (circuit) fits, respectively. See Appendix F for more details.
the fully Trotterized time evolution depends on the model parameters - this reduction of circuit depth is particularly valuable for current NISQ devices on which Trotterized time evolution is very challenging [12].

We stress that the linear scaling of the number of parameters persists across the different values of $h$. The additional complexity for large values of $h$ appears as a change in the gradient of the linear scaling. These results demonstrate that the complexity of the quantum state grows linearly in time, while the MPS ansatz requires a number of parameters that grow exponentially in time due to the linear growth of entanglement. For all values of $h$ we can see that the quantum circuit has an exponential advantage over MPS in terms of the number of parameters required. Even for short times of $\mathcal{O}(1)$ in the coupling $J$, we require fewer parameters to accurately represent the state with a quantum circuit than with an MPS.

## III. VARIATIONAL TIME-EVOLUTION ALGORITHM

Having confirmed the representation power of our ansatz, we now demonstrate how to implement time evolution restricted to the states defined by our ansatz. This, in turn, demonstrates that the optimization of the quantum circuit can be performed on a quantum device using hybrid quantum-optimization algorithms. This potentially enables the simulation of dynamics beyond the reach of classical numerical methods, which are limited by the cost of storing the quantum state.

Our algorithm for time evolution is shown schematically in Fig. 1(c). Given the quantum circuit at time $t$, we apply a second-order Trotterized approximation $\hat{V}(\Delta t)=$ $e^{-i \hat{H}_{\text {even }} \Delta t / 2} e^{-i \hat{H}_{\text {odd }} \Delta t} e^{-i \hat{H}_{\text {even }} \Delta t / 2}$ to the time evolution operator $e^{-i \hat{H} \Delta t}$. We then find the state $\left|\Psi_{\mathrm{QC}}^{M}(t+\Delta t)\right\rangle$ that maximizes fidelity

$$
\begin{equation*}
\left.\mathcal{F}=\left|\left\langle\Psi_{\mathrm{QC}}^{M}(t+\Delta t)\right| \hat{V}(\Delta t)\right| \Psi_{\mathrm{QC}}^{M}(t)\right\rangle\left.\right|^{2} \tag{3}
\end{equation*}
$$

That is, we iteratively optimize over the set of two-site unitary gates $\left\{U_{i}(t+\Delta t)\right\}$ that define the state $\left|\Psi_{\mathrm{QC}}^{M}(t+\Delta t)\right\rangle$. To carry out the optimization as a hybrid quantum-classical algorithm, one measures the fidelity on quantum devices and performs the optimization classically. The fidelity or overlap can be measured by the setup as in Fig. 1(c) or by the swap test [28,29]. The optimizations for fidelity or overlap find direct application in targeting excited states and have been realized on quantum devices in recent works $[30,31]$. Moreover, we expect the recent advance in new approaches for overlap measurement [32-34] and in optimization algorithms [35-40] could be applied effectively for our algorithm. We leave this for future work. In this work, we simulate the algorithm classically and perform the optimization similarly to that in the previous
section, where we update each $U_{i}$ iteratively using a polar decomposition.

## A. Real-time evolution

In Fig. 4 we show the local magnetization and the halfchain entanglement entropy simulated using our quantum time-evolution algorithm. We consider the same quantum quench protocol as above with $h=0.1$. Importantly, this case is nonintegrable and has a fast linear growth of entanglement under the nonequilibrium dynamics.

Our results show that we are able to accurately capture the magnetization for times that scale linearly with the order $M$. Here it is important to note that the time evolution is performed entirely within the submanifold of circuits defined by our ansatz with a fixed order. We additionally find that we are able to capture the linear growth of entanglement using these quantum circuits and that the saturation of the entanglement depends linearly on the order $M$. In contrast, the corresponding MPS representation has an exponentially large bond dimension requiring $\mathcal{O}\left(2^{M}\right)$ parameters.

We emphasize that this time evolution algorithm is different from the time-dependent variational principle (TDVP) algorithm simulating time evolution with a quantum circuit proposed in Refs. [13,14]. In those approaches, one solves the TDVP equations approximately by stochastic sampling, i.e., measurement, and performs finite time
stepping by numerical integration [41]. In the present algorithm, we first perform finite time stepping by Trotterization, and then try to find the optimal states within the submanifold defined by our ansatz. This is much closer to the time-dependent Density Matrix Renormalization Group [42,43] or TEBD [44,45] algorithms, but also has similarities with the imaginary time-dependent variational principle inspired algorithm proposed in Ref. [46]. This optimization algorithm for the time evolution is similar to the one used for the multiscale entanglement renormalization ansatz (MERA) [47], and in the context of the symmetry-preserving ansatz [48].

The problem of efficiently optimizing a variational ansatz is one that is common to many current hybrid quantum-classical algorithms $[49,50]$. The primary requirement to implement our algorithm is the capability to evaluate fidelities, at which point one can classically optimize the unitaries. This general scheme has been applied in various other cases-for example, in variational quantum eigensolvers [49], where the cost function being optimized is the expectation value of a Hamiltonian [49]. In this paper, we perform the optimization classically to avoid problems such as barren plateaux [51]. However, as previous studies have demonstrated the capability to compute fidelities [28,29], this algorithm can be directly implemented as a hybrid quantum-classical algorithm.

## B. Imaginary-time evolution

We can also apply this time evolution algorithm to find ground states using imaginary-time evolution. In this section, we first explicitly show how one can embed the required nonunitary operators in unitary gates using an ancilla qubit and postselection [52]. Second, we demonstrate that our ansatz can effectively converge to the ground state under imaginary-time evolution.

One can formally write down the exact imaginary-time evolution procedure $|\mathrm{GS}\rangle=\lim _{\tau \rightarrow \infty} e^{-\hat{H} \tau}\left|\psi_{0}\right\rangle$, where $\tau$ is real. This is equivalent to evolving in imaginary time $(t \rightarrow-i \tau)$ and corresponds to acting on the state with a nonunitary operator, which becomes a projector onto the ground state in the limit $\tau \rightarrow \infty$. We perform imaginarytime evolution analogously to our real-time evolution algorithm, where we sequentially compress the state back onto our ansatz as in Eq. (3) but now with $\hat{V}(\Delta \tau)=e^{-\hat{H} \Delta \tau}$. Similarly to real-time evolution, $\hat{V}(\Delta \tau)$ can be approximated by a product of two-qubit nonunitary gates using Trotterization.

To perform imaginary-time evolution, we are therefore required to implement nonunitary gates on the quantum computer. We achieve this by embedding the nonunitary gate in a unitary gate acting on one extra ancilla qubit. For a generic nonunitary operator $A$ acting on $N$ qubits, we
define a unitary $(N+1)$-unitary $V_{A}$ by

$$
V_{A}=\left(\begin{array}{cc}
s A & B  \tag{4}\\
C & D
\end{array}\right)
$$

The strategy we employ is to find a block $C$ and a scaling factor $s$ that ensures the first $2^{N}$ columns of $V_{A}$ are mutually orthonormal, which guarantees unitarity. The remaining columns can be fixed using a QR decomposition. We explicitly show the full embedding procedure in Appendix D. Note that if we were to implement a full Trotter step for each optimization step, as we did previously for realtime evolution, we would require a linear number of ancilla qubits resulting in an exponential cost due to postselection. Instead, one should apply and optimize the state for each two-qubit gate in the Trotterized time evolution separately. In this case, the total number of measurements required across all Trotterized gates in a single time step scales only linearly with system size. Furthermore, the successful rate of postselection is controlled by the step size $\Delta \tau$. In the small $\Delta \tau$ limit, the failure rate is linear in $\Delta \tau$. This suggests the imaginary-time evolution has complexity scaling linearly in both the system size and also the imaginary time evolved. See Appendix E.

To benchmark how well our ansatz can approximate the true ground state, we directly minimize the energy

$$
\begin{equation*}
E=\left\langle\Psi_{\mathrm{QC}}^{M}\right| \hat{H}\left|\Psi_{\mathrm{QC}}^{M}\right\rangle . \tag{5}
\end{equation*}
$$

This procedure is similar to a variational quantum eigensolver (VQE) [49], where the parameters encoding the quantum state are iteratively adjusted to minimize the energy. We perform the procedure on a classical computer where it is intended to benchmark our imaginary-time evolution algorithm, where we consider the energy in Eq. (5) to be the best achievable by our chosen ansatz, shown as dashed lines in Fig. 5. Instead of using gradient-descent methods, we iteratively replace the unitaries using polar decomposition, see Appendix C.

In Fig. 5, we show the results of our imaginary-time evolution. These show that we can successfully converge to the optimal energy attainable with this ansatz. As expected, the results for $M=1$ match those from DMRG with bond dimension $\chi=2$ due to the equivalence between the circuit and MPS representation. Note that while a modest MPS bond dimension $\chi=4$ performs better than our ansatz for $M=2,3$, we still achieve errors well below the threshold of current NISQ hardware, which validates this approach as a method for finding ground states on a quantum device.

We note that an alternative approach to imaginary-time evolution was taken in the Quantum Imaginary Time Evolution algorithm [53-55]. There it was noted that if enough information about the initial state is known, a nonunitary gate can be replaced by a unitary one without the use of


FIG. 5. We perform imaginary-time evolution for circuits of order $M=1,2,3$ for the quantum Ising model with $N=31, g=$ $1.2, h=0.1$. To find the optimal performance of our ansatz, we perform a procedure similar to VQE , where we iteratively optimize the expectation value of the Hamiltonian in Eq. (1) for our ansatz. For these depths, our imaginary-time evolution algorithm successfully converges to the optimal point, depicted by the dashed lines. The $\chi=4$ line indicates the ground-state energy of an MPS with bond dimension 4 found using DMRG. To achieve a better accuracy we successively decrease the time step $\Delta \tau$ after achieving convergence for the previous step size.
ancillas. However, to get closer to the ground state requires state-dependent unitary operators with increasingly large support. In contrast, our algorithm requires a fixed set of local gates that can be repeatedly applied to reach later times, much like the TEBD algorithm for MPS [44]. While the approximation step is stochastic on a quantum computer, the overall procedure deterministically converges to the ground state. The choice of ansatz is also completely flexible. Viewing the procedure as a sequential compression in this way raises an interesting comparison with the compression of a tensor network to form a MERA and the emerging view of learning with tensor networks as a procedure of compression [56,57].

## C. Simulation on QPU

While our algorithms are designed for near-term quantum computers, the noise and coherence times of currently available devices place strong limits on what can be achieved. However, we are able to demonstrate parts of the algorithm on a quantum computer by delegating more of the algorithm to the classical computer. Here we classically optimize the time-evolved states $\left|\Psi_{\mathrm{QC}}^{M}(t)\right\rangle$, then construct and measure the corresponding state on a QPU, namely the five-qubit IBM-Q device codenamed Bogota [58,59]. This process allows us to access times on the QPU that are inaccessible using standard Trotterized evolution techniques.

Concretely, we consider the following quantum quench setup on $N=5$ qubits. We initialize the system in the product state $|--+++\rangle$, i.e., a domain wall in the $x$ basis, and evolve with the Hamiltonian (1) with $g=0.25, h=$ 0.2 . For this range of parameters and initial state the dynamics is dominated by the motion of a single mobile domain wall and so can be well approximated by an order $M=1$ circuit. The longitudinal field, $h$, leads to a linearly confining potential between domain walls, and in the case of a single domain wall corresponds to a linear background potential leading to Wannier-Stark localization [60]. In Fig. 6(a), our ED results show the characteristic periodic melting and revival of the domain wall.

In Fig. 6 we show the results of constructing and measuring our compressed quantum state on the IBM QPU compared with ED results. Here we optimize the set of gates $\left\{U_{i}(t)\right\}$ on a classical computer, which is then fed to the QPU to create the quantum state. The measurement of the magnetization in the $x$ basis closely matches the


FIG. 6. We show the benchmark result for $L=5$. Quenched dynamics from a product state with a single domain wall and Hamiltonian parameters $g=0.25, h=0.2$. (a) The $\left\langle\sigma^{x}\right\rangle$ expectation values over the full system from ED simulation and measurements on the time-evolved states prepared on QPU. (b) The $\left\langle\sigma_{L / 2}^{x}\right\rangle$ expectation value on the central qubit measured on the QPU and compared with ED. The data displayed is averaged over ten different circuit realizations (see Appendix G).
exact results. In particular, the spatial distribution of the magnetization [Fig. 6(a)] show the periodic spreading and reconstitution of the domain wall. Furthermore, the magnetization on the central spin, shown in Fig. 6(b), accurately and quantitatively matches the ED simulation for long times, which are not limited to the range we have considered. These time scales are currently inaccessible using a naive Trotterized evolution on this quantum device, which would require a circuit depth of $\mathcal{O}(t)$.

## IV. DISCUSSION

In this paper, we show that physically relevant quantum states, namely ground states and those arising under nonequilibrium dynamics, can be efficiently represented using a sequential quantum circuit ansatz. This ansatz describes a "sparse" representation spanning a corner of the larger MPS manifold. For time evolution, the time scales that we can reach scale linearly with the number of parameters in the circuit, representing an exponential advantage over existing classical methods. This suggests that even within the class of MPS defined by a fixed bond dimension, there exist a range of physical states for which our ansatz is a more efficient representation than an MPS. To exploit the representation power, we use a time evolution algorithm for a general quantum circuit ansatz that can be implemented natively on existing quantum computers. Importantly, the quantum circuit ansatz is flexible and is not restricted to the one used in this paper. Using nearterm devices this may provide access to nonequilibrium dynamics beyond the reach of current classical algorithms. Finally, we show that this time evolution algorithm can also be applied in imaginary time to obtain ground states on a quantum computer.

The optimization procedure that we use [22]-fidelity maximization using a polar decomposition-may have other potential applications. For instance, instead of considering the compression of states, one can consider the compression of unitaries. This technique can be applied to approximate a multiqubit unitary by a series of two-qubit unitaries, or to compress a deep quantum circuit. Both of these are particularly important for current NISQ devices.

Our procedure is also a potential practical tool for studying quantum complexity. Quantum state complexity is an intriguing research field, but is difficult to study numerically. Previous results primarily focus on noninteracting systems [61-63]. By using states acquired from procedures such as TEBD and DMRG, and approximating them using a chosen ansatz and polar decomposition methods, one can concretely probe the complexity of generic classes of states (such as quantum scar states and many-body localized states) that were previously difficult to analyze. Additionally, the window between complexity and entanglement is of significant interest. In particular, Ref. [19] uses a random unitary circuit model for time evolution
to demonstrate that even when the growth of entanglement saturates for a finite system, the complexity of the quantum states continues to grow linearly in time over far longer time scales. This highlights a large window between maximally entangled states and maximally complex states. Our work shows that this window appears to shrink for nonintegrable systems (see Fig. 2). The techniques developed in this paper open the opportunity to directly study complexity windows in concrete systems.

The algorithms studied in this work open up several intriguing generalizations. First, one could apply the algorithm to study short time dynamics for higherdimensional systems, which are generally difficult problems for classical numerics. Applied directly on a quantum computer, this algorithm offers a tractable way to study higher-dimensional systems at large system sizes and to probe physics that manifests only at higher dimensions. Moreover, the algorithms considered are agnostic to the specific ansatz used. It is an interesting question to compare how an ansatz with a different entanglement pattern performs. For instance, in Ref. [64] quantum circuits containing entangling gates acting over the full system are considered and optimized to represent time-evolved states by a reinforcement learning approach, which is complementary to our approach. Additionally, quantum circuits inspired by matrix-product states have shown promise for solving nonlinear Schrödinger equations [65,66]. Similar analyses for various ansatz structures could shed light on the deeper relationship between entanglement and complexity.
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## APPENDIX A: TYPES OF ANSATZ

Quantum circuits with low depth can have different structures and will by definition represent low complexity quantum states. In Fig. 7, we show two possible ansatz-a sequential circuit and a brickwall (checkerboard) circuit. The brickwall circuit strictly limits the possible
(a)

(b)

FIG. 7. Consider the correlation for $\left\langle\hat{O}_{i} \hat{O}_{j}\right\rangle-\left\langle\hat{O}_{i}\right\rangle\left\langle\hat{O}_{j}\right\rangle$. (a) The sequential circuit can have nonzero correlation throughout the entirety of the system. (b) The correlation in a brickwall (checkerboard) circuit is 0 if the backward light cones do not cross an input qubit.
correlations because two qubits are only correlated if their reversed light cones coincide. If the light cones do not coincide, the correlations should be zero, i.e., $\left\langle\hat{O}_{i} \hat{O}_{j}\right\rangle=$ $\left\langle\hat{O}_{i}\right\rangle\left\langle\hat{O}_{j}\right\rangle$. More precisely, each layer of the brickwall circuit is a locality preserving unitary operator that creates only correlations locally. This contrasts with the sequential circuit, which allows correlations between qubits over arbitrary length scales. For this reason, we expect that a different ansatz will capture slightly different states.

Although, sequential circuits could represent states having correlation of arbitrary length scale, e.g. GHZ state, sequential circuits cannot support the long-range decay of generic correlators, but only a special subset.

## APPENDIX B: MATRIX-PRODUCT STATES AS QUANTUM CIRCUITS

In this section, we describe an exact mapping between an MPS of bond dimension $\chi$ and a sequential quantum circuit with $(n+1)$-site unitaries, where $n=\log _{2} \chi$. Given such an exact equivalence, one can approximate ( $n+1$ )-site unitaries with two-site unitaries to arbitrary precision. This results in the ansatz we consider in the main text, which corresponds to the "sparse" matrix-product states. More generally speaking, one can always rewrite isometric tensor network states as quantum circuits [67].

An MPS in right canonical form is given as

$$
\begin{equation*}
|\psi\rangle=\sum_{\left\{i_{k}\right\}} \sum_{\left\{\alpha_{l}\right\}} B_{\alpha_{0} \alpha_{1}}^{[1] i_{1}} B_{\alpha_{1} \alpha_{2}}^{[2] i_{2}} \cdots B_{\alpha_{N-1} \alpha_{N}}^{[N] i_{N}}\left|i_{1} i_{2} i_{3} \cdots i_{N}\right\rangle \tag{B1}
\end{equation*}
$$

where $\{i\}$ are indices representing physical degrees of freedom and $\{\alpha\}$ are virtual indices, which encode entanglement. The rank of the virtual indices correspond to the size of the gates in the quantum circuit representation, as we show below. The right orthogonality condition

$$
\begin{equation*}
\sum_{i_{k}, \alpha_{k}} B_{\alpha_{k-1} \alpha_{k}}^{[k] i_{k}}\left(B_{\alpha_{k-1}^{\prime} \alpha_{k}}^{[k] i_{k}}\right)^{*}=\delta_{\alpha_{k-1}, \alpha_{k-1}^{\prime}} \tag{B2}
\end{equation*}
$$




FIG. 9. An MPS tensor can be exactly represented as a unitary over some number of qubits, which can then be approximated as a series of two-qubit gates.

GHZ state. The above connection between matrix-product states and quantum circuits is well known in the community [68-70] and was recently applied in several works [20,46,71-73].

Our order- $M$ circuit ansatz permits a sparse representation of MPS of bond dimension $2^{M}$. The sparsity of the representation comes from replacing the $(M+1)$-site unitary with a sequence of two-site unitaries. See Fig. 9. Repeating such a replacement, one arrives at a circuit with a pattern as in Fig. 1(a).

## APPENDIX C: CLASSICAL SIMULATION ALGORITHMS FOR QUANTUM CIRCUITS

In this section, we describe two algorithms. The first algorithm maximizes the fidelity between two states defined by a set of unitaries, similar to the known EvenblyVidal algorithm [22]. The second algorithm uses the first algorithm to perform time evolution restricted to the space defined by the ansatz under consideration.

To maximize the fidelity $\mathcal{F}=\left|\left\langle\Psi_{\text {target }} \mid \Psi_{\mathrm{QC}}^{M}\right\rangle\right|^{2}$, we iteratively optimize the fidelity with respect to each gate $U_{i, j}$, while keeping the remaining gates fixed. Note that the double indices $(i, j)$ refer to order and site, respectively, whereas in the main text we group the indices into a single index.

We first rewrite the overlap between the target state $\left|\Psi_{\text {target }}\right\rangle$ and the order- $M$ circuit $\left|\Psi_{\mathrm{QC}}^{M}\right\rangle$ in the following form:

$$
\begin{aligned}
& \left\langle\Psi_{\text {target }} \mid \Psi_{\mathrm{QC}}^{M}\right\rangle \\
& \quad=\left\langle\Psi_{\text {target }}\right| \prod_{i=1}^{M} \prod_{j=1}^{N-1} U_{i, j}\left|\Psi_{\text {product state }}\right\rangle \\
& \quad=\underbrace{\left\langle\Psi_{\text {target }}\right| U_{M, N-1} U_{M, N-2} \ldots U_{i, j} \overbrace{\ldots U_{1,2} U_{1,1}\left|\Psi_{\text {product state }}\right\rangle}^{|\psi\rangle}}_{\langle\phi|} \\
& =\langle\phi| U_{i, j}|\psi\rangle \\
& =\operatorname{Tr}\left[|\psi\rangle\langle\phi| U_{i, j}\right] \\
& \quad=\operatorname{Tr}\left[E U_{i, j}\right]
\end{aligned}
$$



FIG. 10. (a) The environment tensor is constructed by excluding the pertinent unitary from the overall contraction and viewing the resulting tensor network as a four-index tensor. (b) To update $U_{i, j}$, we perform a polar decomposition of the environment tensor.
where $U_{i, j}$ is the unitary to optimize and $E$ is the environment matrix as shown in Fig. 10(a).

The fidelity $\mathcal{F}=\left|\left\langle\Psi_{\text {target }} \mid \Psi_{\mathrm{QC}}^{M}\right\rangle\right|^{2}=\operatorname{Re}\left[\langle\phi| U_{i, j}|\psi\rangle\right]^{2}$ is equal to the square of the real part of the overlap. This is because any global phase offset can always be compensated by absorbing a single site rotation into the two-site unitary. The solution to the unitary maximizing $\operatorname{Re}\left[\langle\phi| U_{i, j}|\psi\rangle\right]$ is known; for $E=X \Sigma Y^{\dagger}$, the optimal $U_{i, j}$ is given by $Y X^{\dagger}$ as in Fig. 10(b).

To obtain the optimal circuit, we iterate through all of the gates and update each gate with the exact solution of the local optimization problem. Given a maximal iteration number $N_{\text {iter }}$, absolute convergence error $\epsilon_{a}$, and relative convergence error $\epsilon_{r}$, the algorithm is described in Algorithm 1.

```
            Algorithm 1: Maximizing overlap
Input \(:\left|\Psi_{\text {target }}\right\rangle,\left|\Psi_{\text {QC }}^{M}\right\rangle, N_{\text {iter }}, \epsilon_{a}, \epsilon_{r}\)
Output: A set of \(\left\{U_{i, j}\right\}\) maximizing
            \(\left\langle\Psi_{\text {target }} \mid \Psi_{Q C}^{M}\left(\left\{U_{i, j}\right\}\right)\right\rangle, \epsilon\)
idx \(=0, \epsilon_{0}=\inf ;\)
while \(i d x<N_{\text {iter }}\) and \(\epsilon_{i d x}>\epsilon_{a}\) and \(\Delta \epsilon>\epsilon_{r}\) do
    idx \(=\operatorname{idx}+1\);
    for ( \(i=1 ; i<M ; i=i+1\) ) \{
        for \((j=1 ; j<N-1 ; j=j+1)\{\)
                        Construct environment matrix \(E\);
                \(E=X \Sigma Y^{\dagger}\);
                Update \(U_{i, j} \leftarrow Y X^{\dagger} ;\)
            \}
    \}
    \(\epsilon_{\mathrm{idx}}=1-\left\langle\Psi_{\text {target }} \mid \Psi_{\mathrm{QC}}^{M}\right\rangle^{2} ;\)
    \(\Delta \epsilon=\left|\epsilon_{\mathrm{idx}}-\epsilon_{\mathrm{idx}-1}\right| /\left|\epsilon_{\mathrm{idx}-1}\right|\)
end
```

We use standard tensor network techniques to construct the environment tensor and truncated singular values less
than $10^{-14}$. The algorithm is made significantly less expensive by caching and updating the environments to avoid recomputing the entire environment from scratch during each new iteration. For our computations, $N_{\text {iter }}=10^{5}, \epsilon_{a}=$ $10^{-12}, \epsilon_{r}=10^{-4}$.

We now introduce our second algorithm, which performs time evolution directly on the manifold defined by our ansatz. To time evolve a state $|\Psi(t)\rangle$, we maximize the fidelity $\mathcal{F}=|\langle\Psi(t+\Delta t)| \hat{V}(\Delta t)| \Psi(t)\rangle\left.\right|^{2}$, where our unitaries parameterize $|\Psi(t+\Delta t)\rangle$ and $\hat{V}(\Delta t)$ is a single Trotterized time step. In this way, we can iteratively evolve forward in time from an initial state. The overall algorithm for time evolution is given as in Algorithm 2

```
Algorithm 2: Algorithm for Time Evolution
Input \(: H,\left|\Psi_{\mathrm{QC}}^{M}(0)\right\rangle, t_{\text {end }}, \Delta t\)
    Output: The set of gates \(\left\{U_{i, j}\left(t_{\text {end }}\right)\right\}\) for the state
                                    \(\left|\Psi_{Q C}^{M}\left(t_{\text {end }}\right)\right\rangle\), Overall error \(1-\mathcal{E}\)
    \(\mathcal{E}=1\).;
    for \(\left(t=0 ; t<t_{\text {end }} ; t=t+\Delta t\right)\{\)
        (1) Prepare the state \(\left|\Psi_{\mathrm{QC}}^{M}(t)\right\rangle\) from the set of gates
        \(\left\{U_{i, j}(t)\right\}\);
        (2) Apply time evolution gates and obtain
        \(\left|\Psi_{Q \mathrm{C}}^{M}(t+\Delta t)\right\rangle\);
        (3) Find the new set of gates \(\left\{U_{i, j}(t+\Delta t)\right\}\) best
        representing the state \(\left|\Psi_{\mathrm{QC}}^{M}(t+\Delta t)\right\rangle\) by Alg.1;
        (4) \(\mathcal{E}=\mathcal{E} \times \mathcal{F}\);
    \}
```

There are two primary sources of error in our algorithm: the Trotterization error and the projection error. The Trotterization error arises from approximating the true time-evolution operator by a series of two-site gates. This can be made arbitrarily small by decreasing $\Delta t$ or by taking higher-order Trotter decompositions. The projection error arises from projecting the time-evolved state back onto the manifold of circuits of order $M$. This error is affected by the chosen ansatz and limits the time to which one can simulate within a given error threshold.

We can estimate the total error by monitoring the fidelity at the end of each optimization $\prod_{i} \mathcal{F}_{i}$. This total error estimate is accurate as long as the Trotterization error remains


FIG. 11. Approximation error of time evolution algorithm restricted to the quantum circuit ansatz for different $M$.
small and if $\mathcal{F}_{i}$ is close to 1 at each step. As an example, in Fig. 11 we show the error estimates for the simulation performed in Fig. 4. We see that the time when the error crosses the threshold matches the time when $\left\langle\sigma_{z}\right\rangle$ starts to deviate.

## APPENDIX D: NONUNITARY GATES

In this section we describe a procedure to embed an arbitrary nonunitary $N$-qubit operator $A$ in an $(N+1)$-qubit unitary gate. We consider the first of these $(N+1)$ qubits to be an ancilla qubit that we initialize in the $|0\rangle$ state and project into the state $|0\rangle$ by postselection. Our claim is that there exists a unitary of the form

$$
U_{A}=\left(\begin{array}{cc}
s A & B  \tag{D1}\\
C & D
\end{array}\right)
$$

where $s^{-2}$ is the maximum eigenvalue of $A^{\dagger} A$ (or equivalently $A A^{\dagger}$ ). We note that the matrices $A^{\dagger} A$ and $A A^{\dagger}$ have real and non-negative spectra. This follows from a singular value decomposition, i.e., $A=U \Sigma V^{\dagger}$ with $U, V$ unitary and $\Sigma$ non-negative real and diagonal, and so $A^{\dagger} A=$ $V\left(\Sigma^{2}\right) V^{\dagger}$ and $A A^{\dagger}=U\left(\Sigma^{2}\right) U^{\dagger}$. Our goal is to show that for any $A(\neq 0$, although this case can also be included) we can find the $2^{N} \times 2^{N}$ matrices, $B, C$, and $D$ such that $U_{A}$ is unitary.

Our approach is the following. We first note that $U_{A}$ being unitary is equivalent to the statement that the columns of $U_{A}$ form an orthonormal basis of $\mathbb{C}^{2^{N+1}}$. We then use this to find a block $C$ and a scaling factor $s$ consistent with this, i.e., such that the first $2^{N}$ columns of $U_{A}$ are orthonormal. Given $A, C$, and $s$ we can then use a QR decomposition to easily find $B$ and $D$, as explained below.

Let us denote the columns of $A$ and $C$ by $a_{j}$ and $c_{j}$, respectively, e.g., $[C]_{i j}=\left[c_{j}\right]_{i}$. For $U_{A}$ to be unitary $C$ and $s$ must satisfy

$$
\begin{equation*}
C^{\dagger} C=\mathbb{1}-s^{2} A^{\dagger} A, \quad C C^{\dagger}=\mathbb{1}-s^{2} A A^{\dagger} \tag{D2}
\end{equation*}
$$

In terms of the column vectors, these can be written as

$$
\begin{equation*}
c_{i} \times c_{j}+s^{2} a_{i} \times a_{j}=\delta_{i j} \tag{D3}
\end{equation*}
$$

For $i=j$ this is a statement that the first $2^{N}$ columns of $U_{A}$ are normalized, and for $i \neq j$ it is the statement that these columns are mutually orthogonal.

Next we note that if $C$ satisfies Eq. (D2), then we have the singular value decomposition $C=U \tilde{\Sigma} V^{\dagger}$, where $U$ and $V$ are the same unitaries as in the SVD of $A=U \Sigma V^{\dagger}$. This implies that

$$
\begin{equation*}
C^{\dagger} C=V \tilde{\Sigma}^{2} V^{\dagger}, \quad C C^{\dagger}=U \tilde{\Sigma}^{2} U^{\dagger} \tag{D4}
\end{equation*}
$$

Since both $\Sigma^{2}$ and $\tilde{\Sigma}^{2}$ must be non-negative, we have only a solution to Eq. (D2) if $s^{-2}$ is greater than the largest
eigenvalue of $A^{\dagger} A$ (all of which are non-negative), and so we set $s^{-2}$ equal to the largest eigenvalue. We therefore have that $\tilde{\Sigma}^{2}=\mathbb{1}-s^{2} \Sigma^{2}$, with our choice of $s$ ensuring that $\tilde{\Sigma}$ is real and non-negative.

Finally, given $A$ and $C$, we can find the blocks $B$ and $D$ using QR decomposition. Namely, let us construct the matrix

$$
\tilde{U}_{A}=\left(\begin{array}{cc}
s A & \tilde{B}  \tag{D5}\\
C & \tilde{D}
\end{array}\right)
$$

where $\tilde{B}$ and $\tilde{D}$ are random matrices, then by QR decomposition

$$
\begin{equation*}
\tilde{U}_{A}=U_{A} R \tag{D6}
\end{equation*}
$$

where $U_{A}$ is the unitary in Eq. (D2) and $R$ is an upper triangular matrix. Since the first $2^{N}$ columns of $\tilde{U}_{A}$ are orthonormal they will be untouched by the QR-decomposition algorithm.

## APPENDIX E: COST OF THE IMAGINARY-TIME EVOLUTION

In our imaginary-time evolution algorithm we make use of an ancilla qubit to implement the nonunitary gates. This approach is therefore probabilistic in the sense that there is a probability that the ancilla qubit is measured in the state $|1\rangle$ and the corresponding measurement of the fidelity must be disregarded. It is therefore important to analyze the probability of the failure of the algorithm and how the resources required scale with system size and simulation time.

We are interested in using the imaginary-time evolution algorithm to simulate the evolution with respect to a Hamiltonian $H=\sum_{i} h_{i}$, where $h_{i}$ have a finite nontrivial support. Note that we typically are interested in the case when $h_{i}$ are also local since most quantum-computer architectures have a local connectivity structure. If we have long-range connectivity in the quantum computer, or are able to accommodate the linear cost of using swap gates, then the locality can be relaxed so long as the terms act on a finite number of qubits. Note that the circuit depth generically scales exponentially with the nontrivial support of $h_{i}$.

In the Trotterized evolution, the nonunitary gates we wish to implement are of the form $A=e^{-\Delta \tau h_{i}}$. Taking into account the scaling factor $s$, we wish to embed the matrix $s A=e^{-\Delta \tau\left(h_{i}-E_{i, \min }\right)}$, where $E_{i, \text { min }}$ is the smallest eigenvalue of $h_{i}$. The probability $P(0)$ that we measure the ancilla in the state $|0\rangle$ is dependent on the state of the physical qubits, i.e.,

$$
\begin{equation*}
P(0)=\operatorname{Tr}\left[\rho s^{2} A^{\dagger} A\right]=\operatorname{Tr}\left[\rho e^{-2 \Delta \tau\left(h_{i}-E_{i, \min }\right)}\right] \tag{E1}
\end{equation*}
$$

$P(1)=\operatorname{Tr}\left[\rho\left(\mathbb{1}-s^{2} A^{\dagger} A\right)\right]=\operatorname{Tr}\left[\rho\left(\mathbb{1}-e^{-2 \Delta \tau\left(h_{i}-E_{i, \text { min }}\right)}\right)\right]$,
where $\rho=|\psi\rangle\langle\psi|$ is the density matrix of the physical state. However, in the worst case scenario, the probability of success is $e^{-2 \Delta \tau\left(E_{i, \text { max }}-E_{i, \text { min }}\right)}$. We can choose to scale the Hamiltonian such that maximum bandwidth of the terms $h_{i}$ is 1 , that is we scale the total Hamiltonian such that

$$
\begin{equation*}
\max _{i}\left(E_{i, \max }-E_{i, \min }\right)=1 \tag{E3}
\end{equation*}
$$

This scaling of the Hamiltonian can be incorporated into $\Delta \tau$. Indeed, $\Delta \tau$ should be specified relative to the maximum energy density of the Hamiltonian. Given this natural scaling of the Hamiltonian, the worst case probability of success for any of the gates in the Trotterization is $e^{-2 \Delta \tau}$, which depends only on $\Delta \tau$ and not on the system size and can be made arbitrarily close to 1 .

To measure the fidelity with a certain statistical accuracy we thus need to measure a number of shots proportional to $e^{2 \Delta \tau}$. Furthermore, at any step, we can determine the statistical accuracy of our observables by counting the number of times the ancilla qubit is in the $|0\rangle$ state and perform more measurements if necessary without the need
to restart the algorithm. We are able to do this because we optimize and store the state ansatz after applying each of the gates in the Trotter evolution. Therefore, despite the probabilistic nature of the algorithm, the total cost of the simulation scales linearly with system size and with the total simulation time.

## APPENDIX F: DETAILED DATA FOR PARAMETER COUNTING

In this section, we include the data corresponding to parameter counts required to achieve a fixed fidelity as a function of time for matrix-product states [Fig. 12(a)] and quantum circuits [Fig. 12(b)].

We observe that a complex isometric matrix $W \in$ $\mathbb{C}^{n \times p}, n \geq p$, satisfying the isometric condition $W^{\dagger} W=\mathbb{1}$ has $2 n p-p^{2}$ real independent parameters since the isometric condition imposes $p^{2}$ independent real-valued constraints. To count the number of parameters for an MPS, we first put the MPS into canonical form and then sum up the number of parameters in each isometric tensor.

When counting the number of parameters of an order- $M$ ansatz, because the circuit starts from a fixed initial state ( $|000 \cdots 00\rangle$ ), there are redundant degrees of freedom. If we consider a gate acting on a fixed qubit in matrix form,


FIG. 12. (a) We fit the MPS data with $f\left(J t^{*}\right)=a e^{b J t^{*}}+c$ and obtain the (a)-(c) parameters for $h=0,(540,1.69,-910), h=$ $0.1,(506,1.71,-836)$, and $h=0.9045,(559,1.52,-711)$, respectively. Note that we fit only the data points with bond dimension being power of 2, i.e., $\chi=2^{n}, n \in \mathbb{Z}^{+}$. (b) We fit the quantum-circuit data with $f\left(J t^{*}\right)=a \times\left(J t^{*}\right)+b$ and obtain (a),(b) parameters for each case, $h=0,(861,91), h=0.1,(1236,-138)$, and $h=0.9045,(1659,-251)$, respectively.
the columns that do not correspond to the fixed qubit are irrelevant. The very first gate in the first layer, which acts on two fixed qubits, will have $2 d^{2}-1=7$ parameters. All the other gates in the first layer act only on one fixed qubit, and thus have $2 d^{3}-d^{2}=12$ parameters. The gates in all other layers have $2^{4}=16$ parameters.

Proceeding with this counting, the number of parameters of a bond dimension $\chi=2$ MPS matches our order $M=$ 1 ansatz, while a two-layer brickwall quantum circuit has fewer parameters. This confirms the result in Appendix B.

## APPENDIX G: RANDOMIZED CIRCUITS FOR QPU MEASUREMENT

The quantum circuit considered in this paper is described by a series of two-site gates $\left\{U_{i}\right\}$. When the quantum circuit is implemented on a QPU, the two-site gates are decomposed into a series of finitely many gates selected from some universal gate set. A small perturbation of a two-site gate may lead to a large perturbation in the decomposition. These differences translate into large fluctuations in the measured observables due to the imperfections in the QPU.

To compensate for this problem, we average over the gauge freedom in a quantum circuit. Given the two-site gates $\left\{U_{i}\right\}$ describing the quantum states, there are gauge degrees of freedom to insert identities described by random unitaries and their complex conjugates. For example, if $U_{i} U_{i+1}$ act consecutively on the same qubit, we can insert the random single-site unitary $V$ and its complex conjugate as

$$
\begin{equation*}
U_{i+1} U_{i}=U_{i+1} V^{\dagger} V U_{i}=W_{i+1} W_{i} \tag{G1}
\end{equation*}
$$

and obtain the two-site gates $W_{i+1} W_{i}$ describing the same operation. To average over the gauge degrees of freedom, we average measurement outcomes corresponding to circuits differing by the insertion of random unitaries and their conjugates. This procedure mitigates the previously mentioned error to a certain extent.
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