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Abstract— The pay-as-you-go (PAYGo) model is now the 

principal way through which solar home systems (SHSs) are 

distributed in Sub-Saharan Africa. By alleviating the upfront 

cost and providing flexible payment schemes, the PAYGo model 

helps tackle what is still the main barrier for SHS adoption – i.e., 

affordability. However, the scheme’s design and evaluation are 

still largely guided by assumptions on user behaviour. This work 

provides a first evidence-based look into SHS PAYGo user 

payment patterns and behaviours, by using payment records of 

over 32,000 Rwandan SHS users. Three clustering algorithms 

are implemented to conduct a customer segmentation, 

employing an ensemble validation method which facilitates 

qualitative oversight. The analysis reveals five user payment 

behavioural profiles which serve to aid improvement in the 

current PAYGo model design. 
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I. INTRODUCTION 

Access to modern energy sources is a key element to 
ensure sustained welfare improvement, as highlighted by the 
United Nations designation of universal energy access as its 
7th Sustainable Development Goal (SDG) [1]. However, 540 
million people in Sub-Saharan Africa (SSA) remain without 
access to electricity (i.e., 68% of the global deprived 
population), and current projections see this figure unchanged 
by 2030 [2]. In addition, despite the rapid urbanization trend, 
60% of SSA population still resides in rural areas, where 
access rates average on 27% in contrast to 77% in urban areas 
[3]. 

Standalone off-grid solutions, in particular Solar Home 
Systems (SHS), have become the most cost-effective solution 
to deliver energy access in remote rural areas with limited 
demand and affordability [4]. While some may argue these 
systems – typically under 100-watt capacity – are too small to 
produce a meaningful impact [5], mounting evidence 
reenforces the claim that the cost-benefit ratio delivered by 
SHSs justifies the investment [6]. The International Energy 
Agency (IEA) expects SHSs to serve up to 75% of the rural 
SSA population [7], while the Rwandan government foresees 
it to reach 38% of its unelectrified population by 2024 [8]. To 
achieve this, pay-as-you-go (PAYGo) financing schemes will 
be essential. These flexible payment plans have made SHSs 
affordable to an additional 40% larger population by reducing 
upfront costs, and now support 84% of global SHS sales [9] 

and 96% of Rwandan sales [10]. These schemes were largely 
made possible by the advent of remote lockout technology, 
which enforces compliance by locking the SHS unit in the 
absence of recurrent payments; thus, tying the loan repayment 
with the energy service [11].  

In parallel to providing energy access, smart PAYGo 
SHSs with Internet of Things (IoT) capabilities have been 
generating large amounts of data over the past decade [12]. 
This real-time data detailing device usage and digital payment 
records constitutes a significant leap in behavioural 
information; however, despite their potential for improving 
the design of the PAYGo model, scarcely any studies have 
leveraged these resources to this end. In an exhaustive survey 
of studies dedicated to SHSs in the SSA context, the authors 
in [13] found that only 31% of the 139 studies applied 
quantitative methods, postulating that this was due to a lack of 
access to quantitative data.  

Indeed, presently it was found that only three studies [14]–
[16] leveraged payment records, with a few more examples 
focusing on energy consumption patterns. In particular, [14] 
leveraged a relatively rich dataset of 68,600 Rwandan and 
Kenyan SHS users to investigate customer recruitment 
strategies; conducting a customer segmentation analysis to 
identify links between customer types, and demographic and 
recruitment factors. [15] and [16] analyse the same records 
from less than 2,000 pico-solar users: in the first evidence was 
found linking energy consumption behaviour with payment 
patterns, revealing a lower average consumption in the period 
preceding a missed payment; while [16] demonstrated that 
most users followed either a broadly monthly or weekly 
regime. On the other hand, industry led efforts demonstrate 
the true scale of the resources the literature thus far has been 
deprived of; where in [17] over 450,000 users were 
investigated while in [18] 700,000 user records were accessed 
– representing 75% of the Ugandan market. 

The present work leverages a partnership with Bboxx Ltd – a 
large-scale SHS provider – to evaluate the PAYGo model 
through the users’ behavioural payment patterns. In the 
absence of previous large-scale data-driven research, the 
model’s design has so far relied on assumptions which may 
not reflect the users’ reality. This disconnect may in turn be 
hindering the efficient deployment of SHSs. We find that one 
of the chief assumptions relates to the main user behavioural 
architype(s) and the expectation that these can follow daily 
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payment regimes, as implied in industry reports such as [19]. 
Therefore, this research aims to address this gap by identify 
the main user behavioural groups found in a sample of over 
32,000 Rwandan SHSs users. 

II. DATA 

This study is made possible through a collaboration with 
Bboxx Ltd which distributes solar home systems in Rwanda 
and ten other SSA countries. As with other providers, users 
interact with the PAYGo scheme by pre-purchasing time-
credits to keep the SHS unlocked. The data analysed contain 
the daily interactions of 32,816 Rwandan SHS users through 
a record of the amount and date of each payment, as well as 
a log of their time-credit balance. To avoid the behavioural 
disturbances likely induced by the COVID-19 crisis, only 
records prior to April 2020 were considered. In addition, a 
minimum one year of usage threshold was introduced to 
ensure users were well acquainted with the service. 

Presently we consider a customer has defaulted after 120 
consecutive days without credit and for the purposes of this 
research we have discarded any records collected after this 
event. In addition to the payment records, we also include 
information about a customer’s maturity, which is calculated 
based on how much time had passed between the first 
scheduled payment date and the 1st of April 2020. 

III. METHODOLOGY 

This work implements a customer segmentation of SHS 
PAYGo users based on their payment behavioural patterns. 
This is achieved through a clustering analysis which draws on 
a set of five aggregate features derived from the time-series 
payment records, exploring solutions from three different 
clustering algorithms, and employing an ensemble validation 
method - which combines validation indices with qualitative 
inputs - for selecting the preferred solution for further analysis. 

A. Feature Engineering 

Five aggregate features were designed to capture the most 
relevant aspects of PAYGo behaviour. All features were 
calculated for each individual user by combining different 
aspects of the payment records (i.e., size and date) and the 
corresponding time-credit balances. One should note that the 
payment records were normalized by their respective daily 
rate, thus transforming their monetary value into equivalent 
days of credit purchased, with so decoupling payment 
behaviour from SHS system cost and characteristics. 

Because Bboxx Ltd implements a seven-day minimum 
payment penalty fee for late payments, there may be a 
discrepancy between a user’s preferred payment regime and 
their actual one. Therefore, two features were included to 
differentiate these behaviours: 

Average Payment Size [Pay] – captures the preferred 
payment regime by providing the overall average payment 
size for each user, excluding late payments. 
Frequency [Freq] – reveals the actual payment frequency, by 
calculating the average interval of days between payments. 

The remaining three features were designed to capture 
different elements of how users incur into late payment 
periods: 

Percentage of Late Payments [PLP] – computes the 
percentage of top-up payments made at a point in time when 
there was no time-credit left in the balance (i.e., late). 

Average Consecutive Days Late [avg(CDL)] – computes, 
on average, how many consecutive days pass with a user 
having no time-credit balance. 
Maximum Consecutive Days Late [max(CDL)] – first 
introduced in [17], also leverages the records of zero time-
credit balances but instead highlights the longest late period 
length. 

Table I displays the features name, units, and summary 
statistics considering their distribution for the full user sample 
presently analysed. 

TABLE I.   AGGREGATE PAY-AS-YOU-GO BEHAVIOURAL FEATURES 

 It should be noted that all features were rescaled to a [0, 1] 
range prior to clustering, since some of the algorithms used 
are sensitive to the variable scales. 

B. Clustering Algorithms 

The goal of the customer segmentation is to highlight the 
main behavioural heterogeneities found in the user sample 
with no basis on a priori knowledge. Therefore, three different 
clustering algorithms were selected to produce solutions with 
a diverse set of implicit algorithmic biases. 

The first of the three is the k-Means algorithm, which 
partitions the dataset by assigning datapoints to their nearest 
centroid, producing balanced and homogenous groups. 
However, by defining clusters based on Euclidean distances, 
the k-Means algorithm has a strong bias towards spherical 
clusters regardless of the underlying data structure [20]. To 
counteract this, a Spectral Clustering algorithm was also 
selected, which – through a graphical data transformation and 
decomposition – can identify clusters of arbitrary shapes [21]. 
Presently, the nearest neighbour algorithm is used to define 
the graph for the Spectral Clustering algorithm. Lastly, the 
Hierarchical Clustering (HC) algorithm, with ward-linkage, 
which defines clusters through sequential hierarchical 
structures [20] was also added to increase algorithmic bias 
diversity. 

 Each algorithm delivered eight solutions, ranging the 
number of clusters (i.e., k) from 2 to 9, inclusive, resulting in 
a total of 24 solutions. 

C. Ensemble Validation 

A two-step validation procedure - composed of a 
quantitative ensemble method and a qualitative oversight 
element - has been applied to select the preferred solution. The 
first step adapts the ensemble method found in [22] to rank 
and highlight a subset of clustering solutions. After which, the 
final selection is guided by a qualitative oversight which 
accounts for algorithmic biases and favours interpretable 
value for the present context. 

The ensemble method leverages three internal Clustering 
Validation Indices (CVI) to produce a consensus ranking of 
the clustering solutions: namely, the Silhouette (Sil) index, the 
Davies-Bouldin (DB) index, and the Caliński-Harabasz (CH) 
index. Each index scores all solutions from their preferred 

Feature Name Units [Min, Max] Average 

Average Payment Size [Pay] [days] [0.2, 39.8] 10.2 

Frequency [Freq] [days] [7.9, 41.5] 11.7 

Percentage of Late Payments [PLP] [%] [2.1, 100] 50 

Avg. Consec. Days Late 
[avg(CDL)] 

[days] [0, 51.5] 10.1 

Max. Consec. Days Late 
[max(CDL)] 

[days] [0, 118] 43.1 
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choice (i.e., 24 points) to least desirable (i.e., 1 point). The 
combined rank serves to attenuate inevitable index biases, 
while access to the individual index rankings also allows for 
an additional level of scrutiny. For instance, it is expected that 
the CH index should prefer k-Means solutions, while the Sil 
index should be biased towards solutions with lower k [23]. 

IV. RESULTS 

Table II shows that the k-Means algorithm produces the 
most favoured solutions, with the first alternative emerging 
only at rank 6. As expected, the CH index had a clear 
favouritism towards the latter, and apparently so did the Sil 
index. Only the DB index disagreed, preferring the Spectral 
Clustering (k=6) solution above all. Both top two solutions for 
the k-Means and Spectral Clustering algorithms are for k 
equal four and five, respectively; demonstrating that a 
partition within the range of four to five clusters has the best 
quantitative value, within which the k-Means algorithm 
dominates. Considering this subset of solutions, then through 
a qualitative assessment the k-Means (k=5) partition emerges 
as the one which delivers the highest analytical value. 

TABLE II. SUMMARY ENSEMBLE CVI RANKING RESULTS 

V. DISCUSSION 

Each of the clusters defined by the k-Means (k=5) solution 
are displayed in Fig. 1 according to the distribution of the five 
features defined in Table I for their respective user 
subsamples, with all features in a [0, 1] range. The present 
findings suggest that Rwandan SHS users broadly follow 
either a weekly or monthly payment regime, as witness in 
[16]; beyond this, the main distinguishing factor relates to late 
period characteristics. Based on these two elements we can 
describe each cluster as follows: 

Cluster 1 – captures the first of three weekly user types – i.e., 
with a Pay averaging close to seven days. These users are also 
the ones which are on average late the least often and for the 
shortest time. 
Cluster 2 – contains the group of weekly payers that tend to 
be late often – i.e., with a distinctly high PLP averaging on 
70% – but for short periods at a time. 
Cluster 3 – highlights the last weekly payers group, which is 
characterized by long-lasting late periods. 
Cluster 4 – captures the first monthly payers type – with a Pay 
mode of thirty days – which tend to be late more often and for 
longer periods.  
Cluster 5 – reflects the second monthly payers type which is 
late less often and for shorter periods of average. 

 The top-ranking solution (i.e., k-Means (k=4)) offered a 
similar characterisation, apart from the distinction between 
clusters 4 and 5; this valuable differentiation is what prompted 
the selection of the present solution. 

 Table III provides additional user details on the clusters 
identified by the clustering: the user count and relative share, 
the percentage of defaulted users, and the user maturity 
breakdown. Defaults are presented by the absolute share of 
defaulters per cluster, but also by their relative shift from the 
overall share of defaulters – which in the given dataset under 
the present definition of default is 18%. For the maturity level 
columns only the relative shifts are given, indicating whether 
a given maturity level is more or less common than in the 
overall sample. 

Table III highlights how new customers appear to prefer 
weekly payments, since cluster 1 and 2 are the youngest, and 
that this regime is by far the most popular, followed by 84% 
of users. From the latter we also find that two factors appear 
to incur into higher default rates. Firstly, monthly regime 
followers are more prone to defaulting, with the best of the 
two – cluster 5 – having the same rate as the worst of the 
former three – cluster 3. Secondly, defaults also seem to be 
associated with greater maturity, given how the eldest clusters 
(i.e., 3 and 4) also have the highest default rates of their 
respective payment regimes. On the other hand, cluster 2 
indicates that a high frequency of late payments does not 
necessarily imply high default rates if these late periods tend 
to be short; perhaps revealing that this use of the payment 

Clustering 

Algorithm 

Rank Total  Sil  DB CH 

k-Means (4) 1 68 22 22 24 

k-Means (5) 2 61 23 17 21 

k-Means (2) 3 58 24 11 23 

…     … 

Spect. Clust. (4) 6 54 17 18 19 

…     … 

Spect. Clust. (6) 11 37 7 24 6 

HC-ward (2) 11 37 20 1 16 

 
 

 
Fig. 1.  Customer Segmentation. 
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flexibility awarded by PAYGo schemes is not a negative trait. 
Lastly, a strong correlation between default rates and high 
max(CDL) values was expected, as reported in [17]. However, 
while clusters 3 and 4 may be the respective worst weekly and 
monthly performers, their default rates still differ 
substantially, despite similar max(CDL) values. 

This consistent predominance of higher default rates 
amongst monthly payers may be a sign of how the current 
PAYGo model design is failing to account for the behavioural 
heterogeneity of SHS users. Two factors suggest that a 
monthly regime is not only a preference for these user types, 
but it is actually a constraint. Firstly, the max(CDL) 
distributions for clusters 4 and 5 are heavily dominated by 
local maxima – which correspond to multiples of thirty in the 
original scale – while for weekly payers the distribution is 
significantly smoother. Secondly, the avg(CDL) is also 
markedly higher in monthly payers if we compare the good  
and worse performers separately – i.e., cluster 4 versus the 
first two and cluster 5 versus cluster 3, respectively. Both CDL 
values suggest that monthly payers are often unable to react 
(e.g., amend a missed payment) in cycles shorter than a month. 

However, current PAYGo distributer practices design 
evaluation metrics, incentives and penalties, and default 
definitions based on the assumption that all customers operate 
on a daily cycle, or that at least they can react on this scale. 
Considering CDL > 120 days as the definition for default, by 
then a monthly user will have had missed four payment cycles, 
a weekly payer would miss seventeen, meanwhile the 
distributer considers they both have missed 120 chances. This 
discrepancy in opportunities to react before penalization may 
be partially to blame for higher default rates amongst monthly 
payers. Regardless, the behavioural heterogeneity found in the 
sample motivates further investigations into how the PAYGo 
model design may be improved. 

VI. CONCLUSION 

Affordability is still the main barrier for SHS adoption 
[24], and while flexible payment schemes have helped 
alleviate this problem, the assumptions that guide PAYGo 
model design and evaluation have received little attention. 
This despite the data passively collected at scale by smart SHS 
detailing user interactions with the service. 

This work leverages PAYGo data from 32.816 Rwandan 
SHS users to provide a first characterisation of user types 
according to their payment behaviours. It finds that, rather 
than daily payments, users follow either weekly or monthly 
regimes. Most importantly, however, it highlights how the 
current PAYGo model design may be failing to accommodate 
a significant portion of its users. With so, ultimately fomenting 
the need for further evidence-based analysis of SHS PAYGo 
user payment patterns and behaviours. 
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