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Overview 

This thesis examines the methodological, developmental, and clinical 

relevance of the bifactor model of psychopathology. The bifactor model organizes 

mental health problems into a single dimension of psychopathology, e.g., the p 

factor, which captures aspects shared across disorders, and specific dimensions, e.g., 

internalizing and externalizing, which capture aspects shared among subgroups of 

disorders.  

Part 1 is a reliability meta-analysis of bifactor studies of psychopathology. It 

uses model-based reliability indices to evaluate how the variance in factor models is 

distributed and whether this resembles a bifactor structure. Part 2 is a 

developmental analysis of the relationship between socioeconomic status and the 

general and specific psychopathology factors. It examines the mediating role of 

stressful life events, and moderating role of family obligation, in this relationship. 

Part 3 is a clinically informed evaluation of quantitative models of psychopathology, 

covering issues related to methodology, epistemology, and clinical application.  

Part 1 shows that whilst psychopathology measures tend to be 

multidimensional (e.g., include both general and specific sources of variance), most 

of what may be measured in practice reflects the p factor. Part 2 shows negative 

links between socioeconomic status and the p factor and specific externalizing 

factor, and that these links are partially explained by stressful life events, 

particularly for children who prioritize their families’ needs and views. Finally, Part 

3 argues for more process-based mental health assessments, idiographic and 

transactional analyses of symptoms, and a focus on the socio-evolutionary 

role of communication in assessment and treatment. 
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Impact Statement 

Mental health difficulties such as depression, anxiety, and substance misuse 

are currently diagnosed using criteria established by consensus. The evidence-base 

around psychiatric diagnoses has changed dramatically over the last half century 

and challenges many of the assumptions held about psychiatric diagnoses, 

including their categorical and discrete nature. This thesis supports an evidence-

based shift in conceptualizing and measuring mental health outcomes as 

hierarchically organized dimensions. 

Impact for Mental Health Research.  

Research into the aetiology of mental health problems ultimately depends on 

our ‘map’ of human suffering. Currently, we divide human suffering into multiple, 

discrete disorders. Research is therefore focused on discovering biological, 

psychological, and social mechanisms associated with specific disorders. However, 

this thesis and the research that it builds on show that psychiatric disorders are 

more alike than they are different. This thesis demonstrates that self-report 

measures assess both the shared and unique characteristics of mental health 

problems (rather than multiple, discrete problems). Accounting for these shared 

characteristics is important when examining the social determinants of mental 

health difficulties; associations between socioeconomic status and specific problems 

may in fact be driven by features shared across mental health problems. The bifactor 

model is a powerful tool for establishing what is truly unique to specific problem 

domains and what is the product of shared aetiological factors.  

Impact for Clinical Practice 



   5 

 

Like mental health research, assessment and treatment is governed by 

current diagnostic systems that focus on discrete diagnoses. However, this thesis 

and surrounding research suggest that people rarely report single problems, and 

that even if they did, there would be widespread differences between two people 

meeting the criteria for the same disorder. This thesis supports the importance of 

examining both the shared aspects of mental health problems (e.g., the degree of 

dysregulation across emotional, cognitive, and behavioural domains) and unique 

characteristics (e.g., specific problems and characterological tendencies). Evidence-

based assessments offer a more precise and comprehensive way of characterising a 

person’s experience, which can improve prognosis by matching treatments more 

suited to people’s needs.  

Impact for Mental Health in Society 

 The findings in this thesis suggest that socioeconomic disadvantage has 

widespread effects on children’s mental health as well as specific effects on 

behavioural difficulties. This is explained, in part, by an increased incidence of 

stressful life events. Understanding the pathways towards mental health difficulties 

can inform public health interventions, which may be most effective at reducing 

multiple issues through preventing and minimizing the impact of stressful life 

events. This is more relevant than ever following the Covid-19 pandemic, which has 

created multiple stressors for families and widened pre-existing inequalities.  
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Part 1. Literature Review 

 

Evaluating Bifactor Models of Psychopathology 

Using Model-Based Reliability Indices 

 

 

 

 

 

 

 

Note to examiner. This review builds on a previous reliability review of bifactor studies 

(Constantinou & Fonagy, 2019). The current review advances the former by updating the 

study list and using mixed-effect models rather than simple averages to pool the reliability 

indices.  
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1.1 Abstract 

In this chapter, I evaluate methodological questions related to the bifactor 

model of psychopathology. Bifactor models have become popular over the last 

decade, but it is uncertain whether psychopathology measures resemble such a 

model. I ran a meta-analysis of 68 bifactor studies using model-based reliability 

indices (Explained Common Variance, Omega Hierarchical, Construct Reliability 

and Factor Determinacy) to evaluate how the variance in item responses is 

distributed between general and specific psychopathology factors. I found that 

psychopathology measures tend to be multidimensional, with 61% of the modelled 

variance explained by the p factor and 39% explained by specific factors. Most of the 

variance in raw total scores (78%) is explained by the p factor, while less of the 

variance in raw subscale scores (39%) is explained by specific factors. Indicators 

explained 95% of the variance in the p factor, and 70% of the variance in specific 

factors. The p factor (r = .95) and specific factors (r = .87) overlapped strongly with 

observed factors scores. The percentage of uncontaminated correlations, measure 

composition, indicator, method and sample type, and estimator predicted variation 

in the general and specific factors’ reliability. Overall, psychopathology measures 

generally resemble bifactor models, but the extent to which we measure general 

over specific features depends on our scoring and measurement methods. 
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1.2 Introduction  

Over the last thirty years, there has been a growth of research into 

transdiagnostic models of psychopathology (see Dalgleish, Black, Johnston, & 

Bevan, 2020, for a review). Transdiagnostic models define broader dimensions that 

underpin multiple, co-occurring psychiatric diagnoses (Nolen-Hoeksema & 

Watkins, 2011). For example, half of people who report experiences of depression 

also report experiences of anxiety and somatization (Löwe et al., 2008). These 

conditions are thought to be underpinned by common mechanisms that are 

summarized by an internalizing dimension (Achenbach & McConaughy, 1992; 

Eaton et al., 2013). Similarly, experiences of antisociality, impulsivity and attentional 

problems tend to aggregate and can be summarized by an externalizing dimension 

(Achenbach & McConaughy, 1997; Krueger, Markon, Patrick, Benning, & Kramer, 

2007).  

 Comorbidity does not stop at the level of disorders. Internalizing and 

externalizing dimensions tend to positively co-occur: people who score highly on 

internalizing disorders also score highly on externalizing conditions (Lilienfeld, 

2003). One reason why internalizing and externalizing dimensions overlap is 

because they may share a common set of mechanisms summarized by a general 

psychopathology dimension (Kotov et al., 2017; Lahey et al., 2012). General 

psychopathology is thought to reflect individual differences in the propensity to 

develop any and all forms of common mental health problems (Caspi & Moffitt, 

2018; Caspi et al., 2014), or an index of impairment (Smith et al., 2020). The 

mechanisms that underpin a general risk for psychopathology are proposed to be 

distinct from those that predispose people towards specific internalizing or 

externalizing conditions (Lahey et al., 2017).  
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1.2.1 What is the bifactor model? 

Bifactor models are a statistical method for decomposing the covariation 

among observed variables into common and specific latent sources (Holzinger & 

Swineford, 1937; Reise, 2012). For example, the positive associations among a set of 

questionnaire items about depression can be summarized by a general factor that 

reflects individual differences on the broad construct running through all items 

(e.g., overall depression severity), as well as more specific factors that reflect 

common themes among groups of items (e.g., low mood, anhedonia, somatic 

problems). Specific factors are assumed to be orthogonal to the general factor; that 

is, they capture additional covariation that remains after the variance shared by all 

variables has been explained by the general factor (Markon, 2019). 

The bifactor model was first developed by Holzinger and Swineford (1937) 

who extended Charles Spearman’s two-factor model of intelligence. Spearman 

hypothesised that a general factor runs through all intelligence test variables, as well 

as factors unique to each test variable (Spearman’s model is equivalent to today’s 

single-factor model; the factors unique to each variable are equivalent to latent error 

terms). The general factor was dubbed the g factor for general intelligence and was 

thought to reflect a unitary trait that explains individual differences in performance 

on intelligence tests (Spearman, 1904). Karl Holzinger, Spearman’s student, added 

‘group factors’ to Spearman’s single-factor model to capture commonalities among 

sub-groups of intelligence tests (e.g., all tests involving a visuo-spatial component 

would load on a g factor as well as a specific visuo-spatial factor).The bifactor model 

has been applied to broadband psychopathology measures1 on the basis that 

 
1A broadband measure is any measure that assesses multiple domains of a construct. I use 
this term to describe psychopathology measures that assess multiple ‘spectra’ of 
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various symptoms or disorders form a positive manifold, i.e. they are positively 

associated with each other (Borsboom, Cramer, Schmittmann, Epskamp, & 

Waldorp, 2011, but see van Bork, Epskamp, Rhemtulla, Borsboom, & van der Maas, 

2017). Lahey et al. (2012) and Caspi et al. (2014) were first to estimate a general 

factor that described individual differences in the positive covariation among 

disorders–the general psychopathology (‘p’) factor. They also estimated specific 

factors that captured the positive covariation among groups of disorders, such as 

internalizing and externalizing, once the variance common to all disorders was 

explained by the p factor.  

A higher-order model can be used instead of a bifactor model to estimate a 

general psychopathology factor. The higher-order model (also known as the second-

order model) was developed by Thurstone (1944), who argued for multiple, 

correlated domains of intelligence (e.g., visuo-spatial, verbal, working memory, 

processing speed) that are in turn underpinned by a ‘higher-order’ general factor 

(e.g., g factor). In the context of psychopathology, internalizing and externalizing 

factors would be understood as products of a higher-order general psychopathology 

factor.  

 
psychopathology, e.g., internalizing, externalizing, thought disorder, etc. In turn, I use the 
term ‘spectra’ or ‘spectral domain’ to indicate a measure that goes beyond the disorder level 
as per Kotov et al.’s (2017) HiTOP model (e.g., the internalizing spectrum captures 
commonalities among mood and anxiety disorders).  
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1.2.2 The general factor in the higher-order model is estimated from the 

correlations among specific factors. By contrast, the general factor in 

the bifactor model is estimated directly from the observed variables, 

as are the specific factors. Consequently, the specific factors in the 

bifactor model are distinct from, and estimated side-by-side with, 

the general factor, and are what remain after the common variance 

running through all observed variables is explained by the general 

factor. Both bifactor and higher-order models are used to estimate 

the structure of psychopathology and are often treated as competing 

models. More information about the similarities and differences 

between these models is described in Part 3 (see 3.2 Quantitative 

Approaches to Psychopathology).Is there support for a bifactor model 

of psychopathology? 

There are now over 100 studies applying the bifactor model to broadband 

psychopathology measures. Generally, the bifactor model fits the data better than 

alternative models across children (Lahey et al., 2015; Moore et al., 2020; Olino et al., 

2018), adolescents (Castellanos-Ryan et al., 2016; Laceulle, Vollebergh, & Ormel, 

2015; Patalay et al., 2015), and adults (Caspi et al., 2014; Gluschkoff, Jokela, & 

Rosenström, 2019; Lahey et al., 2012; Lahey et al., 2017). Consistent with theory, the 

p factor is positively associated with a broad set of risk factors for psychopathology 

(e.g., familial mental health, childhood maltreatment/victimization, and socio-

economic status) and these risk factors are no longer associated with specific 

internalizing and externalizing factors once the p factor is accounted for, indicating 

distinct aetiologies (Caspi et al., 2014; Lahey et al., 2012; Schaefer et al., 2018).  
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Contrary to the argument that the p factor is a statistical artifact, it has been 

validated against several functional outcomes (Cervin et al., 2021; Pettersson, Lahey, 

Larsson, & Lichtenstein, 2018; Sallis et al., 2019), shows broadly consistent neural 

correlates (Moberget et al., 2019; Romer et al., 2018, 2019), heritability estimates of 

around 50% (Harden et al., 2020; Neumann et al., 2016; Rosenström et al., 2019), and 

longitudinal stability estimates on par with psychological traits (Greene & Eaton, 

2017; Gluschkoff, Jokela, & Rosenström, 2019; McElroy, Belsky, Carragher, Fearon, 

& Patalay, 2018; Snyder, Young, & Hankin, 2017). Specific factors have also been 

validated against external measures, and sometimes show stronger predictions than 

the general factor (Haltigan et al., 2018), but tend to be weaker and less reliable.  

Despite the growing support for a bifactor structure of psychopathology, the 

model is not without issues, including its tendency to overfit noise in the data, 

higher fitting propensity, difficulties interpreting the general factor, variable p factor 

loadings within and between studies, and weak or vanishing specific factors 

(Bonifay, Lane, & Reise, 2017; Bornovalova, Choate, Fatimah, Petersen, & Wiernik, 

2020; Greene et al., 2019; Sellbom & Tellgen, 2019; Watts, Poore, & Waldman, 2019). 

It is also uncertain how to interpret the specific psychopathology factors. Most have 

interpreted specific factors as purer indices of specific problem domains, minus 

general levels of distress or severity (Patalay et al., 2015; Snyder, Young, & Hankin, 

2017). However, some have conceptualized specific factors as psychopathology-less 

clusters of personality traits (e.g., internalizing as neuroticism and introversion; 

externalizing as extraversion, low agreeableness, and low conscientiousness; Caspi 

et al., 2014). Personality traits are not pathological in and of themselves. It is only 

when they create distress in one’s life do they become problematic, which is why it 

may be helpful to separate out specific, stylistic patterns of relating to general levels 
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of distress using the specific and general factors, respectively, in the bifactor model 

(Livesley, 2011).An issue which has yet to be addressed is how well a bifactor 

structure is measured in practice. Studies applying the bifactor model to 

psychopathology have so far assumed that our measures reliably capture both 

general and specific sources of variance. However, our measures may capture 

general psychopathology at the expense of specific psychopathology dimensions. Or 

perhaps our measures primarily capture specific psychopathology dimensions 

whilst the common variance is present but minimal, like background radiation. 

How do measurement characteristics, such as the number of items, response format, 

respondent, and measure type, affect the relative strength of the general and specific 

sources of variance? Model fit indices tell us how well we replicate the correlation 

matrix with our models, but they do not tell us about the specific characteristics of our 

modelled factors, and whether they resemble a bifactor structure.  

1.2.3 Reliability indices: what are they and how do they resolve the issues 

outlined above? 

 Model-based reliability indices are a set of measures that can be used to 

evaluate the internal properties of measures (Rodriguez, Reise, & Haviland, 2016b). 

They address questions that model fit indices cannot, such as how much of the 

modelled variance in a measure is attributable to the general vs. specific factors 

(Explained Common Variance; ECV), the extent to which raw total and subscale 

scores reflect general and specific factors, respectively (Omega Hierarchical; ωH), 

how well the general and specific factors variables are represented by their 

indicators  (Construct Reliability; H), and how indeterminate or stable observed 

factor scores are (Factor Determinacy; FD). Reliability indices are useful in 
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determining the extent to which our psychopathology measures resemble a bifactor 

structure, which includes both general and specific sources of variance. 

Rodriguez, Reise, and Haviland (2016a) applied reliability indices to fifty 

studies that used bifactor models to evaluate the factor structure of psychological, 

psychopathology and personality measures. The measures assessed broad target 

constructs (e.g., depression, narcissism) but included several subdomains, and 

hence were generally assumed to be multidimensional. On average, the general 

factors accounted for 67% of the modelled variance, suggesting that measurement 

models mainly reflected the broad target constructs. Furthermore, the variance in 

raw total scores was largely explained by the general factors, as was the variance in 

raw subscale scores. In other words, raw subscale scores did not reliably represent 

the target subdomain beyond the general construct. Finally, the reliability of 

observed and latent factor scores was high for the general factors on average, but 

not for the specific factors.  

1.2.4 Research Questions 

Rodriguez et al.’s (2016a) findings suggest that psychological measures tend 

to capture the broad target construct they are designed to assess, despite sampling 

from multiple subdomains. Can we say the same for measures of psychopathology 

that feature multiple diagnoses or problem domains? I set out to address four 

questions by applying reliability indices to bifactor studies of broadband 

psychopathology measures published to date. 

Question 1. Do measurement models of broadband psychopathology 

measures resemble a bifactor structure? Bifactor models may fit the data well, but 

that does not mean that responses on broadband psychopathology measures 
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resemble a bifactor structure and hence are equally explained by general and 

specific factors. If both general and specific sources are important, then we would 

expect that roughly half of the modelled variance in broadband measures to be 

attributable to a general p factor, and the other half to specific psychopathology 

factors. If, however, broadband measures are more unidimensional, then we would 

expect the majority of modelled variance (e.g., ≥ 70%; Rodriguez et al., 2016a) to be 

explained by a general p factor, despite sampling from multiple domains of 

psychopathology. Alternatively, the majority of variance in psychopathology 

measures (e.g., ECV ≥ 70%) may be best explained by a set of distinct specific 

factors, with a relatively weak general p factor.  

Question 2. Do total and subscale scores reliably reflect variation in the 

general and specific psychopathology factors, respectively? If general 

psychopathology is a measurable dimension akin to constructs like general 

intelligence that run through all items, then we would expect the variance in raw 

total scores from broadband psychopathology measures to reflect a common source 

(e.g., ωH ≥ .80; Rodriguez et al., 2016a). Similarly, if specific problem domains can be 

precisely assessed beyond the common variance, then we would expect raw 

subscale scores to mainly reflect specific sources (e.g., ωHS ≥ .80). Nonetheless, 

psychopathology subscales might be subject to the same fate as subconstructs in 

measures of single-domain constructs, their measurement drowned out by a general 

psychopathology dimension (e.g., Rodriguez et al., 2016a).  

Question 3. Can we reliably estimate observed and latent factor scores for 

the general and specific psychopathology factors? As research into the substantive 

basis of the p factor grows, researchers need to consider how well their measures 

specify individual differences in the general and specific psychopathology factors, 
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and how replicable these factors are across studies. This is particularly relevant for 

specific factors, which are specified by fewer indicators and hence naturally have 

less information. If general and specific psychopathology factor scores are reliable, 

then we would expect the majority of variance in latent variables to be explained by 

their indictors (e.g., H ≥ .70; Hancock & Mueller, 2001; Rodriguez et al., 2016b).  

Researchers may also ask how viable it is to estimate observed factor scores 

for the general and specific psychopathology factors when it is not possible to 

specify a bifactor model in a complex measurement model. If the general and 

specific psychopathology factors are well represented by their observed factor 

scores, then we would expect the correlation between the factors and factor scores to 

be high (e.g., FD ≥ .90; Gorsuch, 1983; Rodriguez et al., 2016a). 

Question 4. What methodological characteristics predict variability in the 

reliability of general and specific psychopathology factors? Testing the latent 

structure of any psychological domain is dependent on the measures used to 

estimate it (Marsh & Hau, 2007). The bifactor model of psychopathology is no 

different. Various methodological characteristics can affect the reliability of latent 

variables (Achenbach, 2021). In the extreme case, the p factor’s reliability might 

simply be a function of the extent to which a measure prioritizes correlations that 

are solely explained by a general factor. I therefore investigated how 

methodological characteristics predicted variation in the reliability indices, 

including the respondent, sample type, sample origin, measure type, measure 

composition, indicator type, estimator type, percentage of uncontaminated 

correlations, and publication date. 
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1.3 Method 

1.3.1 Search Strategy 

A literature search was conducted in July 2019 (and updated in May 2020, 

July 2021, and January 2022) using PubMed (n = 651, Jan 2002 – Jan 2022), PsycInfo 

(including PsycArticles, n =  650, Oct 2002 to Jan 2022), and MEDLINE (n = 650, Oct 

2002 – Jan 2022) to identify studies that applied the bifactor model to psychiatric 

symptoms or disorders. Titles and abstracts were searched using the terms: (bifactor 

OR bi-factor OR nested factor OR p factor) AND (psychopathology OR psychiatr* 

OR disorder OR symptom OR diagnosis OR mental). The search produced  a total of 

1,951 papers published between January 2002 to January 2022, with publications 

increasing year-upon-year since Caspi et al.’s (2014) seminal paper. Studies were 

also identified with a citation search of Caspi et al. and Lahey et al.’s (2012) studies 

using Google Scholar. 

Studies were included if they: (i) modelled symptoms or disorders from 

more than one spectral domain using a bifactor model (e.g., studies that analysed 

depression, anxiety, and substance problems cover two spectral domains, 

internalizing and externalizing problems, whereas studies that analysed depression, 

anxiety and somatic complaints cover a single domain, internalizing), (ii) used 

confirmatory bifactor analysis, and (iii) provided a standardized factor loading 

matrix (either in print or via correspondence).  

Studies were excluded if they: (i) used exploratory bifactor analysis, 

exploratory structural equation modelling, or principal components analysis; (ii) 

used a dataset that was previously analysed with a bifactor model; and (iii) included 

personality or personality disorder indicators, or solely included well-being 
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measures. Given that the analysis of broadband psychopathology data with bifactor 

models is relatively new, studies were not excluded based on the type of estimator 

used (e.g., maximum likelihood vs. weighted least-squares), or whether their 

solution included cross-loadings, residual correlations between indicators, or 

specific factor correlations. 

For studies that reported multiple versions of a bifactor model, I chose the 

model that the authors endorsed (typically based on model fit) and/or was most 

well specified (based on factor loading patterns). For studies that used overlapping 

datasets, I included the first study to publish a bifactor model with that dataset and 

excluded all others to minimize dependencies between estimates. I accounted for 

dependencies within studies that reported bifactor models for different samples, or 

longitudinal studies that reported a separate bifactor model at different ages for a 

given sample, using multilevel models (see Meta-analysis below).  

1.3.2 Reliability Coefficients 

 Explained Common Variance (ECV). ECV reflects the proportion of variance 

modelled among all the factors that is attributable to the general factor (Reise, 

Moore, & Haviland, 2010). It reflects the ‘strength’ of the general factor relative to 

the specific factors or the degree to which a measurement model is unidimensional 

(Ten Berge & Sočan, 2004). ECV ranges from 0-1, with values closer to 1 reflecting 

more variance explained by the general factor compared to the specific factors 

(Reise, Scheines, Widaman, & Haviland, 2013). ECV-subscale (ECVS) can be used to 

compute the proportion of modelled variance explained by a given specific factor. 

When ECV/ECVs values are ⩾.7, the modelled variance is said to be ‘essentially 
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unidimensional’, i.e. would fit a single-factor model without substantial bias from 

assessing multiple domains (Rodriguez et al., 2016b).  

Coefficient Omega (ω). ω reflects the proportion of variance in raw total 

scores explained by all factors modelled (McDonald, 1999; Reise, Bonifay, & 

Haviland, 2013). Omega, like Cronbach’s , is a measure of internal consistency (not 

unidimensionality) but is calculated from the model-based factor loading matrix 

rather than the observed variance-covariance matrix (Rodriguez et al., 2016b). 

Cronbach’s  assumes there are equal relationships between the items (i.e. equal 

factor loadings), whereas ω does not. Omega ranges from 0-1 and increases as the 

factor loadings and number of items increase.  

Omega hierarchical (ωH). ωH reflects the proportion of variance in raw total 

scores explained by the general factor (Reise et al., 2013). ωH is used an index of 

general factor saturation, or the extent to which total score variance represents a 

general source despite a scale’s multidimensionality (Reise et al., 2010). In this sense, 

one can have a multidimensional measurement model (i.e. moderate ECV values) 

but high general factor saturation (i.e. high ωH values), as total scores can be 

influenced by a general source over and above specific sources. By dividing ωH by ω, 

we can determine the proportion of error-free variance in total scores explained by 

the general factor (Dueber, 2017; Rodriguez et al., 2016b). 

We can also calculate the proportion of variance in raw subscale scores 

attributable to a specific factor with omega hierarchical subscale (ωHS). ωHS reflects 

the amount of subscale variance influenced by a specific factor over and above the 

influence of a general factor. Both ωH and ωHS range from 0-1, with higher values 

reflecting a higher proportion of total or subscale variance explained by the general 
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or specific factor, respectively. Rodriguez et al. (2016a) suggested that ωH and ωHS 

values ⩾.8 reflect the dominance of a given factor on scale scores. 

Construct Reliability (H). H is the proportion of variance in a factor 

explained by its indicators (Hancock & Mueller, 2001). H reflects how well a set of 

indicators represent a factor, and hence how well that factor would replicate in 

another study using the same indicators (Rodriguez et al., 2016b). H ranges from 0-

1, with higher scores indicating that a factor is more well-defined by its indicators. 

When H values are ⩾.7, the factors modelled are thought to be reliably represented 

by their indicators (Hancock & Mueller, 2001).  

Factor Determinacy (FD). Factor scores are indeterminate, i.e. there exists an 

infinite number of observed factor scores for any set of latent factors (Gutmann, 

1955). Factor determinacy (FD) reflects the extent to which factor scores are good 

estimates of individual differences on the factor (Grice, 2001). One way to calculate 

FD is by reproducing the correlation matrix from factor loadings to estimate the 

correlation between the factor and observed factor scores (Rodriguez et al., 2016b). 

FD ranges from 0-1, with higher values reflecting higher correspondence between 

the (model-implied) factor scores and their factors. Gorsuch (1983) suggested that 

FD values ⩾ .9 reflect trustworthy factor score estimates. 

Percentage of Uncontaminated Correlations (PUC). PUC describes the 

number of correlations among indicators that can be uniquely explained by a 

general factor, above and beyond the specific factors (Rodriguez et al., 2016b). It is 

not so much a reliability index but a structural indicator of the extent that the 

composition of a measure favours the measurement of a general factor that is 

‘uncontaminated’ by the shared influence of specific sources (i.e. 
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multidimensionality). PUC ranges from 0-1, with higher values reflecting a higher 

proportion of unique correlations that are solely explained by the general factor, 

relative to the correlations explained by the general and specific factors. PUC values 

⩾.7 indicate that the correlation matrix is structured towards a general source 

(Rodriguez et al., 2016a). PUC is largest when there are multiple specific factors, 

each with a small number of indicators. Provided that the indicators load well onto 

the general factor, the proportion of modelled variance (ECV) and total score 

variance (ωH) explained by the general factor is likely to be high when the PUC is 

high. PUC also moderates the impact of ECV on parameter bias when fitting a 

unidimensional model to multidimensional data (Reise et al., 2013).   

1.3.3 Statistical Analysis 

 Data Aggregation. I ran a meta-analysis of reliability coefficients, also 

known as a psychometric meta-analysis or reliability generalization study (Vacha-

Haase, 1998). First, standardized factor loading matrices were extracted from each 

study and analysed with Dueber’s (2017) bifactor indices calculator, a freely 

available Excel-based tool for calculating the model-based reliability indices 

described by Rodriguez et al. (2016a, 2016b). There is also an R package available, 

which I used for factor loading matrices with more than 100 indicators (Dueber, 

2021). There may be slight differences between the reliability estimates reported 

here and those reported in the original papers because I reproduced the correlation 

matrices from the factor loading matrices rather than from the raw data. There have 

been a limited number of reliability generalization studies using model-based 

reliability indices, so analysis decisions were based on studies using coefficient 

alpha, the closest analogue to model-based reliability indices. 
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Data Transformation. I transformed the reliability indices due to their 

strong negative skew which is characteristic of reliability coefficients (e.g., values 

tend to cluster around values of .70; Greco, O’Boyle, Cockburn, & Yuan, 2018). I 

used Bonett’s (2002; 2010) transformation for coefficient alpha, as it provides more 

stable confidence intervals compared to Hakstian-Whalen’s T transformation and is 

suitable for small samples. The Bonett and T transformations tend to perform 

similarly in simulation studies (López-Pina, Sánchez-Meca, & López-López, 2013), 

and produce similar estimates to untransformed coefficients if heterogeneity is low 

(Sánchez-Meca, López-López, & López-Pina, 2013). I ran sensitivity analyses using 

the T transformed and raw reliability coefficients for comparison. 

 Model Type. I used a random-effects model to pool the reliability indices 

because psychopathology bifactor studies vary widely in their samples and 

measures. In random-effects models, each study is assumed to approximate a 

reliability coefficient from a range of possible populations, rather than a single 

population (Borenstein, Hedges, Higgins, & Rothstein, 2010). In other words, rather 

than assuming that the p factor has one fixed level of reliability in the population, 

we assume that the p factor’s reliability differs depending on the population it is 

sampled from.  

I estimated a three-level random-effects models for p factor reliability 

estimates, with random intercepts at level 1 (i.e. within-study variability due to 

sampling and measurement error), level 2 (i.e. between-sample variability, as some 

studies contributed multiple p factor estimates from different samples or time-

points), and level 3 (i.e. between-study variability due to sampling for multiple 

populations). Furthermore, I estimated a four-level random-effects model for 

specific factor reliability estimates, with random intercepts at level 1 (within-study 
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variability), level 2 (i.e. between-specific factor variability since each study reported 

multiple specific factor reliabilities), level 3 (i.e. between-sample variability), and 

level 4 (i.e. between-study variability). For a more detailed description of the 

models, see Appendix 1.2.1). Analyses were run using the metafor package (v 3.4) in 

R (Viechtbauer, 2010). 

 Weighting Method. I weighted reliability estimates by the inverse of the 

sampling variance. Studies that provide more reliable (i.e. less noisy) estimates are 

given more weight when calculating the pooled estimate (Borenstein et al., 2010). 

When effect sizes are reliability coefficients, sampling variances should also be 

adjusted for the measurement instruments’ properties (e.g., number of items, 

strength and homogeneity of the inter-item correlations, Rodriguez & Maeda, 2006). 

The Bonett (and T) transformation incorporates these factors into its sampling 

variance calculations. 

Heterogeneity Estimator. I used the Paule and Mandel (PM) method to 

estimate the between-study variance (𝜏2) since it does not rely on distributional 

assumptions (reliability coefficients tend to be negatively skewed) and tends to be 

less biased and more efficient compared to other estimators, particularly under 

higher levels of heterogeneity (Boedeker & Henson, 2020; Langan, Higgins, & 

Simmonds, 2016; Veroniki et al., 2016). Furthermore, confidence intervals around 𝜏2 

were estimated using Hartung’s (1999) weighted variance method, as has been used 

in prior reliability generalizations of coefficient alpha (Blázquez-Rincón et al., 2021; 

López-Pina et al., 2015; Rubio-Aparicio et al., 2020) 

I tested whether the amount of heterogeneity was substantial using Paule 

and Mandel’s (1982) adapted version of Cochran’s Q statistic, which captures the 
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degree of heterogeneity based on the weighted sum of differences between each 

study’s reliability estimate and the mean reliability estimate. QPM follows a chi-

square distribution with k-1 degrees of freedom (df); Q values that exceed a critical 

value suggest that studies differ substantially in their reliability estimates due to 

unexplained differences in population estimates (e.g., 𝜏2 > 0), rather than random 

error alone (i.e. within-study variability) 

I also quantified the degree of heterogeneity using the I2 statistic, which 

reflects the percentage of variance in reliability estimates due to between-study 

variability compared to within-study variability (Higgins, Thompson, Deeks, & 

Altman, 2003). I2 values of 25%, 50%, and 75% reflect low, moderate, and high levels 

of heterogeneity (Higgins et al., 2003).  

Meta-Regression. I ran multilevel meta-regressions to determine what 

methodological characteristics predicted variation in the reliability indices. The 

meta-regression models were an extension of the three-level and four-level meta-

analytic models used to estimate the pooled reliability indices for the p factor and 

specific factors, respectively (for a more detailed model description, see Appendix 

B). Models were estimated using Restricted Maximum-Likelihood (REML).  

Linearity of relationships was checked with predicted plots; normality and 

homoscedasticity of residuals was checked with quantile plot sand predicted vs. 

residual plots, respectively2; and collinearity among predictors was checked with 

the Variance Inflation Factor (VIF; where values > 2.5 warrant concern, Allison, 

2012) and Spearman’s Rho rank order correlations > | .5| (Dormann et al., 2012). 

 
2Residual plots are only available using univariate meta-analyses in the metafor package. I 
therefore estimated the predicted-residual plots and quantile plots using residuals from a 
univariate model.  
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Potential outliers were identified using studentized residuals (t > |3|; Osbrone & 

Overbay, 2004) and predicted plots. Influential cases were identified using DFFITS 

which reflects the amount (in standard deviations) that the pooled effect size 

changes after removing a given study, and therefore how influential that study is on 

the pooled effect (Belsley, Kuh, & Welsch, 2005). DFFITS values > |.31| for p factor 

reliabilities and > |.16| for specific factor reliabilities (i.e. 3√1/𝑘 − 1), where k is the 

number of entries; Viechtbauer, 2010).  

The initial set of predictors included: sample size (log), mean sample age 

(centred), PUC (centred), number of items per factor (log), publication date 

(centred), respondent (self vs. other, including caregiver, teacher, clinician and 

mixed self-and-other reports), indicator type (symptom- vs. subscale-level or 

symptom count), method type (questionnaire vs. interview),  sample type 

(community vs. clinical, community vs. population), measure construction (single 

vs. multiple measures), indicator measurement level (binary vs. ordinal/continuous 

indicator), continent (North America vs. other, including UK, Europe, Australasia, 

and South America), and estimator type (WLSMV vs. MLR/Bayes, because factor 

loadings can be inflated under WLSMV when latent distributions are highly 

skewed; Li, 2016). 

 To calculate the strength of associations between reliability indices whilst 

accounting for the multilevel data structure, I regressed each reliability index on one 

other index in a multilevel meta-regression. This produced a regression weight, 

which is the equivalent to a correlation coefficient, but also accounts for the nesting 

among data levels.  
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There is currently no method for back-transforming regression slopes. I 

therefore report marginal means for a one-unit increase in the predictor of interest, 

holding the other predictors constant, as an estimate of a back-transformed slope. 

Pseudo-R2 was calculated as the proportional reduction in between-study variability 

between a multilevel meta-regression model with and without predictors. 

1.4 Results 

Eighty-one studies met the inclusion criteria (see Figure 1.1). Of these, three 

studies did not provide standardized factor loading matrices in print or by 

correspondence; three studies used exploratory bifactor analysis/structural 

equation modelling; two studies used bifactor growth models with a single 

indicator per psychopathology domain (aggregating over time would result in a 

single loading); one used a tri-factor model which included personality and 

personality disorder indicators in addition to psychopathology indictors; two 

reported mis-specified models; and one was not published in English. Study 

characteristics for the remaining 68 studies published between January 2009 and 

January 2022 are summarized in Table 1.1. A full list of studies can be found in 

Table 1.2.   

The total number of participants included was 1,083,652, 71% of which came 

from Du Rietz et al.’s (2020) sample (n = 774,416). The average sample size was 

11,172 (3,221 excluding Du Rietz et al.) but varied widely between studies (SD = 

78,579; SD = 6,611 excluding Du Rietz et al.). Most studies were balanced for sex 

(49% male; k = 63) but recruited mainly Caucasian samples (72% Caucasian; k = 43). 

Just over half of the samples originated from North America. The average sample 

age was 16 (SD = 10), with less than half being children (2-12; 42%), a third being 
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adolescents (13-17; 33%) and a quarter being adults (18-47; 25%). Most samples were 

community-based (64%), 23% were recruited from outpatient or inpatient clinics, 

and 13% were randomly recruited from the population.  
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Figure 1.1  

PRISMA Flow Diagram 
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Studies included in the reliability 

meta-analysis (n = 68) 

Records excluded (n = 571) 

Full-text articles excluded (n = 12): 

     No factor loading matrices (n = 3) 

     Exploratory factor analysis (n = 3) 

     Bifactor growth models (n = 2) 

     Personality indicators (n = 1) 

     Mis-specified models (n = 2) 

     Not published in English (n = 1) 
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Table 1.1  

Methodological Characteristics for the 97 entries belonging to 68 studies 

Study Characteristic M or n SD or % 

Age (years; 2-47) 16 10 

      Childhood (2-12) 41 42% 

      Adolescence (13-17) 32 33% 

      Adulthood (18-47) 24 25% 

N (120-774,416) 11,172 78,579 

Caucasian 72% 39% 

Male (vs. female) 49% 16% 

Region   
      North America 49 51% 
      UK 11 11% 
      Europe 29 30% 
      Australasia   4 4% 
      South America 4 4% 
Sample Type 

  

      Community 62 64% 

      Clinical 22 23% 

      Population 13 13% 

Respondent Type 
  

      Self 43 44% 

      Caregiver 37 38% 

      Teacher 8 8% 

      Clinician 1 1% 

      Multiple 8 8% 

Indicator Type 
  

      Item-level 52 54% 

      Subscale-level 45 46% 

Measure Type 
  

      Questionnaire 71 73% 

      Interview 20 21% 

      Mixed 5 5% 

      Medical Records 1 1% 

Multiple (vs. single) measures 29 30% 
Ordinal (vs. binary) indicators 82 85% 
WLSMV (vs. MLR/Bayes) 50 53% 
Publication date (mode; 2009-2021) 2017 22% 
Number of specific factors (2-15) 3.4 2.3 
Number of items (5-139) 32 28 
     Item-level (12-139) 50 28 
     Subscale (5-28) 11 4 
PUC (0.38-0.92) 0.70 0.14 
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Note. M = mean; MLR = Robust Maximum Likelihood estimator; n = sample size; 
PUC = Percentage of Uncontaminated Correlations; SD = standard deviation; 
WLSMV = Weighted Least Squares Means and Variances estimator.    

Most measures were questionnaires (73%). Most respondents were either the 

participants themselves (44%) or their caregivers (38%). Over half of measures were 

analyzed at the item/symptom level (54%) compared to the subscale/disorder level 

(46%), but the majority (85%) of indicators fell on the ordinal rather than binary 

scale. Seventy percent of studies used a single measure rather than combining 

multiple measures. The average number of specific factors estimated was 3.4 (SD = 

2.3).  

1.4.1 Explained Common Variance (ECV) 

Tables A1.1 and A1.2 in Appendix 1 present the pooled reliability indices for 

the p factor and specific factors, respectively, including Bonett-transformed, T-

transformed, and raw estimates. I report the Bonett-transformed estimates below, 

which were similar to the T-transformed estimates; raw estimates were slightly 

smaller than the untransformed estimates. 

 ECV tells us the proportion of variance in modelled item responses 

explained by the p factor compared to the specific factors. If broadband 

psychopathology measures conform to a bifactor structure with both general and 

specific sources, then the p factor should explain roughly 50% of the variance in item 

responses. The pooled ECV was 0.61 (95% CI = .58-.64). Hence, the p factor 

accounted for 61% of the modelled variance in psychopathology measures on 

average (leaving 39% of the variance explained by specific factors). There was a 

substantial amount of heterogeneity (total I2 = 99%), mainly due to the high amount 

of between-study heterogeneity (level 3 I2 = 79%). There was a negligible amount of 
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sampling error (level 1 variability = .34%) and a small amount of between-sample 

heterogeneity (level 2 I2 = 21%). 

The pooled ECVs was .16 (95% CI = .14-.17); on average, a given specific 

factor accounted for 16% of the modelled variance in psychopathology measures. 

Like the p factor, there was a substantial amount of heterogeneity (total I2 = 99%) 

mainly due to between-study differences (level 4 I2 = 69%). Unlike the p factor, 

however, the remainder of the heterogeneity was explained by differences between 

specific factors (level 2 I2 = 28%) rather than differences between time-

points/samples within a study (level 3 I2 = 0%). ECVs for the specific internalizing 

factor was .19 (95% CI = .16-.21; k = 69) and .20 (95% CI = .18-.23, k = 65) for the 

specific externalizing factor.
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1.4.2 Omega Coefficients (ω/ωH) 

 ωH values tell us the proportion of variance in raw total scores explained by 

the p factor, whilst ωHS values tell us the proportion of variance in raw subscale 

scores explained by a given specific factor above and beyond the p factor. Relative 

ωH and ωHS values reflect the ratio between ωH/ωHS and ω/ωS, hence the proportion of 

error-free total and subscale variance explained by the p factor and relevant specific 

factor, respectively. If variability in total and subscale scores reflects variation in the 

p factor or relevant specific factor, respectively, then ωH/ωHS will be high (e.g., ≥ .80).  

We first need to determine how much of the variance in raw total scores was 

explained by both the p factor and specific factors (i.e. ω/ωS). The pooled ω was 0.94 

(95% CI = .92-.95), hence 94% of the variance in raw total scores could be explained 

by the general and specific psychopathology factors. In turn, only 6% of the variance 

in total scores was attributable to error (e.g., item-specific variance). Similarly, 87% 

of the variance in raw subscale scores was attributable to the general and specific 

psychopathology factors, leaving 13% of the variance explained by error.  

On average, the p factor accounted for 78% (95% CI = .74-.81) of the variance 

in raw total scores with error (ωH) and 84% (95% CI = .81-.87) of the variance in total 

scores without error (relative ωH). Therefore, the p factor explained most of the 

individual variation in total scores across studies. As with ECV estimates, 

heterogeneity was high (total I2 = .99%), with a negligible amount of within-study 

variability (level 1 variability = .10%), a small amount of between-sample 

heterogeneity (level 2 I2 = 16%), and a substantial amount of between-study 

heterogeneity (level 3 I2 = 84%). 
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On average, a given specific factor accounted for 39% (95% CI = .34-.42) of 

the raw subscale variance including error (ωHS), and 49% (95% CI = .43-.54) of the 

subscale variance without error (relative ωHS). Therefore, the p factor accounted for 

at least half of the variability in raw subscale scores. There was substantial 

heterogeneity in ωHS estimates (total I2 = 99%), most of which was explained by 

within-study differences between specific factor estimates (level 2 I2 = 72%) rather 

than between-study differences in pooled estimates (level 4 I2 = 27%). It was not 

uncommon for studies to describe specific factors that accounted for almost none of 

the variance in their subscales and others that accounted for at least half (e.g., 

Hyland et al., 2018; Preti, Carta, & Petretto, 2019; Du Rietz et al., 2020; St Clair et al., 

2017; Urban, Arrindell, Demetrovics, Unoka, & Timman, 2016). ωHS for the specific 

internalizing factor was .36 (95% CI = .29-.41; k = 69) and .43 (95% CI = .37-.48, k = 

65) for the specific externalizing factor.  

1.4.3 Construct Reliability (H) and Factor Determinacy (FD) 

 H tells us the proportion of variance in a factor predicted by its indicators, 

whilst FD reflects the correlation between a factor and observed factor scores. If 

factors (and hence latent factor scores) are well represented by their indicators, then 

H values will be high (e.g., ≥ .70). Moreover, if observed factor scores provide 

reliable estimates of factors, then FD values should be high (e.g., ≥ .90). 

For H values, 92% (95% CI = .90-.94) of the variance in the p factor could be 

explained by its indicators, demonstrating high levels of construct reliability. 

Heterogeneity in estimates (total I2 = 99%) was largely explained by differences 

between studies (level 3 I2 = 93%). Specific factors were also reliable, with 70% (95% 

CI = .66-.74) of the variance explained by their indicators. Heterogeneity was 
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explained both by between-study differences (level 4 I2 = 59%) and between-specific 

factor differences (level 2 I2 = 41%). The specific externalizing factor met the 

threshold for reliability (H =.71, 95% CI = .65-.76; k = 65), while the internalizing 

factor fell just under (H = .69, 95% CI = .63-.74; k = 69). 

A similar picture emerged with factor determinacy, where the p factor and 

its factor scores showed high correspondence (FD = .95, 95% CI = .93-.95). Unlike H 

values, heterogeneity in estimates was split between differences in time-

points/samples (level 2 I2 = 45%) and between-study variability (level 3 I2 = 55%). 

The reliability of specific factor scores fell just below the suggested cut-off (FD = .87, 

95% CI = .85-.89). Heterogeneity was also split between studies (level 4 I2 = 54%) and 

specific factors (level 2 I2 = 45%). Neither the specific internalizing factor (FD = .86, 

95% CI = .82-.89; j/k = 65) nor externalizing factor (FD =.86, 95% CI = .83-.89; j/k = 69) 

met the suggested cut-off for factor determinacy.
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Table 1.2  

Study characteristics and model-based reliability estimates for bifactor studies of psychopathology published between January 2009 and January 2022 

 
Author Method Sample Items Factor ECV(s) 𝜔(s) 𝜔H(s) Rel. 𝜔 H FD PUC 

Urban et al. 
(2014) 

A. SCL-90 D. 2710 83 Global distress 0.84 0.99 0.97 0.98 0.99 0.99 0.89 

B. Questionnaire E. 40 12 Somatic 0.06 0.95 0.37 0.39 0.80 0.93   
C. Item F. Self 10 OC 0.01 0.92 0.03 0.04 0.27 0.64   

 G. Population 9 IS 0.01 0.91 0.05 0.05 0.26 0.65   

  13 Depression 0.02 0.94 0.09 0.10 0.53 0.82   

  10 Anxiety 0.02 0.94 0.08 0.09 0.48 0.81   

  6 Hostility 0.02 0.90 0.16 0.18 0.56 0.87   

  7 Phobia 0.02 0.93 0.17 0.18 0.56 0.89   

  6 Paranoia 0.01 0.87 0.09 0.11 0.33 0.69   

  10 Psychoticism 0.01 0.93 0.02 0.02 0.25 0.65   

           
Miller et al. 
(2019) 

A. CBCL, ADOS D. 415 32 Dysreg profile 0.80 0.97 0.93 0.96 0.97 0.98 0.58 

B. Questionnaire E. 3 8 Anx/depressed 0.09 0.89 0.33 0.37 0.70 0.87   
C. Item F. Caregiver 19 Aggressive  0.06 0.97 0.02 0.02 0.58 0.88   

 G. Community 5 Attention  0.06 0.84 0.31 0.38 0.60 0.88   

           
Sheldrick et al. 
(2012) 

A. PPSC D. 646 18 p 0.80 0.96 0.91 0.94 0.96 0.97 0.84 

B. Questionnaire E. 3 4 Internalizing 0.08 0.90 0.21 0.23 0.53 0.81   
C. Item F. Caregiver 6 Externalizing 0.07 0.89 0.26 0.29 0.53 0.82   

 G. Clinical 3 Attention 0.06 0.92 0.25 0.27 0.47 0.83   

           
D. 165 9 p 0.79 0.88 0.81 0.92 0.93 0.97 0.56 
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Tang et al. 
(2020) 

A. ASR, LSAS, 
BAI, BDI 
B. Questionnaire 
C. Subscale 

E. 26 5 Internalizing 0.13 0.88 0.09 0.10 0.47 0.82   
F. Self 4 Externalizing 0.08 0.68 0.16 0.23 0.31 0.58   
G. Community           

          
Geeraerts et al. 
(2015) 

A. CBCL D. 247 32 Dysreg. profile 0.76 0.98 0.90 0.92 0.98 0.99 0.58 

B. Questionnaire E. 5 8 Anx/depressed 0.10 0.91 0.41 0.46 0.79 0.94   
C. Item F. Caregiver 19 Aggressive  0.09 0.98 0.09 0.10 0.74 0.92   

 G. Clinical 5 Attention  0.05 0.90 0.24 0.27 0.61 0.94   

           
Laceulle, 
Vollebergh, & 
Ormel (2015)* 

A. YSR, RCADS, 
CAPE 
B. Questionnaire 
C. Item 

D. 2230 12 p 0.76 0.98 0.89 0.91 0.97 0.98 0.73 

E. 15 (11-19) 6 Internalizing 0.10 0.95 0.17 0.18 0.55 0.89  
F. Self 3 Externalizing 0.14 0.94 0.51 0.55 0.79 0.96   
G. Community          

           
Neumann et al. 
(2016) 

A. CBCL, SRS, 
CPRS, TRF 
B. Questionnaire 
C. Subscale 

D. 1954 28 p 0.76 0.81 0.73 0.90 0.85 0.91 0.74 

E. 7 10 Internalizing 0.07 0.55 0.06 0.11 0.32 0.57   
F. Caregiver 11 Externalizing 0.16 0.69 0.30 0.43 0.50 0.70   
G. Population          

           
Preti, Carta, & 
Petretto (2019) - 
Urban 

A. SCL-90 D. 817 83 Global distress 0.76 0.97 0.95 0.97 0.97 0.98 0.89 

B. Questionnaire E. 18 12 Somatic 0.02 0.84 0.07 0.09 0.36 0.63  
C. Item F. Self 10 OC 0.03 0.81 0.16 0.20 0.47 0.73  

 G. Community 9 IS 0.04 0.86 0.27 0.31 0.61 0.83   

  13 Depression 0.04 0.89 0.15 0.16 0.56 0.80   

  10 Anxiety 0.01 0.86 0.02 0.02 0.24 0.58   

  6 Hostility 0.04 0.83 0.32 0.38 0.63 0.83  
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  7 Phobia 0.03 0.72 0.27 0.38 0.49 0.74   

  6 Paranoia 0.02 0.78 0.20 0.25 0.42 0.71   

  10 Psychoticism 0.02 0.80 0.17 0.21 0.46 0.72   

           
St Clair et al. 
(2017) 

A. Multiple D. 2228 106 p 0.76 0.97 0.92 0.94 0.99 0.99 0.87 

B. Questionnaire E. 19 13 Self-confidence 0.04 0.93 0.31 0.33 0.72 0.90   
C. Item F. Self 9 Antisocial 0.06 0.90 0.56 0.62 0.83 0.93   

 G. Community 7 Worry 0.02 0.94 0.18 0.19 0.55 0.89   

  17 
Aberrant 
thoughts 0.07 0.91 0.48 0.53 0.85 0.93   

  30 Mood 0.06 0.79 0.00 0.01 0.79 0.91   

           
Urban, 
Arrindell, 
Demetrovics, 
Unoka, & 
Timman (2016) - 
Hungary 

A. SCL-90 D. 972 83 Global distress 0.75 0.99 0.96 0.97 0.98 0.99 0.89 

B. Questionnaire E. 35 12 Somatic 0.05 0.94 0.33 0.36 0.76 0.91  
C. Item F. Self 10 OC 0.02 0.91 0.06 0.06 0.52 0.81  

 G. Clinical 9 IS 0.03 0.91 0.26 0.29 0.63 0.86  

  13 Depression 0.01 0.94 0.02 0.02 0.35 0.75   

  10 Anxiety 0.02 0.92 0.02 0.02 0.46 0.81   

  6 Hostility 0.04 0.90 0.45 0.50 0.75 0.91   

  7 Phobia 0.04 0.92 0.34 0.37 0.76 0.94   

  6 Paranoia 0.02 0.83 0.27 0.32 0.53 0.81   

  10 Psychoticism 0.02 0.85 0.09 0.10 0.46 0.75   

           
Preti, Carta, & 
Petretto (2019) – 
Rural 

A. SCL-90 D. 507 83 Global distress 0.74 0.97 0.94 0.97 0.97 0.98 0.89 

B. Questionnaire E. 17 12 Somatic 0.06 0.85 0.39 0.46 0.69 0.84  
C. Item F. Self 10 OC 0.02 0.80 0.10 0.13 0.38 0.67   

 G. Community 9 IS 0.03 0.84 0.18 0.22 0.53 0.79  
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  13 Depression 0.03 0.89 0.10 0.11 0.54 0.77   

  10 Anxiety 0.03 0.84 0.17 0.20 0.52 0.76   

  6 Hostility 0.04 0.76 0.38 0.50 0.59 0.80   

  7 Phobia 0.02 0.75 0.11 0.15 0.40 0.68   

  6 Paranoia 0.02 0.76 0.15 0.19 0.37 0.65   

  10 Psychoticism 0.01 0.81 0.01 0.01 0.31 0.61  
            
O'Reilly et al. 
(2020) 

A. A-TAC D. 30444 43 p 0.73 0.97 0.89 0.92 0.96 0.96 0.77 

B. Questionnaire E. 10.5 (9/12) 12 
Anxiety/Emotio
n 0.07 0.86 0.29 0.34 0.65 0.81  

C. Item F. Caregiver 10 Opposition 0.04 0.88 0.15 0.17 0.45 0.68   

 G. Population 10 Impulsivity 0.05 0.92 0.18 0.19 0.55 0.74   

  11 Inattention 0.11 0.95 0.30 0.32 0.75 0.86   

           
Patterson et al. 
(2021) 

A. Multiple D. 315 26 p 0.73 0.97 0.93 0.96 0.96 0.98 0.85 

B. Mixed E. 14 5 Anxiety 0.02 0.85 0.06 0.07 0.25 0.62  
 C. Item F. Self 5 Depression 0.03 0.90 0.10 0.12 0.36 0.73  
 

 G. Community 6 
Affective 
Lability 0.06 0.88 0.14 0.15 0.61 0.87  

   2 Sleep 0.04 0.81 0.44 0.54 0.54 0.82  
   4 Psychosis 0.09 0.93 0.44 0.48 0.73 0.93  
   4 Basic Symptoms 0.03 0.90 0.16 0.18 0.40 0.78  
            
Cervin et al. 
(2021) 

A. CBCL D. 480 8 p 0.72 0.86 0.79 0.91 0.84 0.92 0.57 

B. Questionnaire E. 11 4 Internalizing 0.08 0.77 0.01 0.01 0.28 0.68   
C. Subscale F. Caregiver 4 Externalizing 0.20 0.78 0.23 0.30 0.65 0.85   

 G. Clinical         



   46 

 

 

           
Hankin et al. 
(2017) 

A. CBCL D. 554 8 p 0.72 0.94 0.82 0.88 0.91 0.94 0.79 

B. Questionnaire E. 8 3 Internalizing 0.15 0.85 0.33 0.39 0.58 0.87   
C. Subscale F. Caregiver 3 Externalizing 0.13 0.89 0.29 0.33 0.48 0.77   

 G. Clinical          

           
McElroy, 
Belsky, 
Carragher, 
Fearon, & 
Patalay (2017) 

A. CBCL D. 1253 68 p 0.71 0.97 0.86 0.89 0.97 0.98 0.60 

B. Questionnaire E. 11 31 Internalizing 0.15 0.93 0.37 0.40 0.84 0.92  
C. Item F. Caregiver 30 Externalizing 0.10 0.96 0.11 0.12 0.78 0.90  

 G. Community 7 Attention 0.04 0.86 0.26 0.30 0.62 0.85   

           
McElroy, 
Belsky, 
Carragher, 
Fearon, & 
Patalay (2017) 

A. CBCL D. 1253 70 p 0.71 0.97 0.86 0.89 0.97 0.98 0.60 

B. Questionnaire E. 14 31 Internalizing 0.15 0.93 0.37 0.40 0.84 0.92  
C. Item F. Caregiver 31 Externalizing 0.10 0.96 0.11 0.12 0.78 0.90  

 G. Community 8 Attention 0.04 0.86 0.26 0.30 0.62 0.85   

           
McElroy, 
Belsky, 
Carragher, 
Fearon, & 
Patalay (2017) 

A. CBCL D. 1253 67 p 0.71 0.96 0.86 0.89 0.96 0.97 0.61 

B. Questionnaire E. 5 30 Internalizing 0.15 0.91 0.36 0.39 0.81 0.89  
C. Item F. Caregiver 29 Externalizing 0.10 0.94 0.09 0.10 0.82 0.94  

 G. Community 8 Attention 0.05 0.83 0.21 0.25 0.65 0.90   

           
Weissman et al. 
(2019) 

A. CDI, 
SCARED, YSR, 
CBCL,PTSD-RI 
B .Questionnaire 
C. Subscale 

D. 259 6 p 0.71 0.90 0.77 0.86 0.86 0.90 0.60 

E. 12 3 Internalizing 0.21 0.82 0.31 0.38 0.61 0.82  

F. Self + 
Caregiver 

3 Externalizing 0.08 0.85 0.11 0.13 0.27 0.60   
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G. Community  

           
Deutz et al. 
(2018) 

A. SDQ D. 768 15 Dysreg. profile 0.70 0.94 0.85 0.90 0.92 0.95 0.71 

B. Questionnaire E. 14 5 Emotional prob. 0.11 0.82 0.32 0.40 0.55 0.78   
C. Item F. Caregiver 5 Conduct prob. 0.08 0.88 0.13 0.14 0.52 0.82   

 G. Community 5 Hyp-inattention 0.11 0.90 0.21 0.23 0.68 0.95   

           
Moore et al. 
(2020) 

A. CBCL D. 5934 66 p 0.70 0.98 0.87 0.89 0.98 0.98 0.64 

B. Questionnaire E. 9 32 Internalizing 0.11 0.94 0.42 0.45 0.85 0.92   
C. Item F. Caregiver 15 Externalizing 0.13 0.97 0.19 0.19 0.86 0.93   

 

G. Population 
(weighted) 19 Attention 0.06 0.95 0.22 0.23 0.73 0.90   

           
Calkins et al. 
(2015) 

A. GOASSESS D. 9498 15 p 0.69 0.90 0.81 0.90 0.88 0.93 0.70 

B. Interview E. 14 5 Anxious-misery 0.05 0.78 0.08 0.10 0.27 0.57   
C. Subscale F. Multiple 6 Fear 0.06 0.77 0.08 0.10 0.34 0.63   

 G. Community 4 Behavior prob. 0.20 0.82 0.49 0.60 0.69 0.86   

           
McElroy, 
Belsky, 
Carragher, 
Fearon, & 
Patalay (2017) 

A. CBCL D. 1253 66 p 0.69 0.97 0.85 0.88 0.97 0.98 0.61 

B. Questionnaire E. 10 31 Internalizing 0.16 0.92 0.39 0.42 0.84 0.91  
C. Item F. Caregiver 27 Externalizing 0.10 0.95 0.10 0.11 0.76 0.90  

 G. Community 8 Attention 0.05 0.87 0.27 0.32 0.62 0.85   

           
Tackett et al. 
(2013) 

A. CAPS D. 1569 11 p 0.69 0.92 0.77 0.84 0.95 0.98 0.71 

B. Interview E. 14 5 Internalizing 0.20 0.79 0.43 0.55 0.66 0.84   
C. Subscale F. Multiple 4 Externalizing 0.12 0.85 0.26 0.30 0.50 0.82   

 G. Community         
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Thompson, 
Richards, 
Ploubidis, 
Fonagy, & 
Patalay (2021) - 
BCS 

A. Rutter A 
Scale D. 15258 16 p 0.69 0.91 0.78 0.85 0.90 0.93 0.46 

B. Questionnaire E. 16 5 Internalizing 0.15 0.70 0.44 0.62 0.66 0.83  
C. Item F. Caregiver 11 Externalizing 0.17 0.92 0.13 0.14 0.68 0.84 

 G. Population          

           
Hyland et al. 
(2020) 

A. ITQ, PHQ-9, 
GAD-7, SCID-II, 
AUDIT, APMS, 
APLSS, ACE, 
B. Questionnaire 
C. Item 

D. 1051 49 p 0.68 0.99 0.91 0.92 0.99 0.99 0.67 

E. 47 13 Fear 0.07 0.98 0.11 0.11 0.81 0.96   
F. Self 24 Distress 0.08 0.98 0.13 0.14 0.79 0.96   
G. Community 5 Externalizing 0.06 0.78 0.70 0.91 0.93 0.98   

 7 
Thought 
Disorder 0.10 0.96 0.66 0.69 0.90 0.98   

           
McElroy, 
Belsky, 
Carragher, 
Fearon, & 
Patalay (2017) 

A. CBCL D. 1253 65 p 0.68 0.97 0.84 0.87 0.96 0.97 0.61 

B. Questionnaire E. 9 31 Internalizing 0.16 0.93 0.35 0.37 0.83 0.90  
C. Item F. Caregiver 26 Externalizing 0.10 0.95 0.15 0.16 0.76 0.87  

 G. Community 8 Attention 0.06 0.86 0.34 0.39 0.66 0.84   

           
Morales et al. 
(2021) 

A. CBCL D. 291 6 p 0.68 0.71 0.56 0.78 0.83 0.90 0.6 

B. Questionnaire E. 9 3 Internalizing 0.15 0.41 0.22 0.54 0.28 0.54  
C. Subscale F. Caregiver 3 Externalizing 0.18 0.76 0.18 0.24 0.32 0.52   

 G. Community          

           
A. C-DISC-IV D. 1004 10 p 0.68 0.89 0.73 0.82 0.88 0.93 0.47 

B. Interview E. 13 7 Internalizing 0.20 0.85 0.23 0.27 0.56 0.76  
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Oro, Goldsmith, 
& Lemery-
Chalfant (2021) C. Subscale F. Self 3 Externalizing 0.12 0.79 0.28 0.35 0.45 0.72   

 G. Population          

           
Thompson, 
Richards, 
Ploubidis, 
Fonagy, & 
Patalay (2021) - 
NCDS 

A. Rutter A 
Scale D. 17415 16 p 0.68 0.91 0.76 0.84 0.90 0.93 0.46 

B. Questionnaire E. 16 5 Internalizing  0.16 0.70 0.51 0.72 0.67 0.83  
C. Item F. Caregiver 11 Externalizing 0.16 0.92 0.14 0.15 0.65 0.82  

 G. Population          

           
Wade, Fox, 
Zeanah, & 
Nelson (2018) 

A. MHBQ D. 220 8 p 0.68 0.95 0.78 0.82 0.91 0.93 0.54 

B. Questionnaire E. 16 3 Internalizing 0.16 0.87 0.41 0.47 0.61 0.82  
C. Subscale F. Caregiver 5 Externalizing 0.16 0.95 0.21 0.22 0.62 0.94   

 G. Clinical          

           
Arrindell et al. 
(2017) 

A. SCL-90 D. 2593 83 Global distress 0.67 0.99 0.94 0.95 0.98 0.99 0.89 

B. Questionnaire E. 37 12 Somatic 0.07 0.92 0.48 0.53 0.82 0.93  
C. Item F. Self 10 OC 0.03 0.91 0.23 0.25 0.66 0.86   

 G. Clinical 9 IS 0.03 0.91 0.24 0.26 0.65 0.88   

  13 Depression 0.01 0.93 0.03 0.03 0.43 0.79   

  10 Anxiety 0.04 0.94 0.23 0.24 0.69 0.89   

  6 Hostility 0.05 0.91 0.55 0.61 0.81 0.94   

  7 Phobia 0.04 0.92 0.40 0.43 0.73 0.91   

  6 Paranoia 0.02 0.85 0.31 0.37 0.58 0.83   

  10 Psychoticism 0.03 0.89 0.25 0.28 0.67 0.86   
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Romani-
Sponchiado et 
al. (2021) 

A. SDQ D. 2010 15 p 0.67 0.92 0.81 0.89 0.91 0.95 0.71 

B. Questionnaire E. 12 5 Emotional 0.15 0.78 0.42 0.54 0.62 0.80  

C. Item F. Caregiver 5 Conduct 0.12 0.83 0.28 0.34 0.58 0.80  
  G. Community 5 Inattention 0.06 0.87 0.00 0.00 0.35 0.77  
            
Lahey et al. 
(2012) 

A. AUDADIS-IV D. 43093 11 p 0.66 0.93 0.77 0.83 0.91 0.94 0.71 

B. Interview E. 35 3 Distress 0.04 0.90 0.10 0.11 0.25 0.58   
C. Subscale F. Self 3 Fear 0.06 0.78 0.16 0.21 0.32 0.62   

 G. Population 5 Externalizing 0.24 0.87 0.49 0.56 0.72 0.87   

           
McElroy, 
Belsky, 
Carragher, 
Fearon, & 
Patalay (2017) 

A. CBCL D. 1253 66 p 0.66 0.96 0.82 0.85 0.96 0.97 0.61 

B. Questionnaire E. 6 31 Internalizing 0.19 0.91 0.48 0.53 0.84 0.91  
C. Item F. Caregiver 27 Externalizing 0.09 0.94 0.08 0.08 0.70 0.86  

 G. Community 8 Attention 0.06 0.85 0.32 0.37 0.64 0.83   

           
Caspi et al. 
(2014)* 

A. DIS D. 1037 11 p 0.65 0.95 0.77 0.81 0.96 0.98 0.76 

B. Interview E. 27 (18-38) 3 Internalizing 0.07 0.91 0.22 0.24 0.41 0.84   
C. Subscale F. Self 5 Externalizing 0.28 0.91 0.59 0.65 0.82 0.95   

 G. Population          

           
Liu, Mustanski, 
Dick, Bolland, & 
Kertes (2017) 

A. YSR D. 592 12 p 0.65 0.92 0.77 0.83 0.90 0.94 0.55 

B. Questionnaire E. 16 6 Internalizing 0.11 0.88 0.05 0.06 0.65 0.94  
C. Subscale F. Self 6 Externalizing 0.23 0.87 0.44 0.50 0.69 0.85  

 G. Community          

           
A. CBCL D. 1253 66 p 0.64 0.97 0.81 0.84 0.96 0.97 0.61 
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McElroy, 
Belsky, 
Carragher, 
Fearon, & 
Patalay (2017) 

B. Questionnaire E. 8 31 Internalizing 0.19 0.92 0.47 0.51 0.86 0.92  
C. Item F. Caregiver 27 Externalizing 0.11 0.95 0.14 0.15 0.79 0.91  

 G. Community 8 Attention 0.05 0.86 0.32 0.37 0.65 0.84   

           
Haltigan et al. 
(2018) 

A. CBCL D. 2934 78 p 0.63 0.98 0.83 0.85 0.97 0.97 0.69 

B. Questionnaire E. 13 30 Internalizing 0.12 0.95 0.26 0.28 0.83 0.90   
C. Item F. Caregiver 29 Externalizing 0.19 0.95 0.48 0.51 0.90 0.94   

 G. Clinical 12 
Thought 
problems 0.04 0.90 0.10 0.11 0.66 0.87   

  7 Attention 0.02 0.82 0.14 0.17 0.54 0.84   

           
Levin-
Aspenson, 
Watson, Clarke, 
& Zimmerman 
(2020) – NCS 

  
  
  

A. CIDI D. 8098 11 p 0.63 0.90 0.78 0.86 0.88 0.93 0.84 

B. Interview E. 33 3 Distress 0.03 0.76 0.06 0.08 0.17 0.49  
C. Subscale F. Self 3 Fear 0.12 0.79 0.33 0.41 0.50 0.75  

  G. Population 3 Externalizing 0.23 0.81 0.62 0.76 0.77 0.91   

           
Mann, 
Atherton, 
DeYoung, 
Krueger, & 
Robins (2021) 

A. DISC-IV D. 646 9 p 0.63 0.88 0.72 0.82 0.86 0.92 0.5 

B. Interview E. 17 3 Internalizing 0.18 0.75 0.33 0.44 0.85 0.97  
C. Subscale F. Self 6 Externalizing 0.19 0.84 0.20 0.23 0.56 0.77  

 G. Community          

           
A. FHS D. 8012 11 p 0.63 0.91 0.79 0.87 0.88 0.93 0.68 
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Martel et al. 
(2017) – Mothers B. Questionnaire E. 36 3 Internalizing 0.09 0.83 0.09 0.11 0.47 0.76   

C. Subscale F. Self 5 Externalizing 0.21 0.82 0.53 0.64 0.70 0.85   

 G. Community 3 
Thought 
disorder 0.07 0.78 0.02 0.02 0.45 0.82   

           
Du Rietz et al. 
(2020) 

A. ICD codes D. 774416 12 p 0.63 0.93 0.79 0.85 0.92 0.96 0.71 
B. Medical 
Records E. Missing  5 Internalizing 0.05 0.90 0.02 0.02 0.28 0.69   
C. Subscale F. Clinician 8 Externalizing 0.09 0.81 0.30 0.37 0.48 0.81   

 G. Population 4 Neurodev. 0.23 0.86 0.63 0.73 0.79 0.91   

           
Etkin, Mezquita, 
Lopez-
Fernandez, 
Ortet, & Ibanez 
(2020) 

A. SENA D. 835 10 p 0.62 0.91 0.72 0.78 0.86 0.91 0.71 

B. Questionnaire E. 14 5 Internalizing 0.27 0.88 0.47 0.53 0.70 0.84  
C. Subscale F. Self 3 Externalizing 0.12 0.81 0.31 0.38 0.48 0.73  

 G. Community          

           
Hyland et al. 
(2018) 

A. MCMI D. 420 9 p 0.62 0.93 0.81 0.87 0.95 0.99 0.72 

B. Questionnaire E. 36 4 Internalizing 0.10 0.96 0.04 0.04 0.47 0.95   
C. Subscale F. Self 2 Externalizing 0.16 0.74 0.64 0.87 0.67 0.84   

 G. Clinical 3 
Thought 
disorder 0.13 0.80 0.38 0.47 0.63 0.86   

           
McElroy, 
Belsky, 
Carragher, 

A. CBCL D. 1253 60 p 0.61 0.96 0.75 0.78 0.95 0.95 0.54 

B. Questionnaire E. 3 36 Internalizing 0.24 0.93 0.43 0.46 0.87 0.91  
C. Item F. Caregiver 19 Externalizing 0.11 0.93 0.23 0.25 0.75 0.84  

 G. Community 5 Attention 0.04 0.79 0.19 0.24 0.63 0.88  
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Fearon, & 
Patalay (2017)  

           
Vosberg et al. 
(2021) 

A. DISC D. 1016 79 p 0.62 0.97 0.83 0.85 0.97 0.98 0.83 

B. Interview E. 15 26 Internalizing 0.16 0.92 0.48 0.52 0.87 0.93   
C. Item F. Self 20 Externalizing 0.23 0.94 0.65 0.69 0.93 0.97   

 G. Community          

           
Brodbeck et al. 
(2014) 

A. BSI D. 1024 53 Global distress 0.61 0.98 0.90 0.92 0.97 0.97 0.86 

B. Questionnaire E. 40 8 Depression 0.05 0.26 0.23 0.25 0.67 0.90   
C. Item F. Self 10 Phobia 0.09 0.44 0.42 0.46 0.81 0.92   

 G. Clinical 3 Aggression 0.04 0.55 0.42 0.52 0.68 0.91   

  4 
Suicidal 
ideation 0.03 0.36 0.28 0.32 0.58 0.86   

  3 Nervous tension 0.02 0.37 0.29 0.35 0.49 0.81   

  7 Somatic  0.06 0.46 0.42 0.48 0.70 0.88   

  6 Info. processing 0.04 0.29 0.26 0.29 0.58 0.85   

  12 IS 0.06 0.32 0.28 0.30 0.71 0.86   

           
Wade, Fox, 
Zeanah, & 
Nelson (2018) 

A. MHBQ D. 220 8 p 0.61 0.95 0.73 0.77 0.98 0.99 0.54 

B. Questionnaire E. 8 3 Internalizing 0.23 0.85 0.62 0.73 0.83 0.93  
C. Subscale F. Caregiver 5 Externalizing 0.16 0.96 0.20 0.20 0.57 0.93   

 G. Clinical          

           
Stochl et al. 
(2015) - ROOTS 

A. MFQ, PLIKS-
Q, DISC-IV, 
SCAN 2 

D. 1074 25 p 0.61 0.95 0.71 0.75 0.93 0.96 0.52 

E. 17 13 Dep/anxiety 0.27 0.94 0.39 0.41 0.84 0.91  
F. Self 12 Psychotic exp. 0.12 0.92 0.24 0.26 0.98 0.99  
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B. Questionnaire 
C. Item G. Community          

           
Rytilä-
Manninen et al. 
(2016) 

A. SCL-90 D. 201 90 Global distress 0.60 0.99 0.92 0.93 0.99 0.99 0.91 

B. Questionnaire E. 15 12 Somatic 0.07 0.92 0.53 0.58 0.84 0.94   
C. Item F. Self 10 OC 0.05 0.94 0.43 0.46 0.80 0.93   

 G. Clinical 9 IS 0.04 0.92 0.36 0.39 0.75 0.92   

  13 Depression 0.03 0.96 0.19 0.20 0.66 0.88   

  10 Anxiety 0.05 0.94 0.40 0.43 0.79 0.93   

  6 Hostility 0.04 0.89 0.49 0.55 0.77 0.92   

  7 Phobia 0.06 0.92 0.61 0.66 0.86 0.95   

  6 Paranoia 0.03 0.85 0.46 0.54 0.69 0.89   

  10 Psychoticism 0.04 0.91 0.36 0.39 0.73 0.89   

           
McElroy, 
Belsky, 
Carragher, 
Fearon, & 
Patalay (2017) 

A. CBCL D. 1253 60 p 0.59 0.96 0.74 0.77 0.95 0.96 0.54 

B. Questionnaire E. 2 36 Internalizing 0.28 0.94 0.47 0.50 0.90 0.94  
C. Item F. Caregiver 19 Externalizing 0.09 0.93 0.18 0.20 0.72 0.84  

 G. Community 5 Attention 0.04 0.76 0.18 0.24 0.59 0.84   

           
Aitken et al. 
(2020) 

A. MFQ, 
RCMAS, LOI-S, 
ABC 
B. Questionnaire 
C. Item 

D. 465 37 p 0.58 0.97 0.85 0.87 0.97 0.97 0.81 

E. 15 8 Melancholic 0.04 0.93 0.13 0.14 0.51 0.77   
F. Self 5 Depressive cog.  0.05 0.96 0.27 0.28 0.66 0.93   
G. Clinical  10 Anxiety 0.07 0.92 0.25 0.28 0.68 0.85   

 7 OC 0.14 0.93 0.65 0.70 0.86 0.95    

 7 Conduct prob. 0.13 0.91 0.65 0.71 0.85 0.93   
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Deutz et al. 
(2018) 

A. SDQ D. 768 15 Dysreg. profile 0.58 0.93 0.76 0.82 0.91 0.95 0.71 

B. Questionnaire E. 7 5 Emotional prob. 0.20 0.82 0.59 0.71 0.73 0.87   
C. Item F. Caregiver 5 Conduct prob. 0.13 0.84 0.34 0.41 0.62 0.83   

 G. Community 5 Hyp-inattention 0.08 0.90 0.07 0.07 0.55 0.91   

           
Deutz et al. 
(2018) 

A. SDQ D. 768 15 Dysreg. profile 0.57 0.92 0.74 0.80 0.89 0.91 0.71 

B. Questionnaire E. 10 5 Emotional prob. 0.17 0.79 0.49 0.62 0.68 0.83   
C. Item F. Caregiver 5 Conduct prob. 0.11 0.88 0.20 0.23 0.60 0.85   

 G. Community 5 Hyp-inattention 0.16 0.87 0.39 0.44 0.65 0.81   

           
Schaefer et al. 
(2018) 

A. DIS + others D. 2066 11 p 0.57 0.88 0.70 0.79 0.84 0.89 0.69 

B. Interview E. 18 5 Internalizing 0.26 0.79 0.49 0.62 0.71 0.85   
C. Subscale F. Self 4 Externalizing 0.07 0.76 0.13 0.17 0.31 0.59   

 G. Population 2 
Thought 
disorder 0.10 0.84 0.30 0.35 0.48 0.78   

           
Martel et al. 
(2017) - 
Children 

A. DAWBA D. 2512 15 p 0.56 0.92 0.65 0.70 0.88 0.89 0.45 

B. Interview E. 10 11 Internalizing 0.29 0.89 0.40 0.45 0.75 0.83   
C. Subscale F. Caregiver 3 Externalizing 0.15 0.89 0.43 0.48 0.69 0.89   

 G. Community          

           
Wade, 
Plamondon, & 
Jenkins (2021) 

A. OCHS, 
BITSEA 
B. Questionnaire 
C. Subscale 

D. 501 6 p 0.56 0.52 0.38 0.73 0.52 0.71 0.73 

E. 3 2 Internalizing 0.21 0.26 0.25 0.96 0.28 0.52  
F. Caregiver 3 Externalizing 0.23 0.50 0.17 0.34 0.28 0.52   
G. Community          
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Black, 
Panayiotou, & 
Humphrey 
(2019) 

A. M&MS, 
CORS D. 1982 19 p 0.55 0.92 0.74 0.80 0.88 0.88 0.67 

B. Questionnaire E. 11 9 Internalizing 0.12 0.87 0.21 0.24 0.58 0.70  
C. Item F. Self 6 Externalizing 0.20 0.87 0.50 0.57 0.74 0.85   

 G. Community 4 Wellbeing 0.13 0.76 0.44 0.58 0.81 0.97   

           
Harden et al. 
(2019) 

A. CBCL, CPRS, 
BFI 
B. Questionnaire 
C. Subscale 

D. 1913 10 p 0.55 0.92 0.70 0.76 0.85 0.90 0.64 

E. 13 3 Internalizing 0.15 0.80 0.43 0.54 0.62 0.82  
F. Self 5 Externalizing 0.20 0.88 0.37 0.43 0.63 0.85   
G. Community 3 Attention 0.10 0.88 0.29 0.33 0.45 0.79   

           
Urban, 
Arrindell, 
Demetrovics, 
Unoka, & 
Timman (2016) - 
Netherlands 

A. SCL-90 D. 1902 83 Global distress 0.55 0.98 0.90 0.92 0.97 0.98 0.89 

B. Questionnaire E. 30 12 Somatic 0.09 0.89 0.65 0.74 0.84 0.92  
C. Item F. Self 10 OC 0.05 0.88 0.32 0.36 0.72 0.87  

 G. Clinical 9 IS 0.04 0.90 0.27 0.30 0.67 0.88  

  13 Depression 0.02 0.93 0.04 0.05 0.54 0.84   

  10 Anxiety 0.05 0.91 0.38 0.42 0.75 0.89   

  6 Hostility 0.06 0.90 0.65 0.72 0.85 0.94   

  7 Phobia 0.07 0.91 0.60 0.66 0.83 0.93   

  6 Paranoia 0.03 0.83 0.42 0.51 0.65 0.85   

  10 Psychoticism 0.04 0.85 0.28 0.33 0.72 0.87   

           
Weissman et al. 
(2020) 

A. CDI-2, 
SCARED, YSR, 
CBCL 
B. Questionnaire 
C. Subscale 

D. 120 5 p 0.55 0.90 0.66 0.74 0.89 0.97 0.6 

E. 13 2 Internalizing 0.22 0.97 0.40 0.41 0.72 0.93  
F. Self + 
Caregiver 3 Externalizing 0.22 0.79 0.33 0.42 0.65 0.91  
G. Community         
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Funkhouser et 
al. (2021) 

A. SCID-I D. 504 10 p 0.53 0.75 0.54 0.73 0.71 0.83 0.47 
B. Interview E. 22 7 Internalizing 0.19 0.69 0.18 0.26 0.46 0.65  

 C. Subscale F. Self 3 Externalizing 0.28 0.65 0.49 0.76 0.61 0.78  
 

 
G. 
Community          

            
Snyder, Young, 
& Hankin (2017) 

A. CDI, MASC, 
CBCL, EAT-QR, 
SNAP-IV 
B. Questionnaire 
C. Subscale 

D. 571 9 p 0.53 0.92 0.70 0.76 0.85 0.90 0.75 

E. 14.5 (14-15) 4 Internalizing 0.29 0.84 0.62 0.74 0.77 0.89  
F. Multiple 3 Externalizing 0.19 0.91 0.42 0.46 0.62 0.82   

G. Community          

           
Gomez, 
Stavropoulos, 
Vance, & 
Griffiths (2019) 

A. ADISC-IV D. 866 13 p 0.52 0.87 0.68 0.78 0.85 0.93 0.38 

B. Interview E. >12 10 Internalizing 0.21 0.86 0.14 0.16 0.62 0.83  
C. Subscale F. Caregiver 3 Externalizing 0.27 0.81 0.75 0.93 0.84 0.92  

 G. Clinical          

           
Snyder, Young, 
& Hankin (2017) 

A. CDI, MASC, 
CBCL, EAT-QR, 
SNAP-IV 
B. Questionnaire 
C. Subscale 

D. 571 9 p 0.52 0.90 0.69 0.76 0.84 0.90 0.75 

E. 14 4 Internalizing 0.25 0.81 0.56 0.69 0.69 0.84   
F. Multiple 3 Externalizing 0.23 0.92 0.47 0.51 0.68 0.85   

G. Community          

           
Wade, Fox, 
Zeanah, & 
Nelson (2018) 

A. MHBQ D. 220 8 p 0.52 0.96 0.63 0.66 0.94 0.98 0.54 

B. Questionnaire E. 12 3 Internalizing 0.12 0.90 0.31 0.34 0.56 0.76  
C. Subscale F. Caregiver 5 Externalizing 0.35 0.96 0.53 0.55 0.83 0.96   

 G. Clinical         
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Ignatyev, 
Baggio, & 
Mundt (2018) 

A. MINI, SCID-
II D. 427 10 p 0.51 0.78 0.52 0.67 0.80 0.88 0.53 

B. Interview E. 21 6 Internalizing 0.29 0.67 0.42 0.62 0.58 0.76   
C. Subscale F. Self 4 Externalizing 0.20 0.74 0.24 0.32 0.58 0.77   

 G. Clinical          

           
Lahey et al. 
(2015)* 

A. CSI, SCARED D. 2450 10 p 0.51 0.89 0.60 0.67 0.82 0.85 0.44 

B. Questionnaire E. 8.5 (5-11) 6 Internalizing 0.21 0.86 0.29 0.34 0.63 0.76   
C. Subscale F. Caregiver 5 Externalizing 0.28 0.86 0.45 0.53 0.73 0.84   

 G. Community          

           
Constantinou et 
al. (2019)* 

A. SDQ, MFQ D. 683 20 p 0.50 0.91 0.79 0.87 0.87 0.92 0.67 

B. Questionnaire E. 15 (14-16) 5 Mood 0.13 0.83 0.43 0.52 0.64 0.81   
C. Item F. Self 8 Anxiety 0.14 0.78 0.01 0.01 0.63 0.83   

 G. Clinical 6 Antisocial 0.10 0.74 0.20 0.27 0.57 0.77   

  5 Attention 0.12 0.82 0.35 0.43 0.66 0.84   

           
Castellanos-
Ryan et al. 
(2016) 

A. DAWBA D. 2144 12 p 0.48 0.75 0.51 0.69 0.75 0.88 0.55 

B. Interview E. 16 6 Internalizing 0.30 0.63 0.54 0.87 0.63 0.80   
C. Subscale F. Multiple 6 Externalizing 0.21 0.74 0.05 0.07 0.52 0.78   

 G. Community          

           
Stochl et al. 
(2015) - 
ALSPAC 

A. MFQ, PLIKS-
Q, DISC-IV, 
SCAN 2 

D. 6617 25 p 0.48 0.95 0.64 0.67 0.89 0.84 0.52 

E. 13 13 Dep/anxiety 0.24 0.92 0.38 0.42 0.82 0.84  
F. Self 12 Psychotic exp. 0.28 0.93 0.53 0.57 0.85 0.86  
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B. Questionnaire 
C. Item G. Community          

           
Castellanos-
Ryan et al. 
(2016) 

A. DAWBA D. 2144 12 p 0.47 0.81 0.57 0.70 0.75 0.87 0.55 

B. Interview E. 14 6 Internalizing 0.31 0.72 0.54 0.74 0.66 0.81   
C. Subscale F. Multiple 6 Externalizing 0.22 0.75 0.10 0.13 0.60 0.81   

 G. Community          

           
Shields et al. 
(2019) 

A. CBCL, C-
DISC 
B. Interview + 
Questionnaire  
C. Subscale 

D. 895 11 p 0.47 0.85 0.56 0.66 0.82 0.90 0.55 

E. 12 6 Internalizing 0.22 0.79 0.25 0.31 0.94 0.99   
F. Caregiver 5 Externalizing 0.31 0.81 0.57 0.70 0.72 0.86   

F. Community          

           
King et al. 
(2020) 

A. SCID, SOGS-
RA 
B. Interview + 
Questionnaire  
C. Subscale 

D. 1329 11 p 0.44 0.70 0.40 0.57 0.67 0.80 0.55 

E. 25 6 Internalizing 0.12 0.64 0.12 0.19 0.30 0.52   
F. Self 5 Externalizing 0.44 0.66 0.61 0.92 0.68 0.82   

G. Community          

           
Olino et al. 
(2018) 

A. PAPA D. 545 9 p 0.44 0.79 0.49 0.62 0.81 0.90 0.56 

B. Interview E. 3 5 Internalizing 0.21 0.69 0.35 0.51 0.56 0.74   
C. Subscale F. Caregiver 4 Externalizing 0.35 0.78 0.55 0.71 0.70 0.85   

 G. Community          

           
Afzali, 
Sunderland, 

A. SDQ, BSI D. 3826 36 p 0.42 0.95 0.64 0.67 0.91 0.90 0.61 

B. Questionnaire E. 13 20 Internalizing 0.29 0.94 0.47 0.49 0.90 0.91  
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Carragher, & 
Conrod (2017) 

C. Item F. Self 7 Externalizing 0.08 0.82 0.33 0.40 0.75 0.87  

 G. Community 9 
Thought 
disorder 0.21 0.92 0.69 0.75 0.87 0.92   

           
Brandes, 
Herzhoff, 
Smack, & 
Tackett (2019) 

A. CBCL, C-
DISC D. 695 11 p 0.42 0.81 0.52 0.65 0.69 0.79 0.71 
B. Interview + 
Questionnaire E. 10 4 Internalizing 0.21 0.67 0.26 0.39 0.81 0.95  
C. Subscale F. Caregiver 5 Externalizing 0.38 0.80 0.60 0.75 0.72 0.83   

 G. Community          

           
Carragher et al. 
(2016) 

A. SDQ, BSI, 
RAPI, DISC D. 2175 44 p 0.42 0.97 0.70 0.72 0.94 0.96 0.65 

B. Questionnaire E. 13 20 Internalizing 0.23 0.96 0.44 0.45 0.93 0.96   
C. Item F. Self 15 Externalizing 0.19 0.94 0.49 0.52 0.96 0.98   

 G. Community 9 
Thought 
disorder 0.15 0.94 0.66 0.70 0.89 0.95   

           
Niarchou et al. 
(2017) 

A. K-SADS D. 331 60 p 0.42 0.98 0.71 0.72 0.97 0.98 0.75 

B. Interview E. 17 17 Mood 0.15 0.96 0.54 0.56 0.93 0.97   
C. Item F. Self 9 Anxiety 0.10 0.94 0.60 0.64 0.94 0.98   

 G. Clinical 15 Psychosis 0.11 0.96 0.39 0.41 0.90 0.97   

  19 ADHD 0.23 0.97 0.69 0.71 0.97 0.98   

           
Patalay et al. 
(2015) 

A. SDQ, M&MS D. 23447 25 p 0.42 0.94 0.57 0.61 0.88 0.88 0.51 

B. Questionnaire E. 12 14 Internalizing 0.24 0.91 0.42 0.46 0.82 0.87   
C. Item F. Self 11 Externalizing 0.34 0.92 0.66 0.73 0.88 0.92   

 G. Community         
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Pezzoli, 
Antfolk, & 
Santtila (2017) 

A. Multiple D. 13024 9 p 0.42 0.86 0.58 0.67 0.77 0.85 0.72 

B. Questionnaire E. 35 2 Internalizing 0.10 0.82 0.30 0.36 0.40 0.65   
C. Subscale F. Self 4 Externalizing 0.29 0.76 0.58 0.77 0.84 0.92   

 G. Population 3 Body 0.19 0.77 0.37 0.48 0.76 0.92   

           
Gomez, 
Stavropoulos, 
Vance, & 
Griffiths (2019) 

A. ADISC-IV D. 1233 13 p 0.41 0.88 0.47 0.54 0.87 0.92 0.38 

B. Interview E. <12 10 Internalizing 0.35 0.88 0.40 0.46 0.76 0.87  
C. Subscale F. Caregiver 3 Externalizing 0.24 0.78 0.73 0.93 0.79 0.91  

 G. Clinical          

           
Conway, 
Mansolf, & 
Reise (2019) 

A. Diagnostic 
Screener D. 25002 15 p 0.41 0.87 0.58 0.67 0.78 0.81 0.57 

B. Questionnaire E. 22 9 Internalizing 0.24 0.81 0.40 0.49 0.69 0.79  
C. Subscale F. Self 4 Externalizing 0.15 0.70 0.40 0.56 0.63 0.79  

 G. Community 3 
Eating 
pathology 0.20 0.88 0.54 0.62 0.73 0.87   

           
Olino et al. 
(2018) 

A. PAPA D. 545 9 p 0.41 0.79 0.45 0.58 0.75 0.86 0.56 

B. Questionnaire E. 6 5 Internalizing 0.31 0.75 0.52 0.69 0.65 0.80   
C. Subscale F. Caregiver 4 Externalizing 0.28 0.73 0.47 0.64 0.65 0.81   

 G. Community          

           
Murray, Eisner, 
& Ribeaud 
(2016) 

A. SBQ D. 1572 40 p 0.40 0.95 0.70 0.73 0.93 1.00 0.69 

B. Questionnaire E. 10 8 Internalizing 0.16 0.85 0.83 0.97 0.87 0.94   
C. Item F. Teacher 9 ADHD 0.10 0.97 0.32 0.33 0.75 1.00  
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 G. Community 18 Aggression 0.20 0.92 0.54 0.58 0.84 0.94   

  8 Prosociality 0.14 0.84 0.79 0.95 0.83 0.92   

           
Murray, Eisner, 
& Ribeaud 
(2016) 

A. SBQ D. 1572 40 p 0.36 0.95 0.67 0.71 0.89 0.85 0.69 

B. Questionnaire E. 12 8 Internalizing 0.16 0.88 0.73 0.84 0.87 0.93   
C. Item F. Teacher 9 ADHD 0.15 0.91 0.52 0.57 0.83 0.88   

 G. Community 18 Aggression 0.17 0.92 0.44 0.48 0.81 0.81   

  8 Prosociality 0.15 0.86 0.74 0.87 0.84 0.91   

           
Murray, Eisner, 
& Ribeaud 
(2016) 

A. SBQ D. 1572 40 p 0.36 0.95 0.66 0.70 0.90 0.86 0.69 

B. Questionnaire E. 9 8 Internalizing 0.16 0.86 0.81 0.95 0.88 0.94   
C. Item F. Teacher 9 ADHD 0.12 0.92 0.47 0.51 0.78 0.85   

 G. Community 18 Aggression 0.19 0.93 0.44 0.47 0.83 0.83   

  8 Prosociality 0.16 0.88 0.74 0.84 0.86 0.92   

           
Levin-
Aspenson, 
Watson, Clarke, 
& Zimmerman 
(2020) - MIDAS 

A. SCID D. 2900 11 P 0.35 0.81 0.51 0.62 0.86 0.94 0.65 

B. Interview E. 39 6 Internalizing 0.17 0.73 0.23 0.31 0.53 0.77  
C. Subscale F. Self 3 Externalizing 0.29 0.79 0.70 0.89 0.77 0.89  

 G. Clinical 2 
Thought 
Disorder 0.19 0.75 0.63 0.85 0.67 0.84   

           
Murray, Eisner, 
& Ribeaud 
(2016) 

A. SBQ D. 1572 40 p 0.35 0.95 0.67 0.70 0.90 0.87 0.69 

B. Questionnaire E. 7 8 Internalizing 0.15 0.85 0.80 0.94 0.87 0.94  
C. Item F. Teacher 9 ADHD 0.14 0.93 0.49 0.53 0.83 0.88   

 G. Community 18 Aggression 0.20 0.93 0.50 0.54 0.84 0.86   

  8 Prosociality 0.16 0.89 0.74 0.82 0.86 0.92  
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Murray, Eisner, 
& Ribeaud 
(2016) 

A. SBQ D. 1572 40 p 0.35 0.95 0.65 0.69 0.89 0.85 0.69 

B. Questionnaire E. 11 8 Internalizing 0.17 0.87 0.77 0.88 0.86 0.93  
C. Item F. Teacher 9 ADHD 0.12 0.91 0.43 0.47 0.78 0.83   

 G. Community 18 Aggression 0.21 0.92 0.50 0.55 0.84 0.85   

  8 Prosociality 0.15 0.85 0.78 0.92 0.84 0.91   

           
Romer et al. 
(2017) 

A. MINI + 
others D. 1246 13 p 0.34 0.87 0.50 0.57 0.74 0.82 0.74 

B. Interview E. 20 5 Internalizing 0.34 0.87 0.60 0.69 0.85 0.92   
C. Subscale F. Self 5 Externalizing 0.32 0.83 0.66 0.80 0.81 0.90   

 G. Community          

           
Murray, Eisner, 
& Ribeaud 
(2016) 

A. SBQ D. 1572 40 p 0.33 0.95 0.64 0.67 0.89 0.84 0.69 

B. Questionnaire E. 8 8 Internalizing 0.16 0.85 0.84 0.98 0.88 0.94   
C. Item F. Teacher 9 ADHD 0.14 0.93 0.49 0.53 0.84 0.88   

 G. Community 18 Aggression 0.19 0.93 0.44 0.47 0.83 0.82   

  8 Prosociality 0.17 0.88 0.82 0.93 0.87 0.93   

           
Murray, Eisner, 
& Ribeaud 
(2016) 

A. SBQ D. 1572 40 p 0.32 0.94 0.66 0.70 0.89 0.86 0.69 

B. Questionnaire E. 13 8 Internalizing 0.18 0.87 0.87 1.00 0.90 0.95   
C. Item F. Teacher 9 ADHD 0.13 0.93 0.46 0.49 0.79 0.83   

 G. Community 18 Aggression 0.19 0.92 0.54 0.59 0.85 0.87   

  8 Prosociality 0.18 0.89 0.82 0.92 0.88 0.94   

           
A. SBQ D. 1572 40 p 0.31 0.94 0.62 0.66 0.88 0.84 0.69 
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Murray, Eisner, 
& Ribeaud 
(2016) B. Questionnaire E. 15 8 Internalizing 0.19 0.87 0.86 0.99 0.89 0.94   

C. Item F. Teacher 9 ADHD 0.12 0.92 0.41 0.45 0.76 0.79   

 G. Community 18 Aggression 0.21 0.92 0.55 0.59 0.84 0.86   

  8 Prosociality 0.18 0.86 0.85 1.00 0.86 0.93   

           
Gibbons, Rush, 
& Immekus 
(2009) 

A. PDSQ D. 3791 139 Overall MI 0.30 0.98 0.83 0.84 0.97 0.97 0.92 

B. Questionnaire E. 41  26 Depression  0.09 0.93 0.66 0.71 0.94 0.97   
C. Item F. Self 7 Dysphoria 0.04 0.92 0.71 0.77 0.88 0.95   

 G. Clinical 6 Gen. anxiety 0.02 0.87 0.39 0.44 0.69 0.87   

  11 Agoraphobia 0.05 0.95 0.61 0.64 0.89 0.95   

  14 Panic 0.06 0.96 0.49 0.51 0.90 0.95   

  15 Social anxiety 0.07 0.96 0.58 0.61 0.91 0.96   

  7 PTSD 0.04 0.92 0.67 0.73 0.88 0.95   

  8 OCD 0.03 0.91 0.49 0.54 0.80 0.91   

  5 Somatic 0.02 0.81 0.58 0.71 0.75 0.88   

  5 HYPO 0.03 0.94 0.65 0.69 0.87 0.96   

  7 Alcohol 0.06 0.95 0.91 0.96 0.96 0.98   

  6 Drug 0.06 0.97 0.90 0.93 0.96 0.98   

  10 Bulimia 0.08 0.96 0.84 0.88 0.96 0.98   

  6 Mania 0.03 0.88 0.74 0.85 0.88 0.94   

  6 Psychosis 0.02 0.86 0.44 0.51 0.68 0.85   

           
Watts, Poore, & 
Waldman (2019) 

A. ECRS D. 2498 15 p 0.30 0.82 0.38 0.47 0.73 0.82 0.63 

B. Questionnaire E. 9 8 Fear 0.29 0.72 0.64 0.89 0.72 0.84  
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C. Subscale F. Caregiver 2 Distress 0.13 0.80 0.44 0.55 0.67 0.84   

 G. Community 5 Externalizing 0.29 0.83 0.53 0.64 0.80 0.88  
Note. Studies have been ordered by ECV values from highest to lowest. ECV(s) = Explained Common Variance (subscale); FD = 
Factor Determinacy; H = Construct Reliability; ω(s) = Coefficient Omega (subscale); ωH(s) = Coefficient Omega Hierarchical 
(subscale); PUC = Percentage of Uncontaminated Correlations; Rel. ω = Relative Omega. 
*Models collapsed over multiple time-points.  
Key: A = assessment measure; B = method (Questionnaire vs. Interview); C = indicator type (Item vs. Subscale); D = sample size; E = average 
sample age (years); F = respondent (Self; Caregiver; Teacher; Multiple); G = sample type (Clinical, Community, Population).Dep/anxiety = 
mixed depression and anxiety; Dysreg. = Dysregulation profile; IS = Interpersonal sensitivity; MI = mental illness; neurodev. = 
neurodevelopmental; prob. = problems;  
Measures: ABC = Antisocial Behavior Checklist (DSM-IV); ADISC-IV = Anxiety Disorders Interview Schedule for Children for the DSM-IV; 
ADOS = Autism Diagnostic Observation Scale; AUDADIS-IV = Alcohol Use Disorder and Associated Disabilities Interview Schedule–DSM–IV 
Version; APMS = Adult Psychiatric Morbidity Survey; APSS = Adult Psychotic-like Sympton Screener; ASR = Adult Self Report; ATAC = 
Autism–Tics, AD/HD, and Other Comorbidities; BITSEA = Brief Infant–Toddler Social and Emotional Assessment; BFI = Big Five Inventory; 
BSI = Brief Symptom Inventory; CAPE = Community Assessment of Psychic Experiences; CAPS = Child and Adolescent Psychopathology 
Scale; CBCL = Child Behavior Checklist; CDI = Children’s Depression Inventory; CORS = Child Outcome Rating Scale; CDSC = Computerized 
Diagnostic Schedule for Children; CPRS = Conner’s Parent Rating Scale; CSBQ = Child Social Behaviour Questionnaire; CSI = Child Symptom 
Inventory; DIS = Diagnostic Interview Schedule; DAWBA = Development and Well-being Assessment; DISC-IV = Diagnostic Interview 
Schedule for Children-IV; EATQ-R = Aggression scale of the Early Adolescent Temperament Questionnaire-Revised; ECRS = Emory Combined 
Rating Scale; FHS = Family History Screen; GOASSESS = National Institute of Mental Health Grand Opportunity Assessment; ITQ = 
International Trauma Questionnaire; K-SADS = Kiddie Schedule for Affective Disorders and Schizophrenia for School-Age; LOIS = Leyton 
Obsessional Inventory-Short; M&MS = Me & My School Questionnaire; MASC = Manifest Anxiety Scale for Children; MCMI = Millon Clinical 
Multiaxial Inventory-III; MHBQ = MacArthur Health and Behavior Questionnaire; MINI = Mini-International Neuropsychiatric Interview; 
PAPA = Preschool Age Psychiatric Assessment; PLIKS-Q = Psychosis-Like Symptom Questionnaire; OCHS = Ontario Child Health Study 
Scales; PPSC = Preschool Pediatric Symptom Checklist; RAPI = Rutgers Alcohol Problem Index; RCADS = Revised Child Anxiety and 
Depression Scale; RCMAS = Revised Children's Manifest Anxiety Scale; SBQ = Social Behaviour Questionnaire; SCAN = Schedules for Clinical 
Assessment in Neuropsychiatry; SCARED = Screen for Anxiety-Related Emotional Disorders; SCID-II = Structured Clinical Interview Axis II 
for DSM-IV; SENA = Sistema de Evaluación de Niños y Adolescentes; SDQ = Strengths and Difficulties Questionnaire; SNAP-IV = Swanson, 
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Nolan and Pelham Questionnaire for DSM-IV; SOGS-RA = South Oaks Gambling Screen-Revised for Adolescents; SRS = Social Responsiveness 
Scale; TRF = Teacher’s Rating Form; SCL-90 = Symptom Checklist-90; YSR = Youth Self-Report. 
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1.4.4 Meta-Regressions 

Diagnostics. Relationships between continuous predictors and reliability 

indices were generally linear. Residuals were approximately normally distributed, 

which was largely due to the Bonett transformation. There were minimal signs of 

heteroscedasticity, except for ECVs and ωHS, which showed an increase in error with 

an increase in reliability values. However, this is likely to be offset by the large-

sample approximation of the sampling variance, which does not assume 

homoscedasticity.  

Reliability indices were strongly positively correlated with each other (mean 

rp = .69, SDp = .19; mean rspecific = .58, SDspecific = .16; see Appendix 1, Table A1.3). 

Overlap between predictors was variable (mean r = -.03, SD = .23; see Appendix 1, 

Table A1.4), with most predictors showing a weak relationship, and a minority 

showing strong relationships (range = 0 to .85). Collinearity was high for the log 

number of items (VIF = 4.49), indicator type (e.g., item- vs. subscale level; VIF = 

4.88), log sample size (VIF = 2.61), and age (VIF = 2.42).  

The log number of items was strongly negatively correlated with indicator 

type (r = -.85), as subscale-level indicators naturally include fewer items. Moreover, 

indicator type was moderately negatively correlated with the method used (e.g., 

questionnaire vs. interview; r = -.54), as interviews were less likely to use item-level 

indicators. I removed both the number of items and indicator type and kept the 

method type variable, as the latter subsumes information from both the former and 

is qualitatively richer.  

The log sample size was moderately correlated with the sample type (e.g., 

community vs. population r = .48), as population samples were typically larger on 
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average. I therefore removed sample size because the sample type variable captures 

variations in size whilst offering a richer picture of the samples’ characteristics. 

Finally, age was strongly correlated with the respondent (self vs. other; r = -

.69), since caregiver and teacher respondents were over-represented in younger 

samples. Again, I removed age as it lacks the qualitative richness of respondent 

type.  

The final predictors included PUC (centered), publication date (log), 

respondent (self vs. other), method (questionnaire vs. interview) sample type 

(community vs. clinical; community vs. population), measure composition (single 

vs. multiple measures), indicator type (binary vs. ordinal), sample origin (North 

America vs. other), and estimator (WLSMV vs. MLR/Bayes). 

Predicting variability in p factor reliabilities. Regression coefficients for the 

three-level meta-regression models predicting p factor reliabilities from method 

variables can be found in Appendix 1, Table A1.5 (level 1 = within-study variance; 

level 2 = between-sample variance; level 3 = between-study variance). All models 

significantly fit the data (QMs[10] = 37.02-99.34, ps < .001) and explained 21% of the 

variance in ECV values (pseudo-R2 level 2  = .18, level 3 = .32), 55% of the variance in 

ωH values (pseudo-R2 level 2  = .58, level 3 = .32), 41% of the variance in H values 

(pseudo-R2 level 2  = .44, level 3 = -.01), and 31% of the variance in FD values 

(pseudo-R2 level 2  = .54, level 3 = .03).  

PUC values (i.e. the percentage of inter-item correlations uniquely explained 

by a general factor) consistently but weakly predicted all p factor reliability indices, 

with a 10% increase in PUC values predicting a .07%-2.2% increase in reliability. 

Ordinal indicators significantly predicted higher ECV (+8%), ωH (+8%), and H 
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values (+4%) compared to binary indicators. Combining multiple measures 

significantly predicted lower ωH (-10%), H (-6%) and FD values (-4%). Using 

questionnaires rather than interviews significantly predicted higher ECV (+7%) and 

ωH values (+9%). Using the MLR or Bayes estimator rather than the WLSMV 

estimator predicted lower ωH (-14%) and H values (-7%). Finally, population-based 

samples significantly predicted higher ECV values compared to community (+10%) 

and clinical samples (+13%), while clinical samples trended to predict higher (+3%) 

FD values compared to community samples.  

Predicting variability in specific factor reliabilities. Regression coefficients 

for the four-level meta-regression models predicting specific factor reliabilities can 

be found in Appendix 1, Table A1.6 (level 1 = within-study variance; level 2 = 

between specific-factor variance; level 3 = between-sample variance; level 4 = 

between-study variance). Only the ECVs model was significant (QM[10] = 138.41, p 

< .001), and explained 57% of the variance in ECVs values (pseudo-R2 level 2 = 4%; 

level 3 = 33%; level 4 = 80%). The ωHS model was marginally significant (QM[10] = 

18.25, p = .051) and explained 6% of the variance across levels (pseudo-R2 level 2 = 

0%, level 3 = 44%, level 4 = 23%). Neither the H model (QM[10] = 12.87, p = .231) nor 

the FD model (QM[10] = 11.89, p = .292) were significant, and each explained 2% of 

the variance in reliability estimates (H pseudo-R2 level 2 = 0.4%, level 3 = 4%, level 4 

= 4%; FD pseudo-R2 level 2 = 0.02%, level 3 = 2%, level 4 = 3%). 

A 10% increase in PUC significantly predicted a 1.8% decrease in ECVs 

values. Compared to community-based samples, population-based samples 

predicted a significant decrease in ECVs (-4%), ωHS (-13%), H (-11%, trended to 

significance), and FD values (-6%, trended to significance). Using questionnaires 

predicted a 7% decrease in ECVs values compared to interviews, while combining 
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multiple measures predicted a 4% increase in ECVs values compared to using a 

single measure. Ordinal indicators predicted a 12% decrease in ωHS values compared 

to binary indicators. 

Regression coefficients were similar after removing outlying and influential 

cases, but predictors that were on the cusp of our alpha level (.05) changed in 

significance (see Appendix 1, Tables A1.7 and A1.8). 

1.5 Discussion 

In this chapter, evaluated the bifactor models of 68 studies using model-

based reliability indices to determine how well variation in item responses was 

represented by general (p) and specific psychopathology factors. I found that the p 

factor explained more than half of the modelled variance, but not enough to rule out 

the importance of specific factors. Furthermore, the p factor accounted for most of 

the variance in raw total scores, while specific factors accounted for around half of 

the variance in raw subscale scores. The p factor and specific factors were reliably 

specified by their indicators and observed factor scores. In meta-regressions, the 

percentage of uncontaminated correlations (PUC), measure composition, indicator 

type, method type, sample type, and estimator significantly predicted variation in 

the p factor’s reliability across most indices, as well as the percentage of modelled 

variance explained by specific factors.  

1.5.1 Question 1. Do measurement models of broadband psychopathology 

measures resemble a bifactor structure? 

 The modelled variance (ECV) in item responses across studies was mainly 

explained by the p factor (61%), but a substantial portion was also explained by the 
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specific psychology factors (39%). As the modelled variance was distributed 

between both general and specific sources, it may not be appropriate to exclusively 

model a single factor that ‘unites all disorders’ (Caspi & Moffitt, 2018)–this is 

perhaps more accurate for narrow-band psychology measures (Rodriguez et al., 

2016a). Neither is it appropriate to model specific domains without capturing the 

commonalities among them. Measurement models therefore need to capture the 

multidimensionality apparent in broadband measures of psychopathology.   

Nonetheless, the multidimensionality observed may have arisen from strong 

specific externalizing factors, and weak specific internalizing factors with items that 

load preferentially onto the p factor (e.g., Calkins et al., 2015; Caspi et al., 2014; 

Lahey et al., 2012; Laceulle et al., 2015; Liu et al., 2017). The modelled variance may 

appear to be split between general and specific sources, but it really reflects a two-

factor or bifactor S-1 structure (Eid, Geiser, Koch, & Heene, 2017), with the 

internalizing dimension disguised as the p factor. However, on average, specific 

internalizing factors explained as much of the modelled variance as externalizing 

factors, suggesting that multidimensionality was the result of multiple, equally 

weighted and independent sources. 

1.5.2 Question 2. Do total and subscale scores reliably reflect variation in the 

general and specific psychopathology factors, respectively? 

On average, the p factor and specific factors explained 94% of the variance in 

raw total scores (i.e. ω), most of which was explained by the p factor (ωH = 78%). 

Therefore, individual differences in total scores on broadband psychopathology 

measures can be considered ‘essentially unidimensional’, or attributable to a 

common source (i.e. p), despite their multidimensional latent structure. This 
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discrepancy between measurement in research (multidimensionality) and practice 

(unidimensionality) may reflect a difficulty in assessing specific domains of a 

dimensional construct (Gignac, 2014), or the confounding effects of state (or trait) 

levels of general psychopathology on symptom reporting, similar to the 

confounding effect of motivation on test taking ability (Duckworth, Quinn, Lynam, 

Loeber, & Stouthhamer-Loeber, 2011). 

The p factor and specific psychopathology factors also explained 87% of the 

variance in raw subscale scores on average (i.e. ωS). However, only 39% of the 

variance with error, and 49% without error, was attributable to the specific factors, 

with the p factor explaining the rest. Therefore, the extent to which specific problem 

domains can be precisely assessed beyond common features in practice is 

questionable. A similar result was reported by Rodriguez et al. (2016a), where only 

27% of the variance in subscale scores on a range of psychological measures could 

be explained by specific factors beyond the general factor. This is partly because 

specific factors are specified by fewer items than the general factor and so will 

naturally contain less information (DeMars, 2013). However, it may be unreasonable 

to treat subscales as pure indicators of a specific problem domain that are distinct 

from the overall construct assessed. 

1.5.3 Question 3. Can we reliably estimate observed and latent factor scores for 

the general and specific psychopathology factors? 

 On average, 92% of variance in the p factor could be explained by its 

indicators, demonstrating high levels of construct reliability (i.e. H). Specific factors 

were also well-represented well by their indicators (H = .70). Hence, both the p 

factor and specific factors tend to be reliably specified in structural equation models 
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using broadband psychopathology measures. This does not mean that the factors 

estimated across studies are comparable. Rather, the indicators used within each 

study, on average, represent the general and specific constructs well.  

 There was also strong overlap between observed p factor scores and latent 

variables (FD = .95), and near-acceptable overlap between specific factor scores and 

latent variables (FD = .87). Therefore, one can be relatively confident that they will 

get similar values each time they estimate general and specific factor scores. Latent 

variables are preferred for most analyses, but when the option is not available (such 

as when models are too complex to estimate), clinical researchers can have some 

confidence in the reliability of factor scores for the p factor and specific factors. 

1.5.4 Question 4. What methodological characteristics predict variability in the 

reliability of general and specific psychopathology factors?  

 Measures with a high PUC (i.e. numerous subscales each with a few items) 

produced stronger p factors and weaker specific factors across all reliability indices. 

Combining multiple measures weakened the p factor reliabilities (ωH, H, and FD) 

and strengthened the specific factor reliabilities (ECVs), presumably because it 

would decrease PUC and introduce method effects. Compared to interview 

methods, questionnaires favoured p factor reliabilities (ECV, ωH) and diminished 

specific factor reliabilities (ECVs), most likely because questionnaires have higher 

PUC values on average. Overall, a measure’s structure is important in affecting the 

strength of the general and specific psychopathology factors, which are first and 

foremost methodological entities before they are theoretical constructs.  

 Ordinal indicators predicted stronger p factors and weaker specific factors 

(ECV/ECVs, ω/ωH, H). It is uncertain why ordinal indicators, which hold more 
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information, predicted less reliable specific factors. This may be due to other study 

characteristics associated with ordinal indicators that favour general factors (e.g., 

questionnaire methods, higher PUC). Studies that used weighted-least squares 

estimation showed stronger p factors (ωH, H), perhaps because polychoric correlation 

matrices tend to inflate parameter estimates (Flora & Curran, 2004).  

Finally, population-based samples were associated with stronger p factors 

(ECV) and weaker specific factors (ECVs, ωH) compared to community and clinical 

samples. This might be because population samples include a range of respondents, 

hence responses, which would strengthen the positive manifold among items. 

Nonetheless, respondents who do not meet the criteria for any disorder in 

population cohorts might artificially inflate the positive manifold (Watts et al., 

2021). Future studies are needed to determine the extent to which substantive and 

artifactual sample characteristics contribute to the positive manifold underpinning 

the p factor (see Sellbom & Tellegen, 2019, for an example of how a general factor 

can be underpinned by restricted item responses). 

1.5.5 Limitations 

A limitation of our study is that there was a substantial degree of between-

study heterogeneity which was not entirely explained by methodological 

differences (at least in the way that I measured this). In some ways this is not 

surprising; bifactor studies vary widely in their samples, measures, and analyses. 

However, we can consider whether pooling the reliability estimates was 

appropriate. Moreover, it may be misguided to refer to ‘the’ p factor as a single 

construct replicated across studies. Instead, there appear to be multiple p factors 

that differ depending on the sample characteristics, measures, type of 
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psychopathology assessed, and variations in item loadings (Levin-Aspenson et al., 

2020; Watts, Lane, Bonifay, Steinley, & Meyer, 2020; but see Hoffmann et al., 2021).  

Another limitation is our judicious use of model-based reliability indices. 

The formulae for calculating reliability indices assume that the general and specific 

factors are estimated from a CFA with a simple structure (Rodriguez et al., 2016b). 

However, some studies included cross-loadings or specific factor correlations. 

Moreover, model-based reliability indices were designed for continuous outcome 

variables (Rodriguez et al., 2016b). While they can be applied to categorical 

outcomes, their reliability will ultimately depend on how skewed the categorical 

outcome variables are (Flora & Curran, 2004). More than half of studies used 

weighted least-squares estimation to avoid the distributional problems associated 

with categorical outcomes. However, calculating reliability estimates from 

polychoric correlation matrices requires caution as we are no longer estimating the 

reliability of raw scores, but their hypothesised continuous distributions (Chalmers, 

2017). 

Finally, I did not control for the quality of model specification. This is 

complicated by the fact that most, if not all, studies reported acceptable fit for their 

bifactor models. As I have described, however, model fit statistics are biased 

indicators of model quality (Greene et al., 2019). Furthermore, most studies 

estimated p factors without considering whether the pattern of loadings resembled a 

healthy bifactor structure or how they relate to theory. The result is a systematic bias 

in the studies analysed, reflecting an excitement around bifactor models at the 

expense of careful analytic practices.  
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1.5.6 Implications 

Research. Bifactor models are a powerful tool for modelling the 

multidimensionality in psychopathology measures; they offer a solution to the 

dilemma of lumping or splitting mental health problems by including both general 

and specific features within the same model. Nonetheless, clinical scientists need to 

consider the issues associated with this method, such as its potential to overfit the 

data and unstable factor loadings (Bornovalova et al., 2020). There are also 

difficulties in interpreting the p factor and specific factors (Sellbom & Tellegen, 

2019). For instance, the p factor may simply reflect the sum of its parts, rather than a 

universal trait that is independent of its indicators (Fried, Greene, & Eaton, 2021; 

Watts et al., 2019).3 Furthermore, it is uncertain what specific internalizing and 

externalizing factors distinct from general psychopathology represent (Bonifay, 

Lane, & Reise, 2017; but see Caspi et al., 2014 for a personality-based interpretation). 

Researchers may instead model multidimensionality with the higher-order 

model, in which the general ‘higher-order’ psychopathology factor emerges from 

the correlations among lower-order order psychopathology dimensions such as 

internalizing and externalizing (Markon, 2019). Some prefer the higher-order model 

because lower-order factors like internalizing and externalizing appear more stable, 

interpretable, and consistent over time and methods (Forbes et al., 2021; Funkhouser 

et al., 2021; Greene et al., 2021; Hyland et al., 2020). The higher-order model is also 

 
3We may be able to defend against this issue by sampling more items (Rodriguez et al., 
2016a), but until these items are consistently broad across studies, p factors will continue to 
reflect hodgepodges of study-specific items.  
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consistent with traditional and contemporary dimensional frameworks of 

psychopathology (Achenbach, 2020; Kotov et al., 2017).  

Despite the apparent advantages of higher-order models, I encourage 

researchers to consider their use carefully. Higher-order models may produce more 

reliable lower-order dimensions than bifactor models, but their interpretation is 

equally challenging. Lower-order dimensions are mixtures of variance unique to a 

problem domain and common to all domains (Gignac, 2008). Therefore, it is unclear 

how much the lower-order dimensions represent the common variance. In fact, 

associations between lower-order dimensions and external criteria may be driven by 

the general factor (Caspi et al., 2014; Lahey et al., 2012). Furthermore, controlling for 

the general factor uncovers specific treatment effects that would otherwise be 

masked by the common variance (Aitken et al., 2020; Constantinou et al., 2019; 

Constantinou et al., 2020; Wade et al., 2018).  

There is no clear winner when it comes to modelling the multidimensional 

structure of psychopathology. However, I would question why there needs to be a 

winner, when these models are siblings, statistically speaking (van Bork et al., 2017; 

see also Clark et al., 2021). There are broader issues that affect both models and stifle 

progress in the field, such as the way modern theories of psychopathology lack 

clear, falsifiable hypotheses, and are conflated with the statistical models themselves 

(Fried, 2021). In many ways, we are repeating the challenges of old, whereby the 

decision between which model to choose ultimately rests on a value judgement 

(Lilienfeld, 2003), as did the decision of which psychiatric diagnosis to offer or 

which interpretation of the unconscious to make before that. Until we find 

consistent ways of measuring the subjective nature of psychopathology indicators, 

this issue is likely to affect the practice of assessing psychopathology.  



   78 

 

Practice. What do our findings suggest for clinicians assessing mental health 

problems? The high internal consistency of total scores on broadband measures 

suggests that some general index of mental health can be reliably estimated across 

various problems domains. Total scores provide more information about mental 

health functioning than any single disorder or problem domain, making them fitting 

indicators of prognosis, treatment intensity, and risk (Bach & First, 2018). Total 

scores may also be used to assess clinical stages of mental health, ranging from no 

current symptoms to recurrent and severe disorder (Nelson, McGorry, & Fernandez, 

2021).  

Total scores also compliment transdiagnostic approaches to service delivery, 

such as the THRIVE framework (Wolpert et al., 2019), Trauma-Informed Care 

(Sweeney, Clement, Filson, & Kennedy, 2016), Adaptive Mentalization-Based 

Integrative Treatment (Bevington, Fuggle, Cracknell, & Fonagy, 2017), and Open 

Dialogue (Seikkula & Olson, 2003). These approaches conceptualize mental health 

problems in broad terms, such as the degree to which young people, families and 

communities are thriving in multiple areas of life (e.g., education, vocation, social 

cohesion), or the way in which trauma has broad effects on social, emotional, and 

cognitive functioning. Total scores on broadband psychopathology measures or 

well-being measures might be more suitable than disorder-specific measures for 

selecting treatment options and assessing therapeutic change under transdiagnostic 

systems of care. For example, one can imagine that children and adults with low, 

low-moderate, moderate, and high p scores may be suited to Getting Advice (e.g., 

advice, self-help, sign-posting to relevant services and resources), Getting Help (e.g., 

brief, goals-focused interventions), Getting More Help (e.g., longer-term 

interventions), and Getting Risk Support (e.g., risk management, crisis response, 
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inpatient care), respectively, under the THRIVE framework (Wolpert et al., 2019). 

We should be mindful that internal consistency (i.e. the degree to which items on a 

scale are ‘summable’) is necessary but not sufficient for unidimensionality (i.e. 

variation in items being underpinned by a single construct or source; Clark & 

Watson, 2019). Therefore, symptom or disorder ratings may be readily summed to 

form total scores because of multiple correlated sources rather than a single 

underlying dimension of mental health.4 Clinicians who wish to use total scores as a 

general index of mental health should therefore be aware that this index might 

differ depending on the problem domains assessed. For example, a young person 

with particularly high scores on externalizing difficulties might show lower total 

scores on the Revised Children’s Anxiety and Depression Scale (RCADS; Chorpita, 

Yim, Moffitt, Umemoto, & Francis, 2000) than the Youth Self-Report (YSR; 

Achenbach & Rescorla, 2001), as the former measure has a weaker representation of 

externalizing items. Psychometric scores should not be taken as gospel; they are 

always influenced by the properties of our measure. For instance, the current meta-

regressions suggests that a single questionnaire with multiple response options and 

a high PUC provides a more reliable index of general mental health, than combining 

multiple questionnaires with binary response options and a low PUC. 

Our findings also call into question the reliability of subscale scores in 

assessing specific problem domains. Clinicians may feel they can measure a specific 

profile of difficulties using subscales scores, but those scores are partially skewed by 

global severity or distress. This was illustrated by Thomas (2012), who showed that 

outpatients with a diagnosis of depression no longer had elevated scores across 

 
4This may explain why the p factor shifts in its loading patterns depending on which 

indicators or specific factors are included (Stanton et al., 2021). 
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problem domains besides depression on the Brief Symptom Inventory (e.g., nervous 

tension, psychoticism), once general psychopathology was accounted for. Adjusting 

for the influence of general sources would therefore be important when assessing 

the specific needs of patients using subscales (e.g., by removing total scores from 

subscale scores).  

It is important to note that specific factors, and hence their respective 

subscales, are unreliable relative to the general factor. A specific factor with 100 

healthy loadings might be less reliable than a general factor with 1000 loadings, but 

that specific factor is likely to show a good degree of reliability in absolute terms. 

Even the p factor shows low reliability when modelled as a specific factor alongside 

other psychological domains (e.g., personality, personality disorder, and cognitive 

functioning) and a “Big Everything” general factor (Littlefield, Lane, Gette, Watts, & 

Sher, 2021). Therefore, low omega reliability does not preclude the use of subscales, 

but care should be taken to ensure that the specific domain is sampled by a variety 

of well-worded and diverse items (Clark & Watson, 2019; Watts, Boness, 

Loeffelman, Steinley, & Sher, 2021).  

1.5.7 Conclusion 

 Bifactor studies of broadband assessment measures generally support the 

multidimensional nature of psychopathology. Both general and specific features of 

common mental health problems can be reliably assessed using self-report 

measures. However, the extent to which we measure general over specific features 

depends on the way scores are treated (e.g., optimally-weighted or item-weighted) 

and the methods used (e.g., questionnaire vs interview). This calls for a pragmatic 

approach to mental health assessment, where different measures or methods are 
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required for different purposes (e.g., research studies, clinical assessment, different 

types of problem domains, Achenbach, 2021; Markon, 2021) rather than a single, all-

purpose measure (Lahey, Moore, Kaczkurkin, & Zald, 2021).  
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The Roles of Stressful Life Events and Family 

Obligation in the Relationship Between 

Socioeconomic Status and the General and Specific 

Psychopathology Factors  
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2.1 Abstract 

In this chapter, I aim to explore developmental questions related to the 

bifactor model of psychopathology. Specifically, I investigate the link between 

socioeconomic status (SES) and the general and specific psychopathology factors in 

childhood. Socioeconomic disadvantage appears to predict child mental health 

outcomes partly through an increased incidence of stressful life events (SLEs), e.g., 

housing problems or family conflict. However, it is uncertain whether SLEs pose 

broad or specific risks to child mental health problems. Moreover, children may 

differ in how sensitive they are to the impact of stressful life events, based on how 

dependent they are on their families’ views and values (i.e. family obligation). I 

estimated a bifactor model, with a general p factor and specific internalizing, 

externalizing, and attention factors, using child-reported emotional, behavioural, 

and attentional symptoms in 10,173 community-based 9-14 year-olds recruited in 

the Adolescent Brain and Cognitive Development (ABCD) study. I used a second-

order moderated mediation model to evaluate the role of SLEs in mediating the 

relationship between socioeconomic status and the general and specific 

psychopathology factors, and the role of family obligation in moderating the 

indirect effect of stressful life events on psychopathology factors. Socioeconomic 

status negatively predicted the p factor and specific externalizing factor. SLEs 

significantly mediated the link between socioeconomic status and the p factor, 

specific externalizing factor, and specific attention factor, explaining 36%, 14%, and 

41% of their relationship with SES, respectively. The indirect effect of SES on the p 

factor and specific externalizing and attention factors via SLEs was stronger at 

higher levels of family obligation, even though higher family obligation levels 

predicted lower psychopathology scores on average. These findings demonstrate 
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that SES has both broad and specific influences on child mental health outcomes via 

SLEs, and that family obligation protects against and bolsters this relationship.   
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2.2 Introduction 

Few would disagree that the environment plays an indisputable role in child 

development (Bronfenbrenner & Crouter, 1983). Socioeconomic status (SES) reflects 

differences in children and families’ access to environmental resources that promote 

health, including material capital (e.g., money), social capital (e.g., education, social 

support), welfare, and clean and safe environments (Shavers, 2007). Despite its 

ubiquity, most studies control for the effects of SES rather than examine its unique 

contributions to mental health outcomes. Studies that have examined the role of SES 

report consistent but modest negative associations with childhood 

psychopathology, suggesting SES has a distal influence on childhood outcomes 

(Bradley & Corwyn, 2002; Peverill et al., 2021; Reiss, 2013). Understanding the 

mechanisms that link SES and child development would not only advance the field 

by linking macro- and micro-level processes but may also help determine targets for 

prevention at the population level. 

One way in which socioeconomic disadvantage predicts an increase in 

childhood mental health problems is through an increased risk of stressful life 

events (SLEs), such as family conflict, peer victimization, housing problems, and 

neighourhood violence (Reiss et al., 2019). SLEs partially or fully mediate the link 

between SES and child and adolescent mental health outcomes (Amone-P’olak et al., 

2009; Felner et al., 1995; Kang et al., 2011; Ziebold et al., 2021). Family-related SLEs 

(e.g., family conflict, parent mental health problems, parenting difficulties) have 

been studied most and consistently mediate the link between SES and mental health 

outcomes, though their role may decrease with age as adolescents separate from the 

family unit (Devenish et al., 2017; González et al., 2021; Tracy, Zimmerman, Galea, 

McCauley, & Stoep, 2008).  
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SLEs appear to act as proximal risk factors that link the distal influence of 

SES with child mental health outcomes. However, it is unclear whether SLEs have 

their greatest impact on internalizing problems (Amone-P’olak et al., 2009), 

externalizing problems (Ziebold et al., 2021), or general functioning (González et al., 

2021; Felner et al., 1995). In psychopathology research, the emphasis is shifting from 

measuring disorder-specific problems to hierarchically organized transdiagnostic 

factors (Kotov et al., 2021). There has been a recent focus on factors at the top of the 

hierarchy, i.e. the general psychopathology (p) factor, which accounts for the fact 

that internalizing and externalizing problems tend to co-occur and may share a 

common aetiology (Caspi et al., 2014; Lahey et al., 2012). The p factor summarises 

the severity of, and perhaps vulnerability towards, general dysregulation in the 

form of emotional, behavioural and social difficulties in children and adolescents 

(Brandes, Herzhoff, Smack, & Tackett, 2019; Deutz et al., 2020; Haltigan et al., 2018).  

Using a bifactor model, the p factor can be estimated alongside specific 

psychopathology factors like internalizing and externalizing (Markon, 2019). 

Specific psychopathology factors are orthogonal to the general p factor, meaning one 

can examine the unique associations of internalizing and externalizing, free from the 

influence of the general variance explained by the p factor (Bornavalova, Choate, 

Fatimah, Petersen, Wiernik, 2020). This would be useful for determining the extent 

to which SES predicts a broad dysregulation profile compared to specific 

difficulties. The p factor is negatively associated with markers of SES over and above 

specific internalizing and externalizing factors (Belsky et al., 2019; Blanco et al., 2021; 

Patalay et al., 2015; Schäfer et al., 2018; Snyder, Young, & Hankin, 2017; Wade, Fox, 

Zeanah, & Nelson, 2018). In fact, some markers of SES are no longer associated with 

specific internalizing and externalizing factors once their associations with the p 
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factor are accounted for (Caspi et al., 2014; Lahey et al., 2012), suggesting that 

socioeconomic disadvantage confers a broad risk to psychopathology.  

Two studies investigating SES and the bifactor model are of particular 

interest. In a sample of disadvantage youth from African-American backgrounds, 

Liu, Mustanski, Dick, Bolland, and Kertes (2017) found that SLEs and racial 

discrimination positively predicted the p factor, whilst SLEs and exposure to 

violence positively predicted the specific externalizing factor (associations with 

specific internalizing problems were not significant). Wade et al. (2021) found that 

the negative associations between SES markers (family income/assets and maternal 

education) at two months old and the p factor estimated at 36 months was partially 

mediated by maternal responsiveness at 18 months. That is, mothers’ 

responsiveness to their children whilst playing and reading was one way in which 

material and social capital was associated with a reduced risk of common emotional 

and behavioural problems in children. Maternal education did not directly predict 

specific internalizing and externalizing problems, but the associations were 

explained by maternal reflective capacity in opposite directions. More years in 

education predicted higher reflective capacity, which in turn predicted reductions in 

internalizing problems but increases in externalizing problems. These findings 

highlight the common (direct) and specific (indirect) pathways linking SES and 

SLEs to mental health outcomes, which appear to be mediated by parent 

socialization processes.  

Emotion socialization models suggest that increased stress reduces parents’ 

capacity to contain their own and their children’s distressing emotions, which 

influences and is influenced by children’s difficulty in managing emotions 

(Eisenberg et al., 1998; Eisenberg, 2020). Fonagy et al. (2021) extended emotion 
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socialization models to explain how economic hardship influences human 

development from a socio-cultural learning perspective. SLEs resulting from 

economic deprivation communicate to the developing child that the environment is 

not a safe and reliable source for social learning. Not only is the child’s socialization 

to emotions compromised (in favour of managing the stress of limited resources), 

but so is their openness to and trust in cultural knowledge, i.e. explicitly and 

implicitly communicated norms, attitudes, beliefs, and knowledges about the self 

and world that are passed down the generations. Epistemic mistrust isolates a 

child’s mind from the social world, which is the gateway to learning about the 

human world and all its complexities (Fonagy, Luyten, & Allison, 2015). If we are 

not recognized as thinking and feeling agents, or if this process is perturbed by 

economic adversity and inequality, then we are at risk of turning away from the 

social world and being left alone with our dysregulated experience (Fonagy, Luyten, 

Allison, & Campbell, 2019). This not only manifests as emotional and behavioural 

difficulties (i.e. general psychopathology; Fonagy, Luyten, Allison, & Campbell, 

2017), but also difficulties in learning at school, in negotiating peer relationships, 

and generally fitting into the dominant system of culture. 

Experimental studies suggest that participants from lower SES backgrounds 

tend to act in the interest of others, whereas participants from higher SES 

backgrounds tend to act in the interest of themselves (Rucker & Galinsky, 2017). 

This follows the agentic-communal model of power, whereby communities from 

disadvantaged backgrounds with less social power are thought to lead social lives 

that are more oriented towards others (e.g., promoting a shared sense of belonging 

and responsibility) rather than oriented towards the self (e.g., focused on personal 

gain and self-development; Rucker, Galinsky, & Dubois, 2017). An other-oriented 
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focus might result in a greater sense of togetherness and communal resilience (Liu et 

al., 2017; Orthner, Jones-Sanpai, & Williamson, 2004), but could also place 

individuals from low SES backgrounds at greater risk if their social environment is 

hostile and discriminatory (Fonagy et al., 2021).  

The idea that an other-oriented focus poses both risk and resilience was 

illustrated by Milan and Wortel (2015), who found that greater sense of family 

obligation in adolescents from low SES backgrounds increased the positive 

relationship between SLEs and depression and PTSD symptoms, but reduced the 

positive relationship between engagement in risky behaviours and their peer 

group’s acceptance of risky behaviours. Beliefs in the importance of family are also 

linked to a stronger relationship between negative romantic experiences and 

depression and anxiety symptoms in Mexican adolescents (Reid, Halgunseth, 

Espinosa-Hernandez, & Vasilenko, 2018), but a weaker relationship between 

cultural stressors/perceived discrimination and depressive symptoms in Latinx 

college studies (Corona et al., 2017). These studies highlight both the protective and 

exposing nature of an other-oriented focus, as indexed by family obligation, but are 

limited to small samples of specific sociodemographic groups. 

The current study had three aims: (1) to replicate a bifactor structure of 

psychopathology in a large, community-based sample of older children; (2) to 

examine the associations between SES and general and specific psychopathology 

factors, and the mediating role of SLEs; and (3) to examine the role of other-

orientedness in moderating the link between SES and psychopathology factors via 

SLEs. I predicted that a bifactor model, with a p factor and specific internalizing and 

externalizing factors would be most appropriate in summarizing the pattern of 

correlations among symptoms. Furthermore, I predicted that SES would modestly 
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and negatively predict psychopathology factors, particularly the p factor, and SLEs 

would explain a large proportion of this association. Finally, other-orientedness in 

the form of family obligation would predict lower levels of p overall, but would 

strengthen the positive mediating effect of SLEs on p factor scores, demonstrating 

both the protective and harmful nature of other-orientedness, respectively. I did not 

make specific predictions about the moderating role of family obligation on the 

associations between SLEs and specific psychopathology factors, as it is unclear 

whether there will be any remaining associations once p has been included in the 

model. 

2.3 Methods 

2.3.1 Participants 

I analyzed data from Release 3.0 (two-year follow-up in 2020) of the 

Adolescent Brain Cognitive Development (ABCD) study, a large-scale longitudinal 

study investigating the psychological, cognitive, social, and neurobiological 

predictors of mental and physical health outcomes (Barch et al., 2018). I also 

analyzed data from Release 2.0 (one-year follow-up in 2019) in sensitivity analyses. 

A community sample of 11,733 children and families were self-selected from 21 

nationally distributed research sites in the United States. Sites were made up of 

registered universities with dedicated research teams following the same 

assessment protocol overseen by a site quality control monitor (a list of research 

sites can be found here: https://abcdstudy.org/study-sites/). Children were 

recruited through probability sampling of mostly urban schools within each site 

(Garavan et al., 2018). Within each site, demographics such as age, gender, race, and 

https://abcdstudy.org/study-sites/
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socioeconomic status were sampled, and in some cases oversampled, to reflect the 

US population.  

Demographics for the 10,173 children who had data across all measures used 

can be found in Table 2.1. Most children were from White/Caucasian, 

upper/upper-middle class backgrounds. There was a relatively even split between 

children who identified as male and female. Most primary caregivers were middle-

aged mothers who had graduated from college, with over half in full-time work. 

Indicators of poverty were generally low and neighbourhood resources were high.    
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Table 2.1  

Socio-demographic characteristics of the ABCD sample at Release 3.0 (N = 10,173) 

Sample Characteristic  M or N SD or % 

Child age (9-14) 11 1 
Child gender   
      Male 4,789 47% 
      Female 5,269 52% 
      Trans/other 50 0.50% 
      Missing 65 0.63% 
Child’s racial background   
      White Caucasian 7433 73% 
      Black/Black African 1578 16% 
      Asian (Indian) 210 2% 
      Asian (South-East) 257 3% 
      Pacific Islander/Hawaii 14 0.14% 
      Hispanic 541 5% 
      Missing 140 1% 
Primary caregiver age (24-81) 41 7 
Primary caregiver gender   
      Male 8945 88% 
      Female 1193 11% 
      Trans/other 22 0.2% 
      Missing 13 0.1% 
Family household income   
      <$5,000-$24,999 1180 12% 
      $25,000-$49,999  1301 13% 
      $50,000-$74,999 1241 12% 
      $75,000-$99,999 1373 13% 
      $100,000+ 4348 43% 
      Missing 730 7% 
Highest level of education (primary caregiver)   
      No school/schooling up to Grade 12  535 5% 
      High school graduate or equivalent  949 9% 
      Some college  1634 16% 
      College graduate or equivalent  4337 43% 
      Postgraduate (Masters, Professional/Doctoral  
      School) 

2683 26% 

      Missing 35 0.3% 
Employment status (primary caregiver)   
      Full-time work 5472 54% 
      Part-time work  1908 19% 
      Not working (unable to work/not looking for  
      work) 

2556 25% 

      Missing 237 2% 
Single-parent household  1929 19% 
Number of household residents (2-16) 5 2 
Total poverty markers (0-7) 0.4 0.9 
Child Opportunity Index (z scores)   
      Education (-.17-.23)  .02 .08 
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      Health and Environment (-.15-.11) .03 .04 
      Social and Economic (-.77-.39) .06 .20 

Note. M = mean; N = sample size; SD = standard deviation. 

2.3.2 Measures 

Psychopathology. Child psychopathology was assessed using the child-

reported Brief Problem Monitor (BPM; Achenbach, McConaughy, Ivanova, & 

Rescorla, 2011) for ages 6-18. The BPM includes 19 questions about internalizing 

problems (e.g., anxiety and mood symptoms), attention problems, and externalizing 

problems (e.g., oppositional and destructive behaviours). Items are rated on a three-

point scale (0 = Not True, 1 = Somewhat True, and 2 = Very True). I also analyzed 

child-reported BPM items from Release 2.0 and parent-reported BPM items from 

Release 3.0 in sensitivity analyses. The BPM is based on the Child Behaviour 

Checklist (CBCL; Achenbach & Rescorla, 2001), a widely used measure of child 

psychopathology, and shows good internal consistency and convergent validity 

with the CBCL (Pedersen et al., 2021; Piper, Gray, Raber, & Birkett, 2014).  

Socioeconomic Status (SES). I developed a composite measure of SES made 

up of household family income, primary caregiver’s highest level of education, 

primary caregiver’s employment status, single-parent household status, number of 

residents living the child’s household, and poverty score (e.g., the total number of 

poverty indicators reported, such as not being able to pay for bills; see Table 2.1 for 

covariate levels). I also included three indicators from the Child Opportunity Index 

(COI) 2.0, a set of measures reflecting US neighbourhood resources in three 

domains: education (e.g., access to education centers, elementary and higher 

education attainment rates), health and environment (e.g., access to healthy food 

and green spaces), and social and economic factors (e.g., economic opportunities, 
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single-parent households; Noelke et al., 2020). For each family’s neighbourhood, 

metrics are collected from public sources and census data and combined into 

standardized scores for each domain, weighted by how strongly they predict health 

and economic outcomes.  

Stressful Life Events. Children rated their life-time exposure (yes/no) to 25 

stressful life events (SLEs) listed by Tiet et al. (1998). I analyzed the 23 life events 

that overlapped with the adverse childhood experiences (ACEs) documented by 

Felitti et al. (1998), e.g., parent mental health difficulties or witnessing domestic 

violence, as well ‘second-generation’ ACEs, e.g., parents separating or being a 

victim of a crime (Mersky, Janczewski, & Topitzes, 2017; see Table 2.2 for list of 

SLEs). I also analyzed the same 23 SLEs reported by parents in a sensitivity analysis.  

Family Obligation. Children rated 16 items from three subscales of the 

Mexican-American Cultural Values Scale (MACVS; Knight et al., 2010): Familism-

Support (e.g., maintaining close relationships with family members), Familism-

Obligation (e.g., prioritizing the family’s needs), and Familism-Referents (e.g., 

prioritizing the family’s views in decision-making). Items were rated on a five-point 

scale (0 = Not at All; 1 = A Little; 2 = Somewhat; 3 = Very Much; 4 = Completely). 

The MACVS item pool was developed from focus groups with Mexican families, 

but family-centered values are found across diverse ethnic groups (Schwartz, 2007). 

The familism subscales show acceptable-to-high internal consistency and converge 

across family members (Knight et al., 2010; Knight et al., 2011).  

2.3.3 Procedure  

 Children and parents (88% mothers) attended their designated research site 

annually to complete a battery of self-report measures, behavioural tasks, and 
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biological measures (neuroimaging occurred bi-annually; Karcher & Barch, 2021). 

Each site used the same assessment protocol overseen by a site quality control 

monitor to ensure adherence (Auchter et al., 2018).  

2.3.4 Statistical Analysis  

Factor Analysis. To address our first aim (replicating a bifactor structure of 

psychopathology), I estimated a bifactor model using the child-reported BPM items. 

The bifactor model included a general (p) factor with direct loadings from all items, 

and specific factors for each subscale (internalizing, externalizing, and attention 

problems). Covariances between the general factor and specific factors, and among 

the specific factors, were fixed at zero. I compared the bifactor model to a correlated 

factors model with covarying internalizing, externalizing, and attention factors, and 

a single factor model with one factor upon which all items loaded. For our second 

and third aims (examining the mediating role of SLEs and moderating role of family 

obligation in the relationship between SES and psychopathology factors), I 

estimated single factors for the SES indicators, SLEs indicators, and MACVS items).  

I first ran the models using the Weighted Least Squares Means and 

Variances Weighted estimator to estimate measures of global fit suitable for non-

normal indicators (Li, 2016). I defined acceptable and excellent incremental fit 

respectively as Comparative Fit Index (CFI) and Tucker-Lewis Index (TLI) values ≥ 

0.90 and ≥ 0.95, and acceptable and excellent absolute fit respectively defined as 

Root Mean Square Error of Approximation (RMSEA) values ≤ 0.08 and ≤ 0.06 (Hu & 

Bentler, 1999). All factor loadings reported are from models estimated using the 

WLSMV estimator. 
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I then re-ran the models using the Robust Maximum-Likelihood (MLR) 

estimator, which is also suitable for non-normal indicators (Li, 2016). MLR provides 

information criteria (e.g., AIC, BIC, and sample size adjusted BIC or BICn) which are 

useful for comparing non-nested models like the bifactor model, correlated factors 

model, and single-factor model. Information criteria also offer more stringent 

penalties for model complexity based on the number of freely estimated parameters 

compared to other fit indices like TLI (Gignac & Watkins, 2013). When comparing 

models, I always took the difference between the baseline model and competing 

model (e.g., AICbaseline – AICcandidate). A difference of ≤ 2, 2-7, 7-10, and > 10 suggested 

little, some, strong, and very strong evidence favouring the competing model, 

respectively (Fabozzi, Focardi, Rachev, & Arshanapalli, 2014).  

As the models estimated with MLR will be subtly different to the models 

estimated with WLSMV, I also compared models for their global fit statistics 

estimated with WLSMV. Nonetheless, I urge the reader to treat these comparisons 

with caution, as the models compared do not fulfil the criteria of being nested–these 

comparisons are more of a spot-check to ensure consistency with comparisons using 

information criteria, which are suitable to the current models. To this end, increases 

in CFI and TLI values greater than 0.01, and decreases in RMSEA greater than 0.015, 

between the more and less restricted models suggest an improvement in fit (Cheung 

& Rensvold, 2002).  

Lastly, I evaluated the reliability of latent factors and observed factor scores 

using model-based reliability indices, with acceptable reliability indicated by 

Explained Common Variance (ECV) values ≥ .7 (bifactor model only), Omega (ω) 

values ≥ .8, Omega Hierarchical (ωH) values ≥ .8 (bifactor model only), Construct 
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Reliability (H) values ≥ .7, and Factor Determinacy (FD) values ≥ .9 (Dueber, 2017; 

Rodriguez, Reise, & Haviland, 2016).  

Moderated Mediation Model. I used a second-stage moderated mediation 

model (Preacher, Rucker, & Hayes, 2007) to investigate our second aim (how SLEs 

mediate the link between SES and psychopathology factors) and third aim (how 

family obligation moderates the indirect effect of SLEs). Figure 2.1 shows the 

conceptual and statistical diagrams for a second-stage moderated mediation model. 

As shown in the conceptual diagram, the moderator (W) moderates the mediator’s 

(M) prediction of the outcome (Y; i.e. moderation at the second stage of mediation) 

rather than the exposure variable’s (X) prediction of the mediator (i.e. moderation at 

the first stage of mediation). Statistically, mediation involves estimating a direct 

path (c') from X (e.g., SES) to Y (e.g., general and specific psychopathology factors), 

as well as indirect paths from X to M (e.g., SLEs; a1), and from M to Y variable (b1). 

The indirect effect5 of SES on psychopathology via SLEs is estimated through the 

product of the a1 and b1 paths, while the total effect is the sum of the indirect effect 

(a1b1) and direct effect (c').  

Moderation of the mediator path is estimated by direct paths from W (e.g., 

family obligation; b2) to Y, and the product of W and M (MW; b3) to Y. Moderation of 

the indirect effect6 is estimated by the index of moderated mediation, which is the 

product of X’s prediction of M and MW’s prediction of Y (i.e. a1b3). Evidence for 

moderated mediation is apparent if bootstrapped confidence intervals for the index 

 
5In using the terms direct and indirect “effects”, I do not suggest that these associations are 
causal, but are maintaining consistency with the nomenclature of mediator analysis. 
6The indirect effect (IE) is therefore equal to IE = a1b1 + a1b3W, which is equal to a1b1 

when W is zero. 
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of moderated mediation do not include zero (Hayes, 2015). I used 10,000 

bootstrapped samples. 

  



   119 

 

Figure 2.1  

Conceptual (A) and statistical (B) representations of a second-stage moderated mediation 
model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note. M = mediator variable; MW = interaction term between moderator and 
mediator variables; W = moderator variable; X = exposure variable; Y = outcome 
variable. 

 

B) 

A) 



   120 

 

I simultaneously included the p factor and specific internalizing, 

externalizing, and attention factor scores as uncorrelated outcomes to maintain the 

orthogonality constraint from the bifactor model. Models were estimated using 

robust maximum likelihood. I used observed factor scores rather than latent factors 

as the latter was computationally unfeasible with more than seven integration 

points. All analyses were conducted in Mplus 8.0 (Muthén & Muthén, 2017). 

Sensitivity Analyses. I ran several sensitivity analyses to ensure the 

robustness of our findings. First, child age, gender (male vs. female; male vs. 

trans/other), and ethnicity (White vs. Black; White vs. Asian; White vs. Native 

American; White vs. Hispanic) were included as covariates predicting SES, SLEs, 

family obligation, and psychopathology factor scores in the moderated mediation 

model. Second, SES, SLEs, family obligation, and psychopathology factor scores 

were regressed on general and specific psychopathology factors estimated one year 

before (Release 2.0/one-year follow up) to control for the impact of pre-existing 

mental health difficulties driving SES’s predictions (i.e. social selection). Third, I re-

estimated the moderated mediation models after removing SLE indicators that 

overlapped with SES. Fourth, I included SES indicators as separate but correlated 

predictors in the moderated mediation model, due to claims that SES composites 

lack precision (Bradley & Corwyn, 2002). Fifth, I replicated the moderated 

mediation model using the correlated factor model rather than the bifactor model to 

determine the impact of accounting for the shared variance with the p factor. Sixth, I 

supplemented child-reported items with parent-reported items in our initial factor 

analytic models to estimate cross-informant factors. Finally, I also ran models using 

factor scores estimated from parent-reported factors only.  
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2.4 Results 

2.4.1 Factor Analyses   

 Psychopathology. A bifactor model of child-reported BPM items with a p 

factor and specific internalizing, externalizing, and attention factors showed an 

excellent fit to the data (see Table 2.3). The p factor explained most of the modelled 

variance in item responses (ECV = .68), and most of the unit-weighted variance 

associated with raw total scores (ωH = .83) and subscale scores (ωHS = .15-.43). Only 

the p factor (H = .92) and specific internalizing factor (H = .71) were represented 

reliably by their indicators; half of externalizing and attention items loaded more 

strongly or exclusively onto the p factor compared to their respective specific factors 

(see Table 2.4). Only factor scores for the p factor met threshold for reliability (FD = 

.93). 

The correlated factors model with internalizing, externalizing and attention 

factors also showed an excellent fit to the data (see Table 2.3). The correlated factors 

showed strong positive loadings, were well represented by their indicators, and 

showed strong positive loadings (see Table 2.4). They also showed strong 

correlations, suggesting the presence of common factor. By contrast, the single factor 

did not show acceptable fit (see Table 2.3) but had strong positive loadings (see 

Table 2.4). The bifactor model fit better than the correlated factors model (ΔAIC = 

1055.51, ΔBIC = 856.39, ΔBICn = 907.25; ΔCFI = .01; ΔTLI = .01; ΔRMSEA = .006) and 

single factor model (ΔAIC = 6994.35, ΔBIC = 6773.55, ΔBICn = 6833.94; ΔCFI = .11; 

ΔTLI = .12; ΔRMSEA = .048). Furthermore, the correlated factors model fit better 

than the single factor model (ΔAIC = 5938.85, ΔBIC = 5917.17, ΔBICn = 5926.70; 

ΔCFI = .10; ΔTLI = .11; ΔRMSEA = .042).  
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SLEs. A single factor model including all 23 SLEs did not converge because 

children did not report exposure to the following SLEs: ‘being placed in foster care’, 

‘family became homeless’, ‘parent/caregiver was hospitalized’, ‘school locked down 

due to violence’, ‘saw/heard a shooting’, ‘know of someone who attempted 

suicide’, and ‘parent/caregiver was deported’. After removing these SLEs, a single 

factor model showed excellent absolute fit but fell below acceptable incremental fit 

(see Table 2.3). SLEs loaded positively and moderately onto the SLE factor, which 

showed reliable factor scores, total score reliability, and construct reliability (see 

Table 2.2). 

SES. A single factor model with all nine SES indicators did not show 

acceptable absolute or incremental fit (see Table 2.3). Furthermore, employment 

status ( = -.22) and number of residents ( = .04) showed weak loadings. After 

removing these two items, model fit improved but fell under acceptable criteria. 

Nonetheless, factor score, total score, and construct reliability for SES factor scores 

was high (see Table 2.2). 

Family Obligation. A single ‘family obligation’ factor model showed 

acceptable incremental fit but not absolute fit (see Table 3). All MASC items loaded 

positively and strongly onto the family obligation factor, which showed high levels 

of factor score, total-score, and construct reliability (see Table 2).
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Table 2.2  

Standardized factor loadings for the final single factor solutions of the Stressful Life Events (SLE) checklist, Socioeconomic Status (SES) indicators, and 
Mexican-American Cultural Values Scale (MACVS) 

SLE Checklist   SES Indictors   MACVS  

Negative change in parents’ 
financial situation 

0.61 
 

Household income 0.89 
 Children should be taught to always be good 

because they represent the family. 
0.79 

Family member had a 
mental/emotional problem 

0.58 
 

COI Social and Economic 0.78 
 It is important to work hard and do one's best 

because this work reflects on the family. 
0.79 

Family member had a 
drug/alcohol problem 

0.55 
 

COI Education 0.68 
 

It is always important to be united as a family 0.78 

Parents argued more than 
before 

0.55 
 

Highest level of education 0.66 
 A person should always think about their 

family when making important decisions. 
0.78 

I was a victim of a 
crime/assault/violence 

0.51 
 

COI Health and Education 0.65 
 It is important for family members to show 

their love and affection to one another. 
0.75 

I got seriously sick 0.48 
 

Single-parent household 0.53 
 It is important to have close relationships with 

aunts/uncles, grandparents, and cousins. 
0.74 

Close friend died 0.48 
 

Poverty Score 0.36 
 Holidays and celebrations are important 

because the whole family comes together. 
0.72 

Parent lost their job 0.47 
 

  
 Children should always do things to make their 

parents happy. 
0.71 

Parent was away from home 
more  

0.46 
  

 
 Family provides a sense of security because 

they will always be there for you. 
0.71 

Family member was 
seriously injured 

0.46 
  

 
 If a relative is having a hard time financially, 

one should help them out if possible. 
0.71 

Lost a close friend 0.45 
  

 
 Older kids should take care of and be role 

models for their younger brothers and sisters. 
0.71 
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Close friend seriously 
sick/injured 

0.45 
  

 
 Children should be taught that it is their duty 

to care for their parents when their parents get 
old. 

0.7 

I got seriously injured 0.45 
  

 
 When it comes to important decisions, the 

family should ask for advice from close 
relatives. 

0.7 

Witnessed crime/accident 0.41 
  

 
 A person should share their home with 

relatives if they need a place to stay 
0.69 

Parents separated/divorced 0.41 
  

 
 Parents should teach their children that the 

family always comes first. 
0.66 

Family member died 0.24 
  

 
 Parents should be willing to make great 

sacrifices to make sure their children have a 
better life. 

0.65 

        
M 0.47   0.65   0.72 
SD 0.08   0.17   0.04 

 0.82   0.84   0.95 
H 0.83   0.89   0.97 
FD 0.91   0.94   0.95 

Note. COI = Child Opportunity Index; FD = Factor Determinacy; H = Construct Reliability;  = Omega;  = factor loading. 
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Table 2.3  

Model Fit Statistics for Factor Models of the Brief Problem Monitor (BPM), Stressful Life Events (SLE) Checklist, Socioeconomic Status (SES) Indicators, 
and Mexican-American Cultural Values Scale (MACVS) items 

Measure/Model χ2 (df) RMSEA CFI TLI AIC BIC BICn 

BPM        
     Bifactor  2,099.46 (133) .038 (.037-.04) .98 .97 226,194.60 226,827.32 226,585.79 
     Correlated Factors 3,094.32 (149) .044 (.043-.045) .97 .96 227,250.11 227,683.70 227,493.03 
     Single Factor 11,566.68 (152) .086 (.085-.087) .87 .85 233,188.95 233,600.87 233,419.73 
SLE        
     Single Factor  15,20.94 (104) .037 (.035-.038) .86 .85 124,208.01 124,439.27 124,337.58 
SES        
     All items 5,828.28 (27) .15 (.14-.15) .77 .70 70,621.70 70,838.53 70,743.19 
     Removed employment and resident number 4,521.20 (29) .12 (.12-.13) .82 .78 70,788.91 70,991.28 70,902.30 
MACVS        
     Single Factor 8,240.57 (104) .088 (.086-.089) .95 .95 336,184.17 336,762.15 336,507.93 

Note. AIC = Akaike Information Criteria; BIC = Bayesian Information Criteria; BICn = sample-sized corrected Bayesian Information Criteria; 
CFI = Comparative Fit Index; df = Degrees of Freedom; TLI = Tucker-Lewis Index; RMSEA = Root Mean Squared Error of Approximation; χ2 = 
Chi-square. 
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Table 2.4  

Standardized factor loadings for the bifactor model, correlated factors model, and single 
factor model of the Brief Problem Monitor child-reported items 

Item 

Model 

Bifactor Correlated Factors 
Single 
Factor 

p Ext Int Att Ext Int Att p 

Acts young 0.54   0.02   0.54 0.50 
Argues 0.61 0.46   0.73   0.62 
Can’t finish 
things 

0.58   0.19   0.63 0.58 

Can’t 
concentrate 

0.67   0.61   0.84 0.78 

Can’t sit still 0.55   0.43   0.68 0.63 
Destroys 
things 

0.66 0.22   0.66   0.58 

Disobedient 
(home) 

0.61 0.24   0.67   0.58 

Disobedient 
(school) 

0.66 0.14   0.65   0.57 

Worthless 0.64  0.49   0.84  0.74 
Impulsive 0.74   0.00   0.71 0.65 
Fearful 0.54  0.61   0.80  0.69 
Guilty  0.58  0.51   0.76  0.67 
Embarrassed 0.50  0.48   0.72  0.62 
Distracted 0.68   0.50   0.84 0.78 
Stubborn 0.52 0.28   0.63   0.54 
Temper 0.60 0.44   0.73   0.62 
Threatens  0.65 0.39   0.70   0.60 
Unhappy 0.56  0.47   0.76  0.67 
Worries 0.50  0.61   0.76  0.65 
         
M 0.60 0.31 0.53 0.29 0.68 0.77 0.71 0.63 
SD 0.07 0.12 0.07 0.26 0.04 0.04 0.12 0.08 
ECV 0.68 0.07 0.17 0.08     

 0.94 0.87 0.90 0.86 0.86 0.90 0.86 0.93 

H 0.83 0.18 0.43 0.15     

Rel.  0.88 0.20 0.48 0.18     
H 0.92 0.47 0.71 0.54 0.86 0.90 0.88 0.93 
FD 0.93 0.69 0.85 0.80 0.93 0.95 0.94 0.97 
         
     Ext Int   
    Ext     
    Int .58    
    Att .74 .63   

Note. Att = Attention; ECV = Explained Common Variance; Ext = Externalizing 

Factor; FD = Factor Determinacy; H = Construct Reliability; Int = Internalizing 

Factor; Rel  = Reliable Omega;  = Omega; H = Omega Hierarchical. 
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2.4.2 Moderated Mediation 

Figure 2.2 shows the moderated mediation model, with SES factor scores 

predicting the p factor scores and specific internalizing, externalizing, and attention 

factor scores directly and indirectly via lifetime SLE factor scores. The indirect effect 

of SLEs on the p factor and specific factors is moderated by family obligation factor 

scores. 

Regarding the direct paths (e.g., c'), higher SES factor scores weakly predicted 

lower p factor scores, lower specific externalizing scores, and marginally lower 

specific attention scores, but not specific internalizing scores. As for the indirect 

paths, higher SES factor scores weakly but significantly predicted lower SLE factor 

scores (a1), and higher SLE factor scores moderately predicted higher p factor scores 

and higher specific internalizing, externalizing, and attention factor scores (b1). The 

indirect effect of SES via SLEs (e.g., a1b1) was significant and negative for p factor 

and specific externalizing and attention scores, whereby SLEs suppressed the 

negative effect of SES on psychopathology scores. Put differently, higher SES 

predicted a reduction in psychopathology scores through a reduction in SLEs (and 

lower SES predicted higher psychopathology scores through higher SLEs). For 

specific internalizing factor scores, SLEs reduced the small but positive effect of SES 

on internalizing, whereby higher SES and SLEs predicted higher internalizing 

scores, but higher SES predicted lower SLEs which weakened its prediction of 

internalizing scores. Indirect effects were generally small to moderate relative to the 

total effect (see Table 2.5).



Figure 2.2  

Moderated mediation path diagrams with standardized path coefficients and 95% bootstrapped confidence intervals (in parentheses) for the p 
factor (A), specific internalizing factor (B), specific externalizing factor (C), and specific attention factor (D) 

 

 

 

 

 

 

 

 

 

 

 

 

***p ≤ .001; **p ≤ .01; *p ≤ .05; ✝p ≤ .10
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As for the moderator paths, starting with the b2 paths, higher family 

obligation factor scores significantly but weakly predicted lower p factor scores and 

lower specific internalizing and externalizing factor scores, but not attention scores 

(see Figure 2.2). The interaction between family obligation and SLE factor scores 

(e.g., b3) was significant and positive for the p factor and specific externalizing and 

attention factor scores, but not specific internalizing factor scores, such that SLE’s 

positive prediction of psychopathology scores was stronger at higher family 

obligation scores. The moderated mediation effect, estimated by the index of 

moderated mediation (e.g., a1b3), was significant and negative for p factor scores and 

specific externalizing and attention scores, but not internalizing scores (see Table 

2.5). Family obligation suppressed the negative indirect effect of SES via SLEs on 

psychopathology scores, such that the indirect effect became more negative (and 

hence stronger) at higher levels of family obligation. In other words, the way in 

which higher SES predicted a reduction in psychopathology scores through a 

reduction in SLEs was stronger at higher levels of family obligation, and by the 

same token, lower SES predicted higher psychopathology scores through higher 

SLEs most strongly at higher levels of family obligation (see IMMs in Table 2.5).  

Table 2.5  

Standardized total effects, indirect effects, and the Index of Moderated Mediation for the 
bifactor dimensions predicted by Socioeconomic Status via Stressful Life Events 

Factor 

Total Effect Indirect Effect 

PM 

IMM 

B 
BS 95% 

CI B 
BS 95% 

CI B BS 95% CI 
P -.13*** -.15, -.11 -.05*** -.06, -.04 36% -.003* -.005, -.001 
Internalizing -.02* -.03, -.01 -.02*** -.02, -.01 88% .001 -.001, .003 
Externalizing -.06*** -.07, -.05 -.01*** -.01, -.01 14% -.002* -.004, -.001 
Attention -.02** -.04, -.01 -.01*** -.01, -.01 41% -.003* -.005, -.001 

Note. BS = Bootstrapped; IMM = Index of Moderated Mediation; PM = percentage 
ratio of the indirect effect to the total effect. 
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2.4.3 Sensitivity Analyses  

A moderated mediation model controlling for age, gender, and ethnicity 

produced similar findings to the moderated mediation model without covariates 

(see Appendix 2, Tables A2.1 and A2.2, and Figure A2.1). Moreover, a moderated 

mediation model controlling for p factor and specific internalizing, externalizing, 

and attention factor scores estimated one year earlier showed similar but weaker 

path coefficients, with some changes to the specific internalizing and attention paths 

(see Tables A2.3-A2.5 and Figure A2.2). SLE factor scores estimated from a factor 

without SLE indicators that overlapped with SES produced similar path coefficients 

(see Table A2.6 and Figure A2.3).  

When SES indicators were included as separate but correlated predictors in 

the moderated mediation model, higher household income and lower poverty 

scores indirectly predicted lower p factor and specific attention scores via lower 

SLEs, particularly at higher levels of family obligation (see Tables A2.7-A2.8). 

Moreover, the presence of a partner in the family household predicted higher p 

factor (marginal) and specific internalizing scores, but was suppressed by higher 

SLE scores, particularly at higher levels of family obligation (see Tables A2.7-A2.8). 

In a moderated mediation model with correlated internalizing, externalizing, 

and attention factor scores estimated from a correlated factors model, direct and 

indirect paths related to externalizing and attention scores mirrored those of the p 

factor in direction and strength (see Figure A2.4). Moreover, SES positively 

predicted internalizing scores in the correlated factors version, but not in the 

bifactor version. The indirect effect of SES via SLEs was moderated by family 
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obligation for externalizing and attention scores, but not for internalizing scores, 

like in the bifactor version (see Table A2.9).  

 Finally, child- and parent-reported BPM, SLE, and MACVS items did not 

converge when estimating cross-informant general and specific psychopathology 

factors, an SLE factor, and a family obligation factor, respectively (see Tables A2.11-

A2.14). A moderated mediation model using only parent-reported items showed 

similar results to the child-reported version, but SES now significantly and 

positively predicted specific internalizing and attention scores, while family 

obligation scores switched from negatively to positively predicting specific 

externalizing scores (see Tables A2.16 and Figure A2.5). 

2.5 Discussion 

In this chapter, I investigated the pathways linking SES to common and 

specific features of child mental health problems. I first replicated a bifactor 

structure of psychopathology, with a general p factor and specific internalizing, 

externalizing, and attention factors. I then ran a moderated mediation model in 

which higher SES predicted a reduction in p factor and specific externalizing and 

attention scores through a reduction in SLEs. The indirect effect of SLEs in 

explaining the link between SES and the p factor and specific externalizing and 

attention problems was stronger at higher levels of family obligation. 

2.5.1 Aim 1. Replicating a Bifactor Psychopathology Structure in Older 

Children  

As predicted, a bifactor model with a general p factor and specific 

internalizing, externalizing, and attention factors suited both the child-reported and 
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parent-reported psychopathology data. Previous studies have also favoured a 

bifactor model when summarizing psychopathology data in older children (Afzali, 

Sunderland, Carragher, & Conrod, 2017; Carragher et al., 2016), including data from 

prior waves of the ABCD dataset (Clark et al., 2021; Moore et al., 2020). We cannot 

conclude that the latent structure of psychopathology is bifactorial just because our 

bifactor model showed a slight advantage in model fit compared to the correlated 

factors and single factor models (Greene et al., 2019; Sellbom & Telegen, 2019). 

However, I chose the bifactor model as my intention was to tease apart the shared 

and unique variance in symptom responses.  

Some have interpreted the p factor in childhood as reflecting a dysregulation 

profile, i.e. widespread difficulties in regulating attention, affect, and behaviour 

(Brandes, Herzhoff, Smack, & Tackett, 2019; Deutz et al., 2020; Haltigan et al., 2018). 

Our bifactor solution showed the strong presence of a p factor, but it was 

characterized by difficulties in attention and behaviour more so than affect. This 

might be because persistent externalizing problems are typical of the dysregulation 

profile in childhood (Basten et al., 2013). Alternatively, externalizing items may 

have represented the common variance more reliably because they are more 

frequent in the BPM. These explanations are probably related (e.g., externalizing 

problems were better represented in the item pool because they are more 

representative of the dysregulation profile in childhood). However, I am mindful of 

having estimated one version of the p factor among a universe of p factors that are 

affected by the methods used to measure them, including the sample characteristics 

and measure composition (Constantinou & Fonagy, under review).  
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2.5.2 Aim 2. The relationship between SES and psychopathology factors and the 

mediating role of SLEs. 

Using the bifactor model, I was able to tease apart the associations between 

SES and the common and specific features of child mental health difficulties. SES 

was most predictive of the p factor and specific externalizing problems, which 

coincides with prior studies showing that SES negatively predicts both internalizing 

and externalizing problems (i.e. domain-general effects), particularly externalizing 

problems (i.e. domain-specific effects; Peverill et al., 2021), and associations between 

SES and externalizing problems remain even after accounting for the common 

variance via the p factor (Lahey et al., 2012; Liu et al., 2017; Patalay et al., 2015). By 

contrast, associations between SES and specific internalizing and attention problems 

were negligible, despite being present in the correlated factors model. This implies 

that the relationship between SES and the correlated internalizing and attention 

factors is driven by shared features that are controlled for by the p factor in the 

bifactor model.   

Like past studies, the relationship between SES and the p factor and specific 

externalizing factor was partially mediated by SLEs (Amone-P’olak et al., 2009; 

Kang et al., 2011; Ziebold et al., 2021). However, the p factor and specific 

externalizing factor differed in the extent that SLEs mediated these associations. 

More than a third of SES’s total effect on the p factor was explained by SLEs, 

suggesting some importance of the indirect (proximal) pathway in addition to the 

direct (distal) pathway to child mental health difficulties (Peverill et al., 2021; Reiss, 

2013). In contrast, 14% of SES’s total effect on specific externalizing problems was 

explained by SLEs, emphasizing the direct importance of socioeconomic resources 

to behavioural difficulties. Differences in the strength of SLEs’ indirect effect may 



   134 

 

reflect different causal pathways: the p factor may captures difficulties related to 

relational stress, whereas the specific externalizing factor may capture difficulties 

related to adaptive pressures towards antisocial behaviour (Liu et al., 2017; Snyder, 

Young, & Hankin, 2019).  

2.5.3 Aim 3. The role of family obligation in moderating the link between SES 

and psychopathology factors via SLEs. 

I found that family obligation, i.e. prioritizing the needs and views of the 

family over one’s own, served both protective and harmful roles. On the one hand, 

higher levels of family obligation directly predicted lower levels of the p factor and 

specific internalizing and externalizing problems. This finding is consistent with 

studies showing that family-centered values (Corona et al., 2017; Milan & Wortel, 

2015), or community-centered values (Liu et al., 2017), reduce the risk of child 

mental health difficulties. On the other hand, the indirect effect of SLEs on the p 

factor and specific externalizing and attention factors scores was strongest at higher 

levels of family obligation. This finding replicates studies showing that higher 

family obligation in children and adolescents from low socioeconomic or ethnic 

minority backgrounds predicts a stronger relationship between SLEs and 

depression and anxiety symptoms (Milan & Wortel, 2015; Reid et al., 2018). 

The dual role of family obligation can be understood from a socio-cultural 

learning perspective (Fonagy et al., 2021). Prioritizing the family’s needs and views 

reflects an other-oriented focus that would allow families and groups more broadly 

to act and think together as a collective (Tuomela & Tuomela, 2005). When a child’s 

mind is recognized as part of a psychological collective, it fosters a special type of 

learning that marks the personal and communal relevance of what is being shared, 



   135 

 

i.e. cultural knowledges about the self, others, and world (Fonagy et al., 2015). When 

the social environment is relatively benign and attuned to the child’s experience, a 

sense of trust in social learning develops. Epistemic trust allows a child to update 

their understandings about themselves and others in an everchanging world, and 

avoid a rigidity in beliefs that results in dysregulated affect, behaviour, and thought 

(i.e. general psychopathology; Fonagy et al., 2017). However, when the social 

environment is misattuned and features adversity (e.g., stressful life events), the 

child who is oriented towards others will develop an aversion towards social 

learning (Fonagy et al., 2021). Epistemic mistrust prevents the child from updating 

their understandings of themselves and others because the source of learning–the 

social environment–is felt to be unsafe, but at the cost of being stuck in prior ways of 

thinking, feeling, and acting (Fonagy et al., 2019).  

It should be stressed the moderated mediation effect was small and requires 

replication. However, the effect did hold even after controlling for demographics, 

particularly racial background, since family obligation tends to be higher in ethnic 

minorities (Schwartz, 2007) and was so in Black and Hispanic Americans in our 

study. Still, the harmful nature of family obligation may not be due to social 

learning mechanisms as I have interpreted. Instead, children who are family-

focused and have been exposed to adversity may be more prone to mental health 

difficulties for fear of disapproval or prioritizing their own needs.  

2.5.4 Strengths and Limitations 

I replicated the mediating role of SLEs and moderating role of family 

obligation in a large, representative sample of older children, after testing for 

several confounds in sensitivity analyses. Using the bifactor model, I could estimate 
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associations with SES that are likely to be the product of the commonalities among 

child mental health difficulties (e.g., SES no longer significantly predicted 

internalizing and attention problems once its associations with the p factor were 

accounted for). Had I just used the correlated factors model, I might have concluded 

that SES predicts internalizing, externalizing, and attention domains equally.  

There are, however, disadvantages associated with our bifactor solution. 

Specific psychopathology factor scores showed poor reliability compared to 

recommended standards (Rodriguez et al., 2016). I therefore caution any firm 

conclusions from our analyses of specific factor scores, which might partially 

explain the lack of significant associations between SES and specific internalizing 

and attention factors. Furthermore, I did not validate our factors against external 

criteria, so cannot conclude with certainty that they reflect substantive constructs 

such as general dysregulation.  

One may also question our use of factor analysis for analyzing SES 

indicators. Some claim that composite measures of SES lose important information 

leading to false claims about the (lack of) relationship between SES and child mental 

health outcomes (Bradley & Corwyn, 2002). I analyzed SES indicators as a 

composite measure as well as separate but parallel predictors. While I found that 

certain indicators when analyzed separately were more consistently associated with 

psychopathology factor scores than others (e.g., household income, presence of 

partner, socioeconomic neighbourhood opportunities), both composite and separate 

SES indicators predicted a similar amount of variance.  

Markers of socioeconomic disadvantage tend to co-occur in reality: families 

with a low household income are also more likely to be single-parent households 

with a caregiver who has had fewer educational opportunities (Singh, 2003). The 
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same is true for SLEs: children with parents who have mental health difficulties are 

also more likely to be exposed to parental conflict, separation, and domestic 

violence (Lacey & Minnis, 2020). Yet, some markers of SES or SLEs may be more 

influential than others, such as a parent dying compared to a parent with a treatable 

illness. Factor models allow us to represent the overlap among indicators whilst 

weighting their relative importance.  

Still, our findings are limited to families who fall at the upper end of the SES 

spectrum; this may have weakened the associations between SES and 

psychopathology factors. Our of SES and SLEs are also limited to our ‘objective’ 

perspective as researchers, since I analyzed exposure to SLEs that match an 

established list of ACEs, and markers of SES agreed by researchers, such as 

household status. There is a growing body of research highlighting the importance 

of perceived SES (Quon & McGrath, 2014) and subjective SLEs (Danese & Widom, 

2020) in predicting mental health outcomes. Finally, I analyzed data collected 

during the Covid-19 pandemic in 2020. I cannot ignore the impact this may have 

had on children’s mental health outcomes, particularly those from lower 

socioeconomic backgrounds who have been disproportionately affected by the 

pandemic (de Figueiredo et al., 2021).  

2.5.5 Future Directions 

Although SES partially predicted child mental health outcomes via SLEs, not 

all children with exposure to SLEs reported more difficulties. This raises the 

question: how do SLEs translate into an increased risk for child mental health 

difficulties and what may buffer this process? Wade et al. (2021) showed that parent 

process variables such as maternal responsiveness and reflective functioning 
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mediated the links between SES and the p factor and specific internalizing and 

externalizing factors. We could hypothesize that children in the ABCD dataset who 

were exposed to more SLEs but whose caregivers were more responsive and 

reflective may have shown lower psychopathology scores.  

Nonetheless, we cannot assume that family processes like parental 

reflexivity affect all children in the same way; I found that the indirect effect of SLEs 

was stronger in children with a greater sense of duty towards the family. We can 

therefore ask what other cultural processes moderate the link between family 

process variables and psychopathology, including culturally-specific beliefs about 

mental health and help-seeking, different roles of family members in child 

socialization, and the child’s degree of independence vs. inter-dependence 

(Bornstein, 2013). The sooner we move towards culturally sensitive analyses and 

assessments, the better equipped we will be at understanding risk and resilience, 

and engaging families clinically from diverse backgrounds (Sanchez et al., 2022).  

2.5.6 Conclusions 

In all, socioeconomic disadvantage is associated with increased domain-

general and externalizing-specific difficulties in older children through increases in 

stressful life events. Children’s obligation to the family’s needs plays both protective 

and harmful roles, predicting lower levels of psychopathology overall, but 

amplifying the impact of socioeconomic disadvantage via increased stressful life 

events. 
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3.1 Abstract 

In this chapter, I offer a clinically informed critique of the quantitative 

methods used in this thesis, and the field of quantitative psychiatry more broadly. 

The reflections are a result of the conflict between my clinical training and my 

research training prior to that, where I optimistically applied quantitative models to 

examine questions around measurement in mental health (see Constantinou et al., 

2019; Constantinou et al., 2020). My experience of psychological measurement 

during my clinical training has alerted me to the messiness of the clinical situation 

and has forced me to evaluate some of my initial hopes for quantitative nosologies. 

Much of my thinking has been influenced by psychoanalytic readings and my more 

recent experience in psychoanalytic psychotherapy. My intention is not to pit 

quantitative approaches against psychoanalysis, research against practice, science 

against art. Such categories are false, and debates futile. My hope is to try and 

reconcile, or at least synthesise, the often-polarized views of my researcher and 

clinician identities. I evaluate quantitative nosologies using a clinical lens on three 

themes: methodology (e.g., limitations in the tools we use to estimate 

transdiagnostic factors), epistemology (e.g., biases in the way we conceptualize 

transdiagnostic factors), and application (e.g., limitations in applying 

transdiagnostic factors to practice).     

3.2 Quantitative Approaches to Psychopathology 

Quantitative approaches aim to classify how mental health problems or 

personality more broadly are structured (Blashfield, 2012). It is not enough to 

theorize that there are three types of personalities or difficulties (e.g., psychotic, 

borderline, and neurotic; Steiner, 2003). We need to test how these characteristics 
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arise in nature (Meehl, 1992), the same way a chemist would determine the type of 

element by testing its chemical makeup. While the chemist uses spectroscopy to 

infer the chemical bonds within matter based on how it behaves, the 

psychometrician uses factor analysis to infer the traits within a group of people 

based on how they respond to self-report measures. People respond in similar ways 

to certain groups of problems, e.g., people who meet the criteria for depressive 

disorders also tend to meet the criteria for anxiety disorders (Kessler, Chiu, Demler, 

& Walters, 2005). We can use people’s responses to clusters of problems to infer 

their position on an underlying continuous trait that is assumed to tie these 

problems together (e.g., internalizing). From this, we can determine a taxonomy or 

‘periodic table’ of traits that organize the types of mental health problems people 

can have. 

Quantitative nosologists have applied two types of structures or ‘period 

tables’ to psychopathology data over the last two decades. The first is the higher-

order model, in which there are at least two broader dimensions that tie together 

depressive, anxiety, somatic symptoms (e.g., internalizing) and antisocial behaviour 

and drug and alcohol dependence (e.g., externalizing; Krueger, Caspi, Moffit, & 

Silva, 1998). More recently, a higher-order ‘general psychopathology’ dimension 

was added to explain the fact that internalizing and externalizing dimensions also 

positively co-occur (e.g., people who score report more internalizing problems also 

tend to report more externalizing problems; Forbes et al., 2017).  

The second type of structure applied to psychopathology is the bifactor 

model, which, like the higher-order model, includes general psychopathology, 

internalizing, and externalizing factors (Caspi et al., 2014; Lahey et al., 2012). 

However, the difference is that the general psychopathology factor is assumed to 
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exist heterarchically alongside the internalizing and externalizing factors rather than 

hierarchically above them (Markon, 2019). That is, the general factor in the bifactor 

model reflects the way all symptoms tend to positively occur; the general factor in 

the higher-order model reflects the may internalizing and externalizing factors co-

occur. Consequently, the internalizing and externalizing factors in the bifactor 

model reflect the ways in which certain groups of symptoms tend to co-occur, after 

taking into account what all symptoms have in common. The two models are 

statistically similar but have different theoretical implications (van Bork, Epskamp, 

Rhemtulla, Borsboom, & van der Maas, 2017) and methodological challenges 

(Forbes et al., 2021). 

The higher-order model has inspired the ‘Hierarchical Taxonomy of 

Psychopathology’ (HiTOP), a conceptual map of the way in which symptoms 

coalescence into disorders, which in turn coalesce into narrower spectra up to the 

highest level of general psychopathology (Kotov et al., 2017). By contrast, the 

bifactor model has inspired a focus on the ‘p’ factor, a single dimension that capture 

people’s vulnerability to, or severity of, any and all forms of psychopathology 

(Caspi & Moffit, 2018). Both models are conceptually displayed in Figure 3.1. 

Theoretical and methodological differences aside, these models attempt to offer an 

alternative to current diagnostic nosologies which struggle to account for the high 

comorbidity rates among psychiatric diagnoses; high levels of heterogeneity within 

psychiatric diagnoses; the continuous rather than discrete nature of psychiatric 

difficulties; and the unreliability of clinical decisions regarding what constitutes a 

particular diagnosis and the threshold for meeting it (Kotov et al., 2021). 

Nonetheless, there has yet been a clinically informed response to quantitative 

nosologists about the challenge of applying quantitative models to clinical research 



   157 

 

and practice. I will now outline issues in three domains–methodological, 

epistemological, and practical–and challenges associated with each from a 

psychodynamic lens.  
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Figure 3.1  

Schematic of the higher-order (HiTOP) model and bifactor model adapted from Kotov et al. (2017) 
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3.3 Issue 1. Methodology 

 Transdiagnostic dimensions of psychopathology are currently estimated 

using self-report data from standardized questionnaires or interviews. The benefit 

of standardized instruments is that people’s responses can be systematically 

catalogued and efficiently compared with each other (Cronbach, 1970). Nonetheless, 

standardized self-report measures raise several challenges for dynamic assessors 

and psychometricians alike. For instance, people do not just respond to scale items 

with their experience; responses are also affected their experience of the question, 

the response format, and measurement setting (Frost et al., 2007).  

Self-report data are also affected by response styles. For example, people 

may underestimate the severity of their symptoms (compared to their observed 

level of functioning) due to a desire to present themselves in a socially desirable 

manner (Podsakoff, MacKenzie, & Podsakoff, 2012). Or they may over-estimate the 

severity of their symptoms due to a tendency to portray themselves negatively or to 

achieve some form of compensation (Podsakoff et al., 2012). People may also rely on 

the mid-point option (e.g., ‘Not Sure’), perhaps because they feel ambivalently 

about the question, they lack insight (and are aware of this), they have trouble 

describing their internal states (i.e. alexithymia), or may be unmotivated to complete 

the assessment (Podsakoff et al., 2012).  

Where the psychometrician and dynamic assessor differ is in what they do 

with these response styles. For the psychometrician, it is standard practice to view 

response styles as sources of noise that threaten the validity of item responses 

(Podsakoff, MacKenzie, Lee, & Podsakoff, 2003). Like other forms of confounding, 

the goal is to assess response styles–say though symptom validity checks–and 
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statistically control for their impact on the ‘true’ score (Giromini, Young, & Sellbom, 

2022). In contrast, for the dynamic assessor, the way someone responds gives 

meaning to the content of their responses; like the form and content of a poem, one 

cannot be understood without the other (Schafer, 1958). Response styles are shaped 

by the test situation which involves the respondent, tester, and their relationship. 

Both respondent and tester will bring phantasised and real reactions to the intimacy 

of assessing and being assessed, and their characteristic defences to manage the 

resulting anxieties (Schafer, 1954). Analyzing this rich source of information can 

deepen our understanding of test responses and hence the respondent’s internal 

world.  

The test situation cannot be underestimated. Experimental and social 

psychologists have paid dearly for overlooking the test situation and are struggling 

to replicate findings once taken as fact (Nosek et al., 2021). Some may ask: if the 

state-dependent aspects of the test situation are so influential, why are we able to 

estimate a p factor consistently over different test situations (see autoregressive 

coefficients in Part 2; McElroy, Belsky, Carragher, Fearon, & Patalay, 2018)? 

However, it is inaccurate to assume that the characteristics of the test situation are 

sporadic, as response styles also show consistency over time (Weijters, Geuens, & 

Schillewaert, 2010). What a psychometrician may treat as noise, a dynamic assessor 

treats as extensions of the respondent’s ego organization, which is stable in nature. 

Furthermore, there is no reason why we cannot apply principles of reliability when 

assessing people’s transient responses the test situation, e.g., by using a battery of 

tests and repeating tests over time (Schafer, 1953). 

Using standardized self-report measures to estimate transdiagnostic factors 

poses a conundrum to the dynamic assessor. We are using manifest content as 
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indicators (e.g., people’s conscious ratings) to estimate something like the p factor, 

which, ironically, is thought to reflect people’s latent vulnerability to mental ill-

health. Consider a patient who has a history of inpatient hospitalizations, and 

therefore shows a heightened vulnerability to mental health problems, but is 

functioning relatively well in the community. At the time of testing, they may report 

a low frequency and severity of symptoms, and hence a low p factor score, but this 

does not reflect their susceptibility to mental health difficulties should life turn for 

the worst.  

The psychometrician will argue that even though we use manifest content 

like conscious ratings to estimate latent variables, they ultimately reflect broader 

constructs that are irreducible to their indicators (Harman, 1960). Nonetheless, the 

strength of this argument is challenged by findings that problem areas differ in how 

strongly they represent the p factor; a truly detached latent variable should be 

invariant to its indicators (Spearman, 1927). Moreover, the strength with which 

different problems reflect the p factor changes depending on the sample 

characteristics and measures used (see Chapter 1; Levin-Aspenson, Watson, Clark, 

& Zimmerman, 2021).  

The relevance of response styles has in fact been acknowledged by 

quantitative nosologists. In their seminal paper, Lahey et al. (2012) suggested that 

even if the p factor reflects individual differences in a tendency to rate oneself 

unfavourably, this tendency may pose a general risk for common mental health 

problems (see also Seligman, Abramson, Semmel, & von Baeyer’s [1979] depressive 

attributional style). Unfortunately, there have been few attempts to assess this 

hypothesis, despite it being an opportunity for mixed-methods research to assess 

both the content and form of responses in psychiatric interviews (see Fonagy, 
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Target, Steele, & Steele [1998] and Fonagy et al., [2016] for examples of how 

observational ratings and criterion keying, respectively, can be used to assess 

reflective functioning). Until more process-based measures are used to complement 

factor analytic models, our findings will be limited to the shortcomings of 

structured test responses. 

3.4 Issue 2. Epistemology  

Psychoanalysis and quantitative approaches to mental health both seek to 

understand how the ego/personality is organized across levels of health or 

functioning. However, they come to these understandings using methods linked to 

different epistemological traditions. Psychoanalysis has long favoured case studies 

of patients, literature, and more recently, institutions, to explore subjective 

meanings and idiosyncratic narratives, in line with post-modernist and idiographic 

traditions (Siegel, 2006). By contrast, quantitative approaches tend to use statistical 

methods to falsify hypotheses, infer causal relationships, and generalize findings to 

the wider population, in line with positivist and nomothetic traditions (Molenaar, 

2004). 

Clinicians may feel that quantitative approaches like HiTOP are too far 

removed from the clinical situation, lacking the richness and uniqueness of people’s 

life stories. They may even berate quantitative approaches for lacking the essence of 

the unconscious and therefore have no place in psychoanalysis (Greene, 2000). I ask 

such readers to reflect on what might underpin their hesitancy or resentment, the 

same way they might reflect on unfavourable feelings towards a patient. After all, it 

is naïve to consider these approaches as diametrically opposed: quantitative 

research involves meaning-making in as much as case studies involve applying and 
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generalizing psychoanalytic theory (Luyten et al., 2006). Like Bornstein (2007), I 

consider these approaches to be different but complementary levels of analysis; the 

same way a concert musician uses both the conductor’s feedback and their 

experience of the musicians around them to guide their playing.   

 There are, however, tensions between these levels of analysis that need 

reconciling. Psychiatric symptoms and disorders tend to positively co-occur at the 

nomothetic or between-person level. For instance, people who report high (or low) 

levels of internalizing symptoms also tend to report high (or low) levels of 

externalizing symptoms (Krueger et al., 1998). However, at the idiographic or 

within-person level, internalizing and externalizing symptoms can negatively co-

occur or show non-linear associations (Reise, Ventura, Nuechterlein, & Kim, 2005). 

For example, someone who feels low and unmotivated may stabilize their mood 

through illicit substances, or they may use substances both when feeling low and 

when feeling euphoric. Positive associations among symptoms at the between-

person level do not appear to capture the dynamic interplay among symptoms at 

the within-person level.  

 Negative or non-linear associations among symptoms at the idiographic 

level do not contradict positive associations at the nomothetic level, as the latter 

provides a coarse summary of the former. For example, someone who cycles 

between low mood and substance misuse throughout the month will report a high 

occurrence of both symptoms over the entire month. However, a p factor estimated 

at the between-person level cannot explain why people differ in their rates of 

comorbidity; that is fundamentally a within-person explanation (Curran & Bauer, 

2010). Therefore, debates around whether p reflects a cause (i.e. latent vulnerability 

hypothesis; Caspi & Moffit, 2018) or a consequence (i.e. severity hypothesis; Smith, 
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Atkinson, Davis, Riley, & Oltmanns, 2020) of mental ill-health cannot be fully 

addressed at the between-person level.  

A similar critique can be made of classical drive theory. For example, self-

destructive behaviours inside the consulting room (e.g., the patient who gets worse 

after a seemingly enlightening interpretation) and outside of it (e.g., the patient who 

continuously enters relationships with abusive partners) may be explained by a 

death drive (Freud, 1920/1955). However, a death drive tells us little about why our 

patient appears to be drawn to abusive partners and not a harmful use of alcohol 

(though it might explain why another patient reports both). As a universal, 

between-person concept, a death drive explains everything yet nothing at all. We 

are also left needing to explain the origins of a death drive, Freud’s original 

explanation for which is far removed from current neurobiological thought 

(Kernberg, 2009).  

To investigate how and why someone develops the pattern of behaving and 

relating that they do, we require idiographic methods that map out the way that 

symptoms co-evolve for a person over time. Several statistical methods are available 

for analyzing covariation patterns in intensively sampled, personalized measures 

collected over time for single individuals, such as Vector Autoregression and Group 

Iterative Multiple Model Estimation (Beltz, Wright, Sprague, & Molenaar, 2016), 

Unified and Dynamic Factor Analysis (Piccirillo & Rodebaugh, 2019), and 

Personalized Network Models (Fisher, Reeves, Lawyer, Medaglia, & Rubel, 2017). 

These methods offer an opportunity to study the interplay of multiple symptoms at 

the individual level, as well as consistencies and differences at the group level, since 

idiographic and nomothetic are not distinct but are two complementary levels of 

analysis (Luyten et al., 2006; Wright & Zimmerman, 2019).  



   165 

 

To put it analytically, idiographic methods offer transdiagnostic research 

what Melanie Klein offered drive theory. Klein (1957) suggested, among other 

things, that aggression directed towards the self and others may be a consequence of 

the phantasized frustrations that arise from the inevitable lapses or failures in 

caregiving. In this explanation, the construct of interest (e.g., destructiveness) is 

explained from the (perceived) interactions between variables (e.g., the caregiver 

and infant), like how idiographic approaches explain the constituents of 

transdiagnostic factors from the interactions between symptoms. There is no need to 

explain (away) hostility with biology, such as a death drive or underlying 

vulnerability.  

Another tension linked to the positivist approach to mental health is the 

tendency to reify constructs. The p factor is no more than a summary variable of the 

associations among psychiatric problems (Constantinou & Fonagy, 2020), which 

does not necessarily reflect the causal processes underpinning these associations 

(Aristodemou & Fried, 2020). Yet, in our quest to find the neurobiological correlates 

of p (Zald & Lahey, 2017), there is a danger of treating transdiagnostic factors as if 

they exist in nature (Bonifay, Lane, & Reise, 2016). The same perversion occurs 

when we attempt to fit people into diagnostic categories or compare different 

brands of psychological therapy. In both cases, uncritical acceptance of our 

constructs blinds us the broader processes at play (e.g., shared mechanisms of 

distress or therapeutic change). Ironically, this is the kind of thinking that the p 

factor challenges because it represents processes that go beyond any single 

diagnostic entity. But the researcher is no less immune to the need for certainty than 

the clinician who labels their patients’ predicament, and in doing so, distances 

themselves from the underlying complexity.   
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In placing too much faith in constructs like the p factor, we risk inadvertently 

locating the severity of problems within people.7 We look for mechanisms within 

the individual, such as disordered thought processing (Caspi & Moffit, 2018) or 

impulsive responding to emotions (Carver, Johnson, & Timpano, 2017), and ignore 

contextual factors that influence people’s hardship. Yet, higher p scores are 

associated with environmental stress (see Chapter 2; Lynch, Sunderland, Newton, & 

Chapman, 2021), parental mental health difficulties (Martel et al., 2017), racial and 

peer victimization (Liu, Mustanski, Dick, Bolland, & Kertes, 2017; Schaefer et al., 

2018), and socio-economic disadvantage (see Part 2; Wade, Plamondon, & Jenkins, 

2021).  

The findings reviewed above suggest that the p factor partly captures 

variation in the lack of safety and stability in people’s environments, rather than 

purely a vulnerability inherent within people (Luyten & Fonagy, 2022). This is not 

to deny the importance of the constitutional factors: children’s self-regulatory and 

verbal abilities can moderate the association between socio-economic disadvantage 

and emotional and behavioural problems (Flouri, Midouhas, & Joshi, 2014).8 

However, we require a more transactional way of thinking about how the 

individual learns from and interacts with their environment (Fonagy et al., 2021; 

Sameroff, 2009). Put simply, there is no such thing as a p factor without a social 

context.  

 
7This is partly a reflection of a neo-liberal tradition to quantify resources or assets in people, 
products, and markets. 
8Of course, constructs such as self-regulation, verbal ability and the unconscious 
have undergone development in a particular environment, so they too are products 
of this person-context interaction. 
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3.5 Issue 3. Clinical Application 

Quantitative approaches to mental health are poised to revolutionise 

practice by offering clinicians a more holistic way of classifying patients’ difficulties 

(Kotov et al., 2021). Greater diagnostic precision could improve prognosis and 

encourage more tailored care to suit the needs of individual patients (Ruggero al., 

2019). Hopwood et al. (2019) and Rodriguez-Seijas, Eaton, and Krueger (2015) 

outlined a stepped approach to applying HiTOP in practice, where the highest 

levels of the hierarchy (e.g., p) are assessed first. For instance, patients can be 

screened with a measure of general functioning, which can guide the intensity of 

treatment offered (e.g., from guided self-help to inpatient stay). Depending on time 

and resources, clinicians could work their way down the hierarchy to further 

customize the intervention. For example, spectral level measures such as 

internalizing and antagonistic/disinhibited externalizing could inform us about the 

potential nature of the therapeutic relationship and stance clinicians may need to 

take to ensure engagement (e.g., directive vs. non-directive). Furthermore, 

syndrome-based measures such as depression or sleep disturbances could inform 

the specific targets of treatment. 

As it currently stands, the mechanisms that characterise higher-order 

dimensions like p, internalizing, and externalizing are not understood. Therefore, 

when we assess internalizing and externalizing in a patient with diagnoses of 

borderline personality disorder, generalized anxiety disorder, and depression (e.g., 

Rodriguez-Seijas et al., 2015), it is uncertain what we are in fact measuring. We 

might explain high levels of internalizing and externalizing as difficulties in 

emotion regulation and disinhibition which link these disorders together, but this is 

nothing more than re-expression of the symptomatology. Whilst there is an 
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advantage in assessing multiple problem domains, without a theoretical framework 

to understand the HiTOP dimensions, we are no better at describing the aetiology or 

mechanisms underlying a patient’s profile of distress than we are when using 

traditional diagnoses. HiTOP prides itself on being theoretically agnostic (Kotov et 

al., 2017), perhaps to its detriment. 

Some have argued that the Five Factor Model of Personality offers a 

theoretical framework for understanding the HiTOP dimensions (Widiger et al., 

2018). Higher-order psychopathology dimensions may be analogous to the five 

factor traits (e.g., internalizing-neuroticism, detachment-extraversion, antagonism-

agreeableness, disinhibition-conscientiousness, and openness to experience-

psychoticism (Kotov et al., 2021). The profile of personality traits reflected in 

psychopathology dimensions can help us understand the ‘character’ of a patient’s 

presenting difficulties (Shedler & Westen, 2007).  

Take, for example, a patient who struggles to maintain romantic 

relationships. They may, among other things, report feeling worthless, easily upset, 

and that they are generally to blame, which indicates an internalizing/neurotic 

organization. Another patient with the same difficulty in maintaining romantic 

relationships might instead report being argumentative, critical of others, and at 

times physically aggressive, which indicates a more antagonistic externalizing/non-

agreeable organization. This simplified example9 highlights how two people may 

manage that the same problem in different ways and probably require different 

therapeutic interventions. However, both presentations may be underpinned by 

 
9In practice, all trait domains would be evaluated.  
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common anxieties (e.g., fear of separation) represented at the level of p, which 

would also explain the way the same patient can oscillate between different ways of 

managing common anxieties (i.e. p) whilst defaulting to one defence more often (i.e. 

specific psychopathology factors).  

Whilst profiling people on the HiTOP dimensions can give us a better sense 

of their difficulties, piecing together how people’s scores relate their unique 

histories and relationships to ourselves and others requires the skill of clinical 

intuition (Shedler, 2015). Quantitative approaches to mental health pride themselves 

on being data-led and free from biases in judgement, but it is exactly this judgement 

and clinical sensibility that skilled clinicians use to understand people’s tragedy 

(Schafer, 1967). Clinical intuition is often considered to be unreliable compared to 

statistical prediction, but the methods used to evaluate clinical judgement may 

themselves be unreliable; in more applied contexts, clinical judgement can be 

reliable and valid (Westen & Weinberger, 2004). There are methods that quantify 

clinical judgement, making it accessible to statistical analysis (e.g., Q-analysis, 

Shedler-Westen Assessment of Personality; Shedler & Westen, 1998), but HiTOP is 

yet to integrate them. For HiTOP and similar quantitative approaches to be 

integrated into practice, clinicians must feel that these approaches complement their 

skillset, rather than usurp it, as was implied by past clinical manuals (Shedler, 2015).  

Another benefit of a hierarchical assessment of psychopathology is that we 

can examine the level(s) at which our intervention is taking effect. Current 

‘diagnosis-specific’ interventions may in fact work by influencing transdiagnostic 

factors (Rodriguez-Seijas et al., 2015). For example, Selective Serotonin Reuptake 

Inhibitors (SSRIs), which were initially developed for depression, can be effective in 

treating anxiety disorders, eating disorders, personality disorders, and 
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schizophrenia (Vaswani, Linda, & Ramesh, 2003), suggesting that SSRIs impact 

broader dimensions like neuroticism/internalizing (Zemestani, Ommati, Rezaei, & 

Gallagher, 2022). Moreover, equivalence among psychotherapies (i.e. the Dodo bird 

verdict; Luborsky et al., 2002) may be a result of common therapeutic processes 

affecting the p factor (Fonagy, Luyten, Campbell, & Allison, 2014). If treatments 

mainly target broader psychopathology dimensions, then we may have more 

success in developing transdiagnostic interventions rather than disorder-specific 

interventions. However, Hopwood et al. (2019) are careful to point out that 

mapping specific interventions onto the HiTOP dimensions is somewhat 

misleading, as interventions are not applied purely in practice and are often 

blended or used interchangeably with aspects of other interventions. 

An example of a transdiagnostic intervention is the Unified Protocol for 

Transdiagnostic Treatment of Emotional Disorders (Barlow et al., 2010) which 

targets shared processes across the internalizing spectrum, such as negative 

affectivity and emotional avoidance, with some success (Carlucci, Saggino, & 

Balsamo, 2021; Sakiris & Berle, 2019). I would argue, however, that there is no such 

thing as a transdiagnostic intervention: the distinction between “transdiagnostic” 

and “disorder-specific” is a matter of language rather than praxis. An intervention 

that targets common processes across disorders (e.g., emotion regulation) is still 

delivered through a specific means, often pre-existing techniques. For instance, 

intervention modules in the Unified Protocol are focused on emotions rather than 

symptoms but feature the core components of a disorder-specific CBT intervention, 

like psychoeducation on the links between thoughts, feelings, behaviours and the 

body; identifying maladaptive appraisals linked to physiological experiences; 

exposure to aversive experiences; and managing behavioural avoidance. What 
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differs is the framing of the difficulty (e.g., from symptoms to emotions) and the 

presentations it is applied to (e.g., beyond depression and anxiety to eating 

disorders, BPD, etc.). This would explain why the Unified Protocol shows 

equivalence, rather than superiority, to active controls like disorder-specific CBT in 

randomized controlled trials (Barlow et al., 2017; Eustis et al., 2020).  

If quantitative approaches to psychopathology only offer a difference in 

language rather than praxis, we are left with a stark, perhaps cynical, conclusion: 

quantitative approaches do not fundamentally change practice. As Zimmerman 

(2021) put it, “I would expect that the treatment of most patients would be the same 

regardless of the diagnostic approach. For example, selective serotonin reuptake 

inhibitors and serotonin-norepinephrine reuptake inhibitors will be prescribed 

whether patients were diagnosed with major depressive disorder or generalized 

anxiety disorder, or have elevated scores on an internalizing dimension with high 

scores on depression or fear subfactors” (p. 71). Along similar lines, we can ask 

whether practice has changed since routine outcome measures that capture 

transdiagnostic factors, like the Child Behavior Checklist (Achenbach & Rescorla, 

2001) and Strengths and Difficulties Questionnaire (Goodman, 1997), became 

mainstream in child and adolescent mental health services (Callaghan, Fellin, & 

Warner-Gale, 2017; Hall et al., 2014). As Zimmerman noted, around half of people 

will get better regardless of how they are assessed, and a small but significant 

portion of service users will not respond to treatment. 

To understand why some people do not respond to treatment, we need to go 

beyond current systems of thinking about diagnoses and therapies. All forms of 

assessment and intervention, including pharmacotherapies, occur within a 

relational context. Something is communicated between clinician and patient when 
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questions are asked in a clinical interview, an interpretation is offered in 

psychotherapy, or a pharmacologic agent is prescribed. The way the communicated 

message is experienced will be influenced by the person’s earliest experiences of 

communication about themselves, the world, and the cultural sphere (Fonagy et al., 

2021). For example, the patient who experienced a caregiver as overly involved and 

protective may experience a clinician who asks about the HiTOP spectra as prying 

and intrusive. Or the patient who was never allowed a say in the family may 

experience the calming effects of anxiolytics as silencing and restrictive.  

If we want to change practice for the better and reach those who feel they 

have not been understood–or worse, may not even approach services–then 

understanding how people are oriented to communication is critical, as we are 

ultimately communicating a different understanding of their suffering and an 

alternative way of living (Allen, 2016; Fonagy & Allison, 2014). Some may develop 

an openness to learning from experience that challenges deep-seated phantasies. 

Others may continue to project their phantasies onto their experiences in a way that 

makes them mistrustful of, overly dependent on, or ambivalent to the messages 

communicated. The benefits of being understood by another are not reaped. A truly 

hierarchical analysis of communication would examine the way in which personal, 

familial, cultural, and socio-political forces shape a person’s experience of 

communication. 

3.6 Conclusions 

 In this essay, I have tried to critique modern approaches to quantifying 

psychopathology using more classical thought from the psychoanalytic tradition. 

The methodological, epistemological, and clinical issues discussed are all governed 
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by an overarching issue: the research-practice gap. At times I have presented this 

gap as insoluble, like two percepts of an illusion that cannot be seen simultaneously. 

At other times, I have presented methods and approaches that can bridge the gap, 

including process-based assessment, idiographic and transactional analyses, and a 

shift towards understanding the functional basis of our assessment and treatment 

methods. There is no reason why separatist and integrationist attitudes towards the 

research-practice gap should be opposing. It is not possible for research to fully 

capture the clinical context and vice versa, nor is it the goal I would argue. Both the 

randomized clinical trial and case-study serve different but equally useful purposes. 

The bifactor model not only offers us a way of operationalizing the general and 

specific characteristics of mental health, but it also offers us a way of thinking more 

dialectically, in that different levels of analysis can co-exist. The more we become 

aware of our current system of knowledge and practice, the more freedom we have 

to change it rather than repeat patterns of old.  
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1.1 Model-based Reliability Indices 

1.1.1 Explained Common Variance (ECV)  

ECV can be calculated from a standardized factor loading matrix made up of 

a general factor (G) and three specific factors (S1, S2, S3) as follows: 

𝐸𝐶𝑉 = 
(∑𝜆𝐺

2 )

(∑𝜆𝐺
2 ) + (∑ 𝜆𝑆1

2 ) + (∑ 𝜆𝑆2

2 ) + (∑ 𝜆𝑆3

2 ) 
, 

where the sum of squared general factor loadings is divided by the sum of squared 

general and specific factor loadings (i.e. the total modelled variance; Rodriguez, 

Reise, & Haviland, 2016b). 

 ECV-subscale can be used to compute the proportion of modelled variance 

explained by a given specific factor, in this case S1, relative to the variance explained 

by all factors, for example:  

𝐸𝐶𝑉𝑠 = 
(∑ 𝜆𝑆1

2 )

(∑𝜆𝐺
2 ) + (∑𝜆𝑆1
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2 )
, 

where the sum of squared factor loadings for a specific factor of interest is divided 

by the total modelled variance (Stucky & Edelen, 2015).  

1.1.2 Coefficient Omega (ω) 

Omega can be calculated from a standardized factor loading matrix made up 

of a general factor (G) and three specific factors (S1, S2, S3) as follows: 

𝜔 = 
(∑𝜆𝐺)
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+ (∑𝜆𝑆1
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2
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where the squared sum of factor loadings for the general and specific factors (i.e. the 

common variance) is divided by the squared sum of the common variance plus the 

unique or error variance (i.e. total variance).  

1.1.3 Omega hierarchical (ωH) 

Suppose we wanted to determine the proportion of variance in observed 

total scores attributable to the general factor alone. Using the same example above 

with one general factor and three specific factors, we could calculate omega 

hierarchical as follows:  

𝜔𝐻 = 
(∑𝜆𝐺)

2

(∑𝜆𝐺)
2
+ (∑𝜆𝑆1

)
2
+ (∑𝜆𝑆2

)
2
+ (∑𝜆𝑆3

)
2
+ (∑1 − ℎ2)

, 

where the squared sum of factor loadings for the general factor alone is divided by 

the total variance, with the variance associated with specific factors now treated as 

error. We can also determine the proportion of reliable variance (i.e. error-free 

variance) in total scores attributable to the general factor by dividing omega 

hierarchical by omega, which is known as relative omega (Dueber, 2017; Rodriguez 

et al., 2016b).  

 These principles can also be applied to specific factors. For example, we can 

calculate the proportion of variance in observed subscale scores attributable to the 

general factor and a specific factor of interest with omega-subscale: 

ω𝑆 = 
(∑ 𝜆𝐺)

2
+ (∑𝜆𝑆𝑖

)
2

(∑𝜆𝐺)
2
+ (∑𝜆𝑆𝑖

)
2
+ (∑1 − ℎ2)

. 
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Similarly, we can determine the proportion of variance in observed subscale 

scores attributable to a given specific factor while controlling for the general factor 

using omega hierarchical-subscale (ωHS): 

ω𝐻𝑆 = 
(∑𝜆𝑆𝑖

)
2

(∑𝜆𝐺)
2
+ (∑𝜆𝑆𝑖

)
2
+ (∑1 − ℎ2)

. 

Again, by dividing omega hierarchical-subscale by omega-subscale, we can 

determine the relative omega-specific, i.e. the proportion of reliable variance in 

subscale scores attributable to a specific factor of interest. 

1.1.4 Construct Reliability (H) 

H can be estimated for a given factor using standardized factor loadings as 

follows: 

𝐻 = 1/

[
 
 
 
 

1 +
1

∑
𝜆𝑖

2

1 − 𝜆𝑖
2

𝐾
𝑖=1 ]

 
 
 
 

, 

where the denominator reflects the sum of the ratios between each item’s squared 

factor loading (i.e. proportion of variance explained by the factor) and the 

complement of each item’s squared factor loading (i.e. the proportion of variance 

unexplained explained by the factor). The other calculations ensure that H ranges 

from 0-1, with higher scores indicating that a factor is more well-defined by a given 

set of indicators. H increases as the number of items and their loading strength 

increases.  
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1.1.5 Factor Score Determinacy (FD) 

Factor scores are inherently ‘indeterminate’, i.e. for any set of factor scores 

estimated, there exists a different set of scores that could be derived from the same 

factor loading matrix (Gutmann, 1955). Factor determinacy (FD) is the reliability of 

factor scores, or the extent to which factor scores are good estimates of individual 

differences on the factor (Grice, 2001). FD can be calculated from the model-implied 

correlation matrix with the following formula:  

𝐹𝐷 = 𝑑𝑖𝑎𝑔(𝚽𝚲𝑇𝚺−1𝚲𝚽)1/2, 

where Φ is a k×k matrix of factor correlations, Λ is a j×k factor loading matrix, and Σ 

is a k×k matrix of the model-implied factor correlations. FD values range from 0-1 

and represent the correlation between the factor and factor scores.  

1.1.6 Percentage of Uncontaminated Correlations (PUC) 

PUC is estimated by first calculating the number of unique correlations 

among indicators, 𝑝(𝑝 − 1)/2, where 𝑝 is the number of indicators. In the example 

with one general factor and three specific factors, if there were 12 items, then there 

will be 66 unique correlations ([12*11]/2). Correlations between items within a 

specific factor (i.e. ‘within-factor’ correlations) can be explained by both the general 

and specific factors. However, correlations between indicators from different 

specific factors (i.e. ‘between-factor’ correlations) can only be explained by the 

general factor. We can calculate the proportion of unique correlations that are solely 

explained by the general factor, relative to the correlations explained by the general 

and specific factors using the following formula: 
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𝑃𝑈𝐶 =  1 −
∑ 𝑆𝑖(𝑝𝑖(𝑝𝑖 − 1)/2)3

𝑖=1

𝑝(𝑝 − 1)/2
, 

where the numerator reflects the number of unique correlations that can be 

explained by the specific (and general) factors, and the denominator reflects the 

total number of unique correlations. The remainder of correlations would naturally 

be informed by the general factor alone, so we take the complement of the 

proportion. Continuing our example, if there were three specific factors with four 

loadings each, then 18 of the 66 unique correlations would be explained by the 

specific factors. Therefore, 27% of the unique correlations are ‘contaminated’ by 

multidimensionality, leaving 73% of the unique correlations to be explained by the 

general factor alone. 

PUC is largest when there are multiple specific factors, each with a small 

number of loadings, because this increases the number of between-factor 

correlations that can be uniquely explained by the general factor compared to the 

number of within-factor correlations can be explained by both the general and 

specific factors.  See Appendix 1.1 for a more detailed description of the model-

based indices. 

1.2 Model Description 

1.2.1 Meta-Analysis 

Fixed-effect models assume that each study approximates one, true 

reliability parameter in the population (e.g., the p factor has a fixed level of 

reliability in the population). Studies vary in their reliability estimates because of 

sampling and measurement error; no study captures the population parameter 

perfectly. However, this within-study variability is minimized when estimates are 
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aggregated across multiple studies, which ultimately converge towards the 

population parameter. The observed reliability coefficient, 𝜌̂, for a given study, i¸ in 

a fixed-effect model is as follows: 

𝜌̂𝑖 =  𝜌 + 𝜀𝑖 , 

where 𝜌 is the true reliability score in the population and 𝜀𝑖 is the within-study error 

(i.e. the difference between the true and observed reliability scores due to sampling 

and measurement error). 

By contrast, random-effects models assume that each study approximates a 

reliability parameter from a range of possible populations (e.g., the p factor’s 

reliability can vary depending on the population it is sampled from). There is no 

single population reliability, but multiple reliabilities from a range of populations. 

There may be overlap between these populations, but the aim is to estimate a 

distribution of true reliability coefficients from a randomly selected sample of 

studies that vary in their estimates due to 1) varying population characteristics (i.e. 

between-study variability) and 2) sampling and measurement error (i.e. within-

study variability). The observed reliability coefficient in a random-effects model is 

expressed as follows: 

𝜌̂𝑖 = 𝜇𝜌+ 𝜉𝑖 + 𝜀𝑖 , 

where 𝜇𝜌 is the mean of the population reliability parameters and 𝜉𝑖 is the between-

study variability (i.e. the difference between the population estimate and the 

population mean). The between-study variability is assumed to be normally 

distributed with a variance of 𝜏2, e.g., 𝜉𝑖~𝑁(0, 𝜏2). The within-study variability, 𝜀𝑖, is 
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the same as in the fixed-effect model (i.e. the difference between the true and 

observed reliability scores for a given study). 

Random-effects models are multilevel in nature as they incorporate multiple, 

nested sources of variability. Take, for instance, the random-effects model described 

above. There are two sources of variance: the within-study variance and between-

study variance. We can think of these sources as two levels of analysis. At the lowest 

level, there is the variability within each study (level 1). Each study also serves as a 

larger unit that can be compared with other studies (level 2). Therefore, a standard 

random-effects meta-analysis is equivalent to a two-level multilevel model.  

Some studies in this meta-analysis reported multiple factor loading matrices, 

either because they ran a bifactor analysis for multiple samples or the same sample 

at different time-points. Analyzing each study as independent violates our model 

assumptions and can bias standard errors due to dependences within studies. We 

can, however, model these dependencies as another level of analysis in our meta-

analysis. For instance, when analysing the model-based reliabilities of p factors 

across studies, each study measures p with its own level of error (e.g., sampling and 

measurement error; level 1), some studies will contribute multiple p factor estimates 

which will vary among themselves (level 2), and all studies will vary in their p 

factor estimates due to sampling for multiple populations (level 3). We therefore 

have a three-level random-effects model, which can be expressed as follows: 

Level 1: Within-study variability 

𝜌̂𝑖𝑗 = 𝜌𝑖𝑗 + 𝜀𝑖𝑗 , 
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which is the same as the fixed-effect estimate described above, except that we use 

𝜌𝑖𝑗 rather than 𝜌 to denote that there are multiple ‘true’ effect sizes for each study, 𝑖, 

within each time-point/sample reported by a study, 𝑗. 𝜀𝑖𝑗 reflects the level 1 

variability within each study estimate due to sampling and measurement error.  

Level 2: Between sample/time-point variability 

𝜌𝑖𝑗 = 𝜅𝑗 + 𝜉𝑖𝑗, 

where 𝜅𝑗 is the reliability estimate pooled across time-points/samples for a given 

study, and  𝜉𝑖𝑗 reflects the level 2 variability among time-points/samples within a 

given study (i.e. within-study heterogeneity). 

Level 3: Between-study variability 

𝜅𝑗 =  𝜇 + 𝜉𝑗, 

where 𝜇 is population reliability averaged across studies and 𝜉𝑗 is the level 3 

variability across clusters of time-points/samples (i.e. between-study 

heterogeneity).  

 Notice how each estimate of 𝜌̂𝑖𝑗 is defined at each additional level, e.g., 𝜌𝑖𝑗 is 

defined by 𝜅𝑗 + 𝜉𝑖𝑗 , and 𝜅𝑗 is defined by 𝜇 + 𝜉𝑗. The fully nested structure of a 

multilevel (random-effects) model for a given reliability estimate for the p factor is 

expressed as: 

𝜌̂𝑖𝑗 =  𝜇 + 𝜉𝑗 + 𝜉𝑖𝑗 + 𝜀𝑖𝑗 . 

 Each study also reported factor loadings for at least two specific factors. This 

adds an additional source of variability (e.g., variability between specific factor 
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reliability estimates within a study). I therefore estimated a four-level model for 

specific factors, summarized as follows:  

𝜌̂𝑖𝑠𝑗 =  𝜇 + 𝜉𝑗 + 𝜉𝑠𝑗 + 𝜉𝑖𝑠𝑗 + 𝜀𝑖𝑠𝑗, 

where 𝜇 is the population reliability averaged over specific factors across studies, 𝜉𝑗 

is the level 4 variability across clusters of time-points/samples (hence between 

studies); 𝜉𝑠𝑗 is the level 3 variability among time-points/samples within a given 

study (i.e. between-sample heterogeneity); 𝜉𝑖𝑠𝑗 is the level 2 variability among 

specific factors within a time-point/sample for a given study (i.e. between-specific 

factor heterogeneity); and 𝜀𝑖𝑠𝑗,is the variability within each study estimate due to 

sampling and measurement error (i.e. within-study heterogeneity, which is 

synonymous with the variability within a specific factor estimate).  

 To summarize, I estimated a three-level model for each p factor reliability 

estimates, with random effects around the study estimates and the sample/time-

point and a four-level model for the specific factor reliability estimates, with 

random effects around the study estimates, sample/time-point estimates, and 

specific factors. 

1.2.2 Meta-Regression 

 In meta-regression, we regress the observed effect size, in the case a 

reliability coefficient, 𝜌, onto study-level predictors (continuous or categorical). We 

can add predictors to the three-level random-effects model predicting the p factor 

reliabilities as follows:  

𝜌̂𝑖𝑗 =  𝜇 + 𝛽𝑥1𝑗
…+ 𝛽𝑥𝑘𝑗

+ 𝜉𝑗 + 𝜉𝑖𝑗 + 𝜀𝑖𝑗 , 
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where 𝜇 is population reliability pooled across studies, 𝛽𝑥1𝑗
 is the predicted change 

in p factor reliability with a one-unit increase in predictor 𝑥1𝑗 holding k predictors 

constant, for study, 𝑗, 𝜉𝑗 is the between-study (level 3) variability, 𝜉𝑖𝑗 is the between-

sample (level 2) variability, and 𝜀𝑖𝑗 is the within-study (level 1) variability.  

 This is technically a mixed-effects multilevel meta-regression model, as it 

includes both fixed-effects (e.g., 𝛽𝑥𝑗
, since predictors are ‘fixed’ for each study) and 

random-effects (e.g.,  𝜉𝑗 , 𝜉𝑖𝑗). Predictors could also vary at the between-sample level 

(e.g., differences between samples or time-varying predictors within a given study 

or 𝛽𝑥𝑖𝑗
) though I did not include any in my models. By introducing fixed-effect 

predictors into the model, we aim to reduce or explain the random-effects, hence 

between-study heterogeneity (e.g., 𝜏2). We can do the same thing for the four-level 

random effects model predicting variability in specific factor reliabilities:  

𝜌̂𝑖𝑠𝑗 =  𝜇 + 𝛽𝑥1𝑗
…+ 𝛽𝑥𝑘𝑗

+ 𝜉𝑗 + 𝜉𝑠𝑗 + 𝜉𝑖𝑠𝑗 + 𝜀𝑖𝑠𝑗, 

where in addition to the coefficients described above, 𝜉𝑗 is the between-study (level 

4) variability, 𝜉𝑠𝑗 is the between-sample (level 3) variability, 𝜉𝑖𝑠𝑗 is the between-

specific factor (level 2) variability, and 𝜀𝑖𝑠𝑗,is the within-study (level 1) variability. 
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Table A1.1  

Pooled p factor reliability estimates (ρ), including Bonett transformed (BT), Hakstian-Whallen T transformed (T), and raw estimates 

Reliability Index  ρ 95% CI 95% PI Q Level I2 τ2 

ECV        
     BT .61*** .58-.64 .25-.80 15,677.10*** 1 .34% 0.04 x 10-2 
     2 21% 0.02 
     3 79% 0.09 
        
     T .61*** .58-.64 .29-.81 14,920.81*** 1 .29% 0.05 x 10-3 
     2 21% 0.01 x 10-1 
     3 79% 0.05 x 10-1 
        
     Raw .59*** .56-.63 .34-.85 14,180.05*** 1 .34% 0.05 x 10-4 
     2 23% 0.04 x 10-1 
     3 77% 0.01 
        
ω        
     BT .94*** .92-.95 .62-.99 65,312.56*** 1 .05% 0.04 x 10-2 
     2 3% 0.03 
     3 97% 0.82 
        
     T .93*** .91-.94 .72-1 82,243.46*** 1 .04% 0.06 x 10-5 

     2 3% 0.05 x 10-2 
     3 97% 0.01 
        
     Raw .91*** .89-.93 .76-1 135,609.17*** 1 .01% 0.02 x 10-2 
     2 3% 0.06 x 10-1 

     3 97% 0.01 
        
ωH        
     BT .78*** .74-.81 .19.-94 44,070.81*** 1 .09% 0.04 x 10-2 
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     2 14% 0.37 
     3 85% 0.06 
        
     T .77*** .73-.80 .36-.95 50,220.82*** 1 .10% 0.05 x 10-3 
     2 16% 0.03 x 10-1 
     3 84% 0.01 
        
     Raw .74*** .70-.77 .46-1 84,197.13*** 1 .05% 0.01 x 10-3 
     2 19% 0.04 x 10-1 
     3 81% 0.02 
        
Relative ω        
     BT 0.84*** .81-.87 .37-.96 54,865.53*** 1 .08% 0.03 x 10-2 

     2 19% 0.10 
     3 80% 0.39 
        
     T 0.83*** .80-.85 .51-.97 58,486.29*** 1 .09% 0.01 x 10-3 

     2 23% 0.03 x 10-1 

     3 76% 0.01 
        
     Raw 0.81*** .78-.83 .59-1 92,694.53*** 1 .04% 0.05 x 10-4 

     2 31% 0.04 x 10-1 
     3 69% 0.01 
        
H        
     BT .92*** .90-.94 .51-.99 75,132.45*** 1 .04 0.04 x 10-2 
     2 7% 0.06 
     3 93% 0.83 
        
     T .91*** .89-.93 .66-.99 90,618.09*** 1 .04% 0.07 x 10-3 
     2 6% 0.01 x 10-1 
     3 94% 0.02 
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     Raw .89*** .87-.91 .72-1 151,500.46*** 1 .01% 0.09 x 10-4 
     2 3% 0.02 x 10-2 
     3 97% 0.07 x 10-1 
        
FD        
     BT .95*** .94-.96 .69-.99 103,399.53*** 1 .04% 0.04 x 10-2 
     2 45% 0.38 
     3 55% 0.47 
        
     T .94*** .93-.95 .77-.99 89,660.33*** 1 .05% 0.06 x 10-3 

     2 41% 0.05 x 10-1 
     3 59% 0.08 x 10-1 
        
     Raw .93*** .91-.94 .82-1 88,682.21*** 1 .02% 0.05 x 10-3 
     2 34% 0.01 x 10-1 
     3 66% 0.02 x 10-1 

Note. Reliability estimates, confidence intervals, and prediction intervals have been back-transformed to the original reliability 
index scale. Heterogeneity estimates (τ2) remain in the transformed (or raw) scale. There were 97 entries at level 1/2, and 68 at level 
3. CI = confidence interval; ECV = Explained Common Variance; FD = Factor Determinacy; H = Construct Reliability; I2 = 
percentage of between-study heterogeneity; ω = Coefficient Omega; ωH = Coefficient Omega Hierarchical; ρ = pooled reliability 
estimate; PI = prediction interval; Q = Cochran’s Q statistic; τ2 = between-study variance component. 
***p < .001 
**p < .01 
*p < .05 
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Table A1.2  

Pooled specific psychopathology factor reliability estimates (ρ), including Bonett transformed (BT), Hakstian-Whallen T transformed (T), and 
raw estimates 

Reliability Index  ρ 95% CI 95% PI Q Level I2 τ2 

ECVs        
     BT .16*** .14-.17 0-.31 11,957.13*** 1 3% 0.03 x 10-2 
     2 28% 0.03 x 10-1 
     3 0% 0.07 

     4 69% 0.07 x 10-1 
        
     T .15*** .14-.17 0-.31 12,237.94*** 1 3% 0.03 x 10-3 
     2 29% 0.03 x 10-2 
     3 0% 0.02 x 10-10 
     4 69% 0.07 x 10-2 
        
     Raw .15*** .14-.17 0-.32 12,723.25*** 1 3% 0.02 x 10-2 
     2 28% 0.02 x 10-1 
     3 0% 0.07 x 10-10 

     4 68% 0.05 x 10-1 
        
ωS        
     BT .87*** .85-.89 .48-.97 212,515.96*** 1 .06% 0.02 x 10-2 
     2 36% 0.17 
     3 0% 0.01 x 10-9 

     4 64% 0.31 
        
     T .86*** .84-.88 .57-.98 226,561.35*** 1 .05% 0.08 x 10-4 

     2 29% 0.04 x 10-1 

     3 0% 0.04 x 10-10 

     4 71% 0.01 
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     Raw .84*** .81-.86 .61-1 254,470.48*** 1 .02% 0.03 x 10-4 
     2 18% 0.02 x 10-1 

     3 0% 0.03 x 10-10 
     4 82% 0.01 
        
ωHS        
     BT .39*** .34-.42 0-.71 212,373.25*** 1 .19% 0.03 x 10-2 

     2 74% 0.11 
     3 0% 0.07 x 10-9 

     4 26% 0.20 
        
     T .37*** .33-.41 0-.71 234,204.44*** 1 .22% 0.02 x 10-3 

     2 72% 0.07 x 10-1 

     3 0% 0.01 x 10-9 

     4 27% 0.03 x 10-1 

        
     Raw .35*** .32-.39 0-.74 270,881.10*** 1 .21% 0.08 x 10-3 

     2 72% 0.03 
     3 0% 0.01 x 10-9 

     4 28% 0.01 
        
Relative ωS        
     BT .49*** .43-.54 0-.87 424,080.07*** 1 .06% 0.03 x 10-2 

     2 81% 0.40 
     3 0% 0.06 x 10-8 

     4 19% 0.09 
        
     T .46*** .41-.51 0-.85 592,669.03***, 1 .09% 0.02 x 10-3 

     2 78% 0.02 
     3 0% 0.02 x 10-9 

     4 22% 0.05 x 10-1 

        
     Raw .42*** .38-.46 0-.88 1,045,600.15*** 1 .02% 0.01 x 10-3 
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     2 76% 0.04 
     3 0% 0.06 x 10-10 

     4 24% 0.01 
        
H        
     BT .70*** .66-.74 0-.92 445,347.62*** 

 
1 .07% 0.03 x 10-2 

     2 41% 0.17 
     3 0% 0.04 x 10-8 
     4 59% 0.24 
        
     T .68*** .65-.72 .17-.92 499,974.84*** 1 .09% 0.01 x 10-3 

     2 41% 0.07 x 10-1 

     3 0% 0.03 x 10-9 

     4 59% 0.01 
        
     Raw .65*** .62-.69 .31-.99 542,959.26*** 1 .05% 0.02 x 10-3 

     2 44% 0.01 
     3 0% 0.06 x 10-9 

     4 55% 0.02 
        
FD        
     BT .87*** .85-.89 .44-.97 421,266.75*** 

 
1 .05% 0.03 x 10-2 

     2 46% 0.26 
     3 0 0.04 x 10-5 
     4 54% 0.30 
        
     T .86*** .84-.88 .57-.98 470,003.88*** 1 .06% 0 
     2 43% .06 x 10-1 

     3 0% 0.02 x 10-9 

     4 57% 0.08 x 10-2 
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     Raw .86*** .81-.86 .63-1 551,244.43*** 
 

1 .03% 0.03 x 10-4 

     2 40% 0.04 x 10-1 

     3 0% 0.01 x 10-9 

     4 60% 0.06 x 10-1 

Note. Reliability estimates, confidence intervals, and prediction intervals have been back-transformed to the original reliability index scale. 
Heterogeneity estimates (τ2) remain in the transformed (or raw) scale. There were 330 entries at level 1/2, 68 at level 3, and 97 at level 4. CI = 
confidence interval; ECVs = Explained Common Variance-specific; FD = Factor Determinacy; H = Construct Reliability; I2 = percentage of 
between-study heterogeneity; ωs = Coefficient Omega-specific; ωH = Coefficient Omega Hierarchical-specific; ρ = pooled reliability estimate; PI 
= prediction interval; Q = Cochran’s Q statistic; τ2 = between-study variance component. 
***p < .001 
**p < .01 
*p < .05 
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Table A1.3  

Spearman’s Rho Correlation Coefficients Among p Factor or (/) specific factor reliability indices 

 ECV/ECVs ωHS/ωHs H 

ωH/ωHS 0.77/.46   
H 0.43/.60 0.83/.72  
FD 0.45/.39 0.77/.52 0.86/.83 

Note. All r coefficients were significant at p < .001. ECV = Explained Common Variance; FD = Factor Determinacy; H = Construct Reliability; ωH 
= Coefficient Omega Hierarchical. 
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Table A1.4 

Spearman’s Rho correlation coefficients among categorical and continuous method variables 

Method Variable 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1. Self v. other –              
2. Questionnaire v. interview -0.12 –             
3. Disorder v. symptom level 0.00 0.54 –            
4. Europe, Aus, & SA v. North America -0.23 -0.15 -0.20 –           
5. PUC -0.26 -0.16 -0.25 0.09 –          
6. Publication date 0.00 0.14 0.28 -0.22 -0.23 –         
7. Community v. population -0.08 0.19 0.12 0.15 0.11 0.13 –        
8. Community v. clinical -0.12 -0.04 -0.01 0.20 0.14 -0.03 -0.22 –       
9. Multiple v. single measures -0.27 -0.07 0.14 -0.01 -0.06 0.09 -0.06 -0.20 –      
10. Ordinal v. binary indicator 0.20 -0.41 -0.18 0.09 -0.07 -0.11 -0.16 -0.17 0.16 –     
11. WLSMV v. MLR/Bayes 0.13 0.09 0.39 0.05 -0.10 -0.18 -0.06 -0.11 0.19 0.17 –    
12. N -0.18 0.13 -0.10 0.00 0.10 -0.06 0.46 -0.27 -0.04 -0.48 -0.20 –   
13. Age -0.69 0.20 0.13 0.28 0.32 0.02 0.23 0.18 0.06 -0.31 -0.07 0.24 –  
14. Number of Items -0.11 -0.31 -0.85 0.19 0.34 -0.34 -0.06 0.03 -0.26 0.00 -0.47 0.18 0.04 – 

Note. Aus = Australasia; MLR = Robust Maximum Likelihood estimator; N = sample size; PUC = Percentage of Uncontaminated Correlations; 
SA = South Africa; WLSMV = Weighted Least Squares Means and Variances estimator. 
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Table A1.5  

Multilevel meta-regression coefficients for the method variables predicting p factor reliability indices 

Predictor β (Ustd) β (Trans) SE z p 95% CI 
ECV       

     Intercept 0.56 0.81 0.12 6.69 <.001 0.57, 1.05 
     PUC (centered) 0.22 0.70 0.31 2.24 0.025 0.09, 1.31 
     Publication date (log) -0.02 -0.04 0.06 -0.61 0.542 -0.16, 0.08 
     Respondent (self v. other) -0.05 -0.10 0.08 -1.23 0.220 -0.27, 0.06 
     Questionnaire (v. interview) 0.07 0.17 0.08 2.05 0.041 0.01, 0.34 
     Sample (v. community)       
           Clinical -0.03 -0.06 0.09 -0.64 0.523 -0.25, 0.13 
           Population 0.10 0.26 0.11 2.38 0.017 0.05, 0.47 
     Multiple measures (v. single)  -0.06 -0.12 0.09 -1.34 0.181 -0.29, 0.05 
     Ordinal indicators (v. binary) 0.08 0.19 0.09 2.11 0.035 0.01, 0.37 
     Europe, Aus, & SA (v. North America) -0.02 -0.04 0.09 -0.43 0.667 -0.21, 0.13 
     MLR/Bayes (vs. WLSMV) -0.05 -0.11 0.08 -1.36 0.173 -0.27, 0.05 
       
ωH       
     Intercept 0.70 1.19 0.18 6.61 <.001 0.84, 1.55 
     PUC (centered) 0.27 2.35 0.47 5.03 <.001 1.43, 3.26 
     Publication date (log) 0.02 0.06 0.09 0.61 0.539 -0.13, 0.24 
     Respondent (self v. other) 0.01 0.04 0.13 0.33 0.741 -0.2, 0.29 
     Questionnaire (v. interview) 0.09 0.34 0.13 2.70 0.007 0.09, 0.59 
     Sample (v. community)       
           Clinical 0.02 0.05 0.14 0.36 0.767 -0.23, 0.33 
           Population 0.06 0.22 0.16 1.37 0.169 -0.09, 0.54 
     Multiple measures (v. single)  -0.10 -0.27 0.13 -2.09 0.036 -0.53, -0.02 
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     Ordinal indicators (v. binary) 0.08 0.29 0.14 2.14 0.033 0.02, 0.57 
     Europe, Aus, & SA (v. North America) 0.02 0.06 0.13 0.47 0.639 -0.19, 0.32 
     MLR/Bayes (vs. WLSMV) -0.14 -0.38 0.12 -3.16 0.002 -0.61, -0.14 
       
H       
     Intercept 0.88 2.14 0.30 7.26 <.001 1.56, 2.72 
     PUC (centered) 0.10 2.05 0.74 2.79 0.005 0.61, 3.50 
     Publication date (log) 0.02 0.21 0.15 1.37 0.170 -0.09, 0.5 
     Respondent (self v. other) 0.02 0.21 0.21 1.01 0.310 -0.19, 0.61 
     Questionnaire (v. interview) 0.03 0.28 0.20 1.41 0.158 -0.11, 0.67 
     Sample (v. community)       
           Clinical 0.03 0.27 0.23 1.19 0.234 -0.17, 0.72 
           Population 0.01 0.12 0.26 0.46 0.644 -0.39, 0.63 
     Multiple measures (v. single)  -0.06 -0.42 0.21 -1.98 0.048 -0.84, 0 
     Ordinal indicators (v. binary) 0.04 0.43 0.21 2.06 0.040 0.02, 0.83 
     Europe, Aus, & SA (v. North America) 0.01 0.13 0.21 0.63 0.532 -0.29, 0.55 
     MLR/Bayes (vs. WLSMV) -0.07 -0.48 0.20 -2.44 0.015 -0.86, -0.09 
       
FD       
     Intercept 0.92 2.55 0.30 8.50 <.0001 1.97, 3.14 
     PUC (centered) 0.07 1.94 0.80 2.43 0.015 0.38, 3.51 
     Publication date (log) 0.01 0.10 0.16 0.63 0.531 -0.21, 0.41 
     Respondent (self v. other) 0.01 0.17 0.21 0.79 0.431 -0.25, 0.58 
     Questionnaire (v. interview) 0.02 0.25 0.23 1.12 0.265 -0.19, 0.7 
     Sample (v. community)       
           Clinical 0.03 0.43 0.24 1.81 0.070 -0.04, 0.89 
           Population 0.01 0.12 0.28 0.45 0.656 -0.42, 0.66 
     Multiple measures (v. single)  -0.04 -0.46 0.22 -2.12 0.034 -0.88, -0.03 
     Ordinal indicators (v. binary) 0.02 0.34 0.26 1.31 0.190 -0.17, 0.84 
     Europe, Aus, & SA (v. North America) 0.01 0.11 0.21 0.52 0.604 -0.3, 0.52 
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     MLR/Bayes (vs. WLSMV) -0.03 -0.31 0.20 -1.58 0.114 -0.7, 0.08 

Note. There were 97 entries at level 1/2, and 68 at level 3. Aus = Australasia; β (Ustd) = unstandardized regression coefficients, estimated from 
marginal means; β (Trans) = unstandardized regressions coefficients based on Bonett transformed data; CI = confidence interval; ECV = 
Explained Common Variance; FD = Factor Determinacy; H = Construct Reliability; MLR = Robust Maximum Likelihood estimator; ωH = 
Coefficient Omega Hierarchical; PUC = Percentage of Uncontaminated Correlations; SA = South Africa; SE = Standard Error; WLSMV = 

Weighted Least Squares Means and Variances estimator; z = z statistic.     
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Table A1.6  

Multilevel meta-regression coefficients for the method variables predicting specific factor reliability indices 

Predictor β (Ustd) β (Trans) SE z p 95% CI 
ECVs       
     Intercept 0.18 0.20 0.02 8.63 <.001 0.15, 0.24 
     PUC (centered) -0.18 -0.34 0.06 -5.66 <.001 -0.46, -0.22 
     Publication date (log) 0.00 0.00 0.01 0.17 0.868 -0.02, 0.03 

     Respondent (self v. other) 0.00 0.00 0.02 -0.28 0.779 -0.04, 0.03 
     Questionnaire (v. interview) -0.07 -0.08 0.02 -4.52 <.001 -0.11, -0.04 
     Sample (v. community)       
           Clinical -0.02 -0.02 0.02 -1.19 0.232 -0.06, 0.01 
           Population -0.04 -0.05 0.02 -2.51 0.012 -0.09, -0.01 
     Multiple measures (v. single)  0.04 0.04 0.02 2.59 0.010 0.01, 0.08 
     Ordinal indicators (v. binary) 0.00 0.00 0.02 -0.20 0.843 -0.04, 0.03 

     Europe, Aus, & SA (v. North America) 0.01 0.01 0.02 0.39 0.694 -0.02, 0.04 

     MLR/Bayes (vs. WLSMV) 0.02 0.03 0.02 1.64 0.102 -0.01, 0.06 
       
ωH       
     Intercept 0.48 0.65 0.11 5.86 <.001 0.43, 0.86 
     PUC (centered) 0.01 0.01 0.28 0.05 0.960 -0.54, 0.57 
     Publication date (log) 0.03 0.07 0.06 1.22 0.222 -0.04, 0.18 
     Respondent (self v. other) 0.01 0.02 0.08 0.23 0.818 -0.13, 0.16 
     Questionnaire (v. interview) -0.04 -0.07 0.08 -0.91 0.363 -0.23, 0.08 
     Sample (v. community)       
           Clinical -0.01 -0.01 0.08 -0.17 0.864 -0.17, 0.15 
           Population -0.13 -0.22 0.10 -2.27 0.023 -0.41, -0.03 
     Multiple measures (v. single)  0.02 0.03 0.08 0.39 0.694 -0.12, 0.18 
     Ordinal indicators (v. binary) -0.12 -0.20 0.09 -2.25 0.024 -0.37, -0.03 
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     Europe, Aus, & SA (v. North America) 0.04 0.07 0.07 1.01 0.311 -0.07, 0.22 
     MLR/Bayes (vs. WLSMV) 0.05 0.10 0.07 1.50 0.134 -0.03, 0.24 
       
H       
     Intercept 0.74 1.34 0.23 5.86 <.001 0.89, 1.79 
     PUC (centered) -0.15 -0.46 0.57 -0.81 0.420 -1.57, 0.66 
     Publication date (log) 0.04 0.17 0.11 1.52 0.128 -0.05, 0.39 
     Respondent (self v. other) 0.04 0.18 0.15 1.16 0.247 -0.12, 0.48 
     Questionnaire (v. interview) -0.03 -0.10 0.16 -0.67 0.502 -0.41, 0.2 
     Sample (v. community)       
           Clinical -0.01 -0.02 0.17 -0.13 0.899 -0.36, 0.32 
           Population -0.11 -0.35 0.20 -1.74 0.081 -0.74, 0.04 
     Multiple measures (v. single)  0.03 0.12 0.16 0.72 0.474 -0.2, 0.43 
     Ordinal indicators (v. binary) -0.04 -0.15 0.17 -0.85 0.393 -0.48, 0.19 
     Europe, Aus, & SA (v. North America) 0.02 0.09 0.16 0.56 0.578 -0.22, 0.4 
     MLR/Bayes (vs. WLSMV) -0.03 -0.11 0.15 -0.79 0.432 -0.4, 0.17 
       
FD       
     Intercept 0.87 2.04 0.26 7.76 <.001 1.53, 2.56 
     PUC (centered) 0.00 -0.03 0.66 -0.04 0.967 -1.32, 1.26 
     Publication date (log) 0.02 0.17 0.13 1.28 0.201 -0.09, 0.42 
     Respondent (self v. other) 0.02 0.18 0.18 0.99 0.322 -0.17, 0.52 
     Questionnaire (v. interview) -0.01 -0.10 0.18 -0.55 0.585 -0.45, 0.25 
     Sample (v. community)       
           Clinical 0.01 0.09 0.20 0.45 0.652 -0.3, 0.48 
           Population -0.06 -0.39 0.23 -1.72 0.086 -0.84, 0.06 
     Multiple measures (v. single)  0.01 0.08 0.18 0.41 0.682 -0.29, 0.44 
     Ordinal indicators (v. binary) 0.00 -0.01 0.20 -0.03 0.975 -0.4, 0.38 
     Europe, Aus, & SA (v. North America) 0.02 0.13 0.18 0.73 0.466 -0.22, 0.49 
     MLR/Bayes (vs. WLSMV) -0.02 -0.11 0.17 -0.69 0.493 -0.44, 0.21 
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Note. There were 330 entries at level 1/2, 97 at level 3, and 68 at level 4. Aus = Australasia; β (Ustd) = unstandardized regression coefficients, 
estimated from marginal means; β (Trans) = unstandardized regressions coefficients based on Bonett transformed data; CI = confidence interval; 
ECV = Explained Common Variance; FD = Factor Determinacy; H = Construct Reliability; MLR = Robust Maximum Likelihood estimator; ωH = 
Coefficient Omega Hierarchical; PUC = Percentage of Uncontaminated Correlations; SA = South Africa; SE = Standard Error; WLSMV = 
Weighted Least Squares Means and Variances estimator; z = z statistic.
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1.3 Meta-regression results after removing outlying and influential cases. 

1.3.1 p Factor Meta-Regressions 

Table A1.7 shows the p factor regression coefficients after removing outlying 

and influential cases.  

Explained Common Variance. I removed the six entries for Murray et al. 

(2016) and MIDAS entry for Levin-Aspenson et al. (2021), as they showed 

particularly extreme but moderately weighted values in the predicted plots and 

large studentized residuals (e.g., Murray et al. = -2.4–2.6; Levin-Aspenson et al. = 

2.6). The model was significant (QM[10] = 32.44, p < .001), explaining 26% of the 

variance (pseudo-R2 level 2 = 32%, level 3 = 6%). 

There were no major changes in regression coefficients after their removal, 

but the predicted increase in ECV estimates for population samples compared to 

community samples was now trending to significance (β = .07, z = 1.73, p = .083). 

Furthermore, the predicted decrease in ECV when combining multiple measures 

compared to using a single measure was now marginally significant (β = -.07, z = 

1.92, p = .055). No studies showed concerning DFFITS values. 

Omega Hierarchical (ωH). I removed Miller et al. (2021) as it showed 

particularly high levels of influence across five predictors (DFFITS = .39-.67) and a 

large studentized residual (t = 3.3). The model was significant (QM(10) = 118.92, p < 

.001), explaining 60% of the variance (pseudo-R2 level 2 = 65%, level 3 = 33%). There 

were no major differences in regression coefficients or their significance. 

Furthermore, no studies showed outlying values in the predicted plots.  
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Construct Reliability (H). I removed both child and mother entries for 

Martel et al. (2016; DFFITS = .37-1.30) and Vosberg et al. (2021; DFFITS= .43-.57) due 

to their concerning levels of influence. The model was significant (QM(10) = 57.11, p 

< .001), explaining 60% of the variance (pseudo-R2 level 2 = 65%, level 3 = 33%).  

There were no major changes in the ‘back-transformed’ (i.e. marginal) 

regression coefficients, but some Bonett-transformed coefficients changed in 

significance. For example, the marginal increase in H for questionnaires compared 

to interviews was now significant (β = .05, z = 2.20, p = .028). Furthermore, the 

marginal increase in H for ordinal compared to binary indicators was no longer 

significant (β =.03, z = .91, p = .360), while the marginal decrease in H when 

combining multiple measures compared to a single measure was now trending (β = 

-.06, z = 1.78, p = .075). There were no studies that showed extreme values in the 

predicted plots or studentized residuals. 

Factor Determinacy (FD). I also removed both child and mother entries for 

Martel et al. (2016; DFFITS = .37-1.26) and Vosberg et al. (2021; DFFITS = .43-.55). 

The model was significant (QM(10) = 41.83, p < .001), explaining 60% of the variance 

(pseudo-R2 level 2 = 65%, level 3 = 33%). 

There were no major changes in regression coefficients, except the increase 

in FD predicted by an increase in PUC was now trending (β = .07, z = 1.81, p = .07), 

and increase in FD for clinical compared to community samples was now marginal 

(β = .03, z = 1.95, p = .051). There were no studies that showed extreme values in the 

predicted plots or studentized residuals. 
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1.3.2 Specific Factor Meta-Regressions 

Table A1.8 shows the specific factor regression coefficients after removing 

outlying and influential cases.  

Explained Common Variance-Subscale. I removed King et al. (2020) as it 

showed a high level of influence for nine predictors (DFFITS = |.17|-|.53|) and a 

large studentized residual (t = 3.9). The model was significant (QM(10) = 125.55, p < 

.001), explaining 56% of the variance (pseudo-R2 level 2 = 4%, level 3 = 41%, level 4 = 

77%). There were no major changes in regression coefficients.  

Omega Hierarchical-Subscale (ωHS). I removed Martel et al. (2017; mothers 

only) as it showed a high level of influence across five predictors (DFFITS = .|22|-

|.43|). The model was marginally significant (QM(10) = 24.96, p = .054), explaining 

9% of the variance (pseudo-R2 level 2 = 0%, level 3 = 24%, level 4 = 35%). The 

predicted decrease in ωHS associated with ordinal compared to binary indicators 

strengthened (β = -.18, z = 2.77, p = .006), whilst the predicted increase in ωHS 

associated with MLR/Bayes estimators compared to WLSMV became significant (β 

= .07, z = 2.17, p = .03). There were no studies that showed extreme values in the 

predicted plots. Studentized residuals could not be computed for all entries. 

Construct Reliability (H). No studies showed influential values or 

studentized residuals that were of concern. The model was not significant (QM(10) 

= 12.87, p = .231) and explained 2% of the variance (pseudo-R2 level 2 = 0.4%, level 3 

= 4%, level 4 = 4%).  

Factor Determinacy (FD). I removed Brandes et al. (2019) for its high levels 

of influence across seven predictors (DFFITS = .|17|-|.46|) and Niarchou et al. 
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(2017) for its large studentized residuals  (ts = 2.4-3), but there were no major 

changes in regression coefficients. The model was not significant (QM(10) = 12.13, p 

= .276), explaining 2% of the variance (pseudo-R2 level 2 = 0%, level 3 = 4%, level 4 = 

3%). 
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Table A1.7  

Multilevel meta-regression coefficients for the method variables predicting p factor reliability indices after removing outlying and/or influential 
cases 

Predictor β (Ustd) β (Trans) SE z p 95% CI 
ECV       
     Intercept 0.57 0.84 0.11 7.32 <.001 0.61, 1.06 
     PUC (centered) 0.20 0.63 0.30 2.08 0.037 0.04, 1.23 
     Publication date (log) -0.01 -0.03 0.06 -0.57 0.571 -0.15, 0.08 
     Respondent (self v. other) -0.06 -0.13 0.08 -1.55 0.120 -0.28, 0.03 
     Questionnaire (v. interview) 0.07 0.18 0.08 2.20 0.028 0.02, 0.34 
     Sample (v. community)       
           Clinical -0.04 -0.08 0.10 -0.87 0.387 -0.27, 0.11 
           Population 0.07 0.18 0.11 1.73 0.084 -0.02, 0.39 
     Multiple measures (v. single)  -0.08 -0.16 0.08 -1.92 0.055 -0.33, 0 
     Ordinal indicators (v. binary) 0.07 0.18 0.09 1.97 0.049 0, 0.36 
     Europe, Aus, & SA (v. North America) 0.01 0.02 0.08 0.21 0.834 -0.15, 0.18 
     MLR/Bayes (vs. WLSMV) -0.03 -0.07 0.08 -0.95 0.341 -0.23, 0.08 
       
ωH       
     Intercept 0.68 1.14 0.17 6.80 <.001 0.81, 1.46 
     PUC (centered) 0.29 2.38 0.43 5.51 <.001 1.53, 3.23 
     Publication date (log) 0.01 0.05 0.09 0.55 0.582 -0.12, 0.22 
     Respondent (self v. other) 0.03 0.10 0.12 0.84 0.399 -0.13, 0.33 
     Questionnaire (v. interview) 0.09 0.33 0.12 2.75 0.006 0.09, 0.56 
     Sample (v. community)       
           Clinical 0.02 0.06 0.13 0.48 0.633 -0.19, 0.32 
           Population 0.06 0.22 0.15 1.46 0.146 -0.08, 0.51 
     Multiple measures (v. single)  -0.13 -0.35 0.12 -2.84 0.005 -0.58, -0.11 
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     Ordinal indicators (v. binary) 0.08 0.28 0.13 2.17 0.030 0.03, 0.53 
     Europe, Aus, & SA (v. North America) 0.03 0.11 0.12 0.90 0.368 -0.13, 0.34 
     MLR/Bayes (vs. WLSMV) -0.11 -0.31 0.11 -2.71 0.007 -0.53, -0.08 
       
H       
     Intercept 0.87 2.07 0.31 6.60 <.001 1.45, 2.68 
     PUC (centered) 0.11 1.97 0.79 2.50 0.012 0.43, 3.51 
     Publication date (log) 0.03 0.26 0.16 1.62 0.105 -0.05, 0.57 
     Respondent (self v. other) 0.02 0.16 0.21 0.80 0.426 -0.24, 0.57 
     Questionnaire (v. interview) 0.05 0.51 0.23 2.20 0.028 0.06, 0.96 
     Sample (v. community)       
           Clinical 0.03 0.28 0.24 1.19 0.234 -0.18, 0.74 
           Population 0.02 0.17 0.27 0.63 0.527 -0.36, 0.7 
     Multiple measures (v. single)  -0.06 -0.39 0.22 -1.78 0.075 -0.82, 0.04 
     Ordinal indicators (v. binary) 0.03 0.25 0.28 0.91 0.360 -0.29, 0.8 
     Europe, Aus, & SA (v. North America) 0.02 0.16 0.22 0.72 0.471 -0.27, 0.58 
     MLR/Bayes (vs. WLSMV) -0.06 -0.41 0.20 -2.00 0.046 -0.8, -0.01 
       
FD       
     Intercept 0.91 2.41 0.32 7.54 <.001 1.78, 3.03 
     PUC (centered) 0.07 1.54 0.85 1.81 0.070 -0.13, 3.2 
     Publication date (log) 0.01 0.18 0.17 1.09 0.276 -0.15, 0.51 
     Respondent (self v. other) 0.01 0.17 0.21 0.78 0.434 -0.25, 0.59 
     Questionnaire (v. interview) 0.02 0.29 0.24 1.22 0.222 -0.18, 0.76 
     Sample (v. community)       
           Clinical 0.03 0.48 0.25 1.95 0.051 0, 0.97 
           Population 0.02 0.21 0.29 0.73 0.467 -0.36, 0.78 
     Multiple measures (v. single)  -0.05 -0.45 0.22 -2.00 0.046 -0.88, -0.01 
     Ordinal indicators (v. binary) 0.03 0.43 0.29 1.47 0.141 -0.14, 1 
     Europe, Aus, & SA (v. North America) 0.01 0.11 0.21 0.51 0.608 -0.31, 0.53 
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     MLR/Bayes (vs. WLSMV) -0.03 -0.30 0.21 -1.48 0.139 -0.71, 0.10 
Note. The number of entries varied depending on the number of studies removed. I removed seven entries for ECV (Murray et al., 2016 and 
Levin-Aspenson et al., 2021), one entry for ωH (Miller et al., 2021), and three entries for both H and FD (Martel et al., 2017 and Vosberg et al., 
2021). Aus = Australasia; β (Ustd) = unstandardized regression coefficients, estimated from marginal means; β (Trans) = unstandardized 
regressions coefficients based on Bonett transformed data; CI = confidence interval; ECV = Explained Common Variance; FD = Factor 
Determinacy; H = Construct Reliability; MLR = Robust Maximum Likelihood estimator; ωH = Coefficient Omega Hierarchical; PUC = 
Percentage of Uncontaminated Correlations; SA = South Africa; SE = Standard Error; WLSMV = Weighted Least Squares Means and Variances 
estimator; z = z statistic.     
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Table A1.8 

Multilevel meta-regression coefficients for the method variables predicting specific factor reliability indices after removing outlying and/or 
influential cases 

Predictor β (Ustd) β (Trans) SE z p 95% CI 
ECVs       
     Intercept 0.18 0.20 0.02 8.54 <.001 0.15, 0.25 
     PUC (centered) -0.18 -0.34 0.06 -5.59 <.001 -0.46, -0.22 
     Publication date (log) 0.00 0.00 0.01 0.26 0.797 -0.02, 0.03 

     Respondent (self v. other) 0.00 -0.01 0.02 -0.36 0.718 -0.04, 0.03 
     Questionnaire (v. interview) -0.06 -0.07 0.02 -4.33 <.001 -0.11, -0.04 
     Sample (v. community)       
           Clinical -0.02 -0.02 0.02 -1.21 0.225 -0.06, 0.01 
           Population -0.04 -0.05 0.02 -2.50 0.012 -0.09, -0.01 
     Multiple measures (v. single)  0.03 0.04 0.02 2.50 0.012 0.01, 0.08 
     Ordinal indicators (v. binary) 0.00 -0.01 0.02 -0.28 0.777 -0.04, 0.03 

     Europe, Aus, & SA (v. North America) 0.01 0.01 0.02 0.50 0.616 -0.02, 0.04 

     MLR/Bayes (vs. WLSMV) 0.02 0.02 0.02 1.51 0.130 -0.01, 0.05 
       
ωH       
     Intercept 0.49 0.67 0.11 6.32 <.001 0.46, 0.88 
     PUC (centered) 0.02 0.04 0.27 0.13 0.897 -0.5, 0.57 
     Publication date (log) 0.03 0.06 0.05 1.16 0.246 -0.04, 0.17 
     Respondent (self v. other) 0.01 0.02 0.07 0.26 0.799 -0.12, 0.16 
     Questionnaire (v. interview) -0.01 -0.01 0.08 -0.14 0.888 -0.17, 0.15 
     Sample (v. community)       
           Clinical -0.03 -0.06 0.08 -0.74 0.457 -0.22, 0.1 
           Population -0.15 -0.26 0.09 -2.77 0.006 -0.44, -0.08 
     Multiple measures (v. single)  0.00 0.01 0.07 0.07 0.942 -0.14, 0.15 
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     Ordinal indicators (v. binary) -0.18 -0.30 0.09 -3.16 0.002 -0.48, -0.11 
     Europe, Aus, & SA (v. North America) 0.06 0.12 0.07 1.60 0.110 -0.03, 0.26 
     MLR/Bayes (vs. WLSMV) 0.07 0.15 0.07 2.17 0.030 0.01, 0.28 
       
FD       
     Intercept 0.87 2.01 0.27 7.47 <.001 1.48, 2.53 
     PUC (centered) -0.02 -0.13 0.68 -0.20 0.842 -1.46, 1.19 
     Publication date (log) 0.02 0.17 0.13 1.32 0.186 -0.08, 0.43 
     Respondent (self v. other) 0.02 0.20 0.18 1.11 0.266 -0.15, 0.56 
     Questionnaire (v. interview) -0.01 -0.06 0.19 -0.34 0.737 -0.43, 0.3 
     Sample (v. community)       
           Clinical 0.01 0.09 0.20 0.45 0.654 -0.3, 0.48 
           Population -0.06 -0.38 0.23 -1.65 0.099 -0.83, 0.07 
     Multiple measures (v. single)  0.01 0.05 0.19 0.25 0.801 -0.32, 0.42 
     Ordinal indicators (v. binary) 0.00 -0.01 0.20 -0.07 0.941 -0.41, 0.38 
     Europe, Aus, & SA (v. North America) 0.02 0.14 0.18 0.77 0.441 -0.22, 0.5 
     MLR/Bayes (vs. WLSMV) -0.02 -0.12 0.17 -0.73 0.468 -0.45, 0.21 

Note. The number of entries varied depending on the number of studies removed. I removed one entry for ECV (King et al., 2020), one entry for 
ωH (Martel et al., 2017), no entries for H (not shown), and two entries for FD (Brandes et al., 2019 and Niarchou et al., 2017). Aus = Australasia; β 
(Ustd) = unstandardized regression coefficients, estimated from marginal means; β (Trans) = unstandardized regressions coefficients based on 
Bonett transformed data; CI = confidence interval; ECV = Explained Common Variance; FD = Factor Determinacy; H = Construct Reliability; 
MLR = Robust Maximum Likelihood estimator; ωH = Coefficient Omega Hierarchical; PUC = Percentage of Uncontaminated Correlations; SA = 
South Africa; SE = Standard Error; WLSMV = Weighted Least Squares Means and Variances estimator; z = z statistic.     



Appendix 2. Empirical Paper 
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2.1 Moderated Mediation Model Controlling for Covariates 

 I replicated the moderated mediation model in the main analysis but regressed 

socioeconomic status (SES), stressful life events (SLEs), family obligation, the 

interaction term between family obligation and SLEs, and general and specific 

psychopathology factor scores onto child age, gender, and racial background.  

 As seen in Table A1, children from Black/African American, Native American, 

and Hispanic families showed lower SES scores than children from white families, 

whereas children from Asian families showed slightly higher SES scores than white 

children. Older children showed slightly higher SES scores and children from Asian 

families showed slightly lower SLE scores. Children who were older, male (vs. female), 

and from Black/African American (vs. white) showed higher family obligation scores, 

as did Hispanic children though the result was marginal. Older children also showed a 

slightly stronger interaction term between SLEs and family obligation scores. p factor 

scores were slightly higher in males compared to females. Furthermore, specific 

internalizing factor scores were lower in males compared to females and Black/African 

American children compared to white children, but were marginally higher in Native 

American children. Specific externalizing factor scores were slightly higher in males 

and transgender children (marginal) than females, as well as Black African/American 

children compared to white children. Lastly, specific attention factor scores were 

slightly lower in Asian children and marginally lower in transgender children.  
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Table A2.1  

Standardized regression coefficients for the child covariates predicting all other variables in the 
in the moderated mediation model 

Factor/Covariate B BS 95% CI z p 

p factor     
     Male (vs. female) 0.02 0.01, 0.04 2.28 .023 
     Trans (vs. female) 0.00 -0.02, 0.02 0.02 .987 
     Child Age 0.00 -0.02, 0.02 0.24 .811 
     Black (vs. white) -0.01 -0.03, 0.01 -1.00 .316 
     Native American (vs. white) 0.00 -0.01, 0.01 -0.31 .757 
     Asian (vs. white) 0.00 -0.02, 0.02 0.06 .949 
     Hispanic (vs. white) 0.01 -0.01, 0.02 1.10 .273 
Specific Internalizing     
     Male (vs. female) -0.19 -0.2, -0.17 -20.05 < .001 
     Trans (vs. female) -0.01 -0.03, 0.01 -1.21 .226 
     Child Age 0.01 -0.01, 0.03 1.01 .315 
     Black (vs. white) -0.05 -0.08, -0.03 -5.14 < .001 
     Native American (vs. white) 0.02 0, 0.03 1.93 .054 
     Asian (vs. white) 0.01 -0.01, 0.03 0.79 .431 
     Hispanic (vs. white) 0.00 -0.02, 0.01 -0.25 .807 
Specific Externalizing     
     Male (vs. female) 0.02 0.01, 0.04 2.28 .023 
     Trans (vs. female) 0.02 0, 0.05 1.65 .099 
     Child Age 0.00 -0.02, 0.02 0.44 .659 
     Black (vs. white) 0.03 0.01, 0.05 2.34 .019 
     Native American (vs. white) 0.01 -0.01, 0.03 1.42 .155 
     Asian (vs. white) 0.01 -0.01, 0.03 0.83 .408 
     Hispanic (vs. white) 0.01 -0.01, 0.03 0.70 .484 
Specific Attention     
     Male (vs. female) 0.01 -0.01, 0.03 0.97 .331 
     Trans (vs. female) -0.01 -0.03, 0 -1.84 .065 
     Child Age 0.01 -0.01, 0.03 1.02 .309 
     Black (vs. white) 0.00 -0.02, 0.02 0.18 .861 
     Native American (vs. white) -0.01 -0.02, 0.02 -0.66 .511 
     Asian (vs. white) -0.04 -0.06, -0.02 -4.06 < .001 
     Hispanic (vs. white) -0.01 -0.03, 0.01 -0.78 .438 
SES     
     Male (vs. female) 0.00 -0.01, 0.02 0.50 .617 
     Trans (vs. female) 0.00 -0.02, 0.02 0.17 .865 
     Child Age 0.05 0.03, 0.07 5.19 < .001 
     Black (vs. white) -0.46 -0.48, -0.44 -48.19 < .001 
     Native American (vs. white) -0.01 -0.03, 0 -2.32 .02 
     Asian (vs. white) 0.05 0.03, 0.06 5.73 < .001 
     Hispanic (vs. white) -0.03 -0.06, -0.01 -2.98 .003 
SLEs     
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     Male (vs. female) 0.00 -0.02, 0.02 -0.11 0.91 
     Trans (vs. female) 0.01 -0.01, 0.03 0.57 0.567 
     Child Age 0.00 -0.02, 0.02 0.27 0.785 
     Black (vs. white) -0.01 -0.03, 0.02 -0.59 0.555 
     Native American (vs. white) -0.01 -0.01, 0.01 -1.07 0.284 
     Asian (vs. white) -0.04 -0.06, -0.03 -5.17 < .001 
     Hispanic (vs. white) 0.02 -0.01, 0.05 1.10 0.27 
Family Obligation     
     Male (vs. female) 0.09 0.08, 0.11 9.66 < .001 
     Trans (vs. female) 0.00 -0.02, 0.03 0.26 .792 
     Child Age -0.05 -0.07, -0.03 -5.01 < .001 
     Black (vs. white) 0.14 0.12, 0.16 13.55 < .001 
     Native American (vs. white) 0.01 -0.01, 0.04 1.07 .285 
     Asian (vs. white) -0.01 -0.03, 0.01 -1.07 .285 
     Hispanic (vs. white) 0.02 0, 0.04 1.77 .077 
Family Obligation*SLEs     
     Male (vs. female) 0.01 -0.01, 0.03 1.38 .166 
     Trans (vs. female) -0.02 -0.06, 0.01 -0.83 .407 
     Child Age -0.03 -0.05, -0.003 -2.32 .02 
     Black (vs. white) 0.01 -0.01, 0.03 0.82 .415 
     Native American (vs. white) 0.00 0, 0.01 1.03 .305 
     Asian (vs. white) 0.01 -0.01, 0.02 1.09 .277 
     Hispanic (vs. white) 0.01 -0.01, 0.05 0.92 .356 

Note. BS = Bootstrapped. SES = Socioeconomic Status; SLEs = Stressful Life Events. 
Significant results in bold.  

 Figure A2.1 shows the moderated mediation path coefficients corrected for age, 

gender and ethnicity. The direct and indirect path coefficients were similar in 

magnitude and significance to the main analysis, except for specific internalizing 

scores, where the strength of family obligation and SES’s predictions halved but 

remained significant and not significant, respectively. The indirect effects of SES on the 

general and specific psychopathology factors via SLEs and the indices of moderated 

mediation were similar between the models with and without covariates. Total effects 

were similar between the models, except for the total effect of SES and SLEs on specific 

internalizing scores, which was slightly larger in the model with covariates (see Table 

A2).



Figure A2.1  

Conditional moderated mediation path diagrams with standardized path coefficients and 95% bootstrapped confidence intervals (in parentheses) 
for the p factor (A), specific internalizing factor (B), specific externalizing factor (C), and specific attention factor (D), after controlling each 
variable for child age, gender, and racial background 

 

 

 

 

 

 

 

 

 

 

 

***p ≤ .001; **p ≤ .01; *p ≤ .05; ✝p ≤ .10

A) B) 

D) 
C) 
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Table A2.2  

Standardized total effects, indirect effects, and the Index of Moderated Mediation for the 
bifactor dimensions predicted by Socioeconomic Status (SES) via Stressful Life Events 
(SLEs) after controlling for child age, gender, and racial background 

Factor 

Total Effect Indirect Effect 

PM 

IMM 

B 
BS 95% 

CI B 
BS 95% 

CI B BS 95% CI 
p -.14*** -.16, -.12 -.05*** -.06, -.04 35% -.003* -.005, -.001 
Internalizing -.03* -.05, -.01 -.02*** -.02, -.01 87% .001 -.002, .003 
Externalizing -.06*** -.07, -.04 -.01*** -.01, -.01 14% -.002* -.005, -.001 
Attention -.02* -.04, -.01 -.01*** -.01, -.01 41% -.003* -.005, -.001 

Note. BS = Bootstrapped; IMM = Index of Moderated Mediation; PM = percentage 
ratio of the indirect effect to the total effect. 
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2.2 Controlling for Pre-Existing Psychopathology 

 I replicated the moderated mediation model in the main analysis whilst 

regressing SES, SLEs, family obligation, the interaction term between family 

obligation and SLEs onto general and specific psychopathology factor scores 

estimated the year before (i.e. t-1 factors from Release 2.0). Factors were also 

autoregressed onto themselves from the year before (e.g., p factor scores estimated 

at Release 3.0 were regressed on p factor scores estimated at Release 2.0).  

There was partial support for metric invariance between bifactor models 

estimated at Release 2.0 and 3.0 (e.g., holding factor loadings constant across time-

points was associated with an improvement in ΔBIC = 248.23, ΔBICn = 140.17, ΔCFI 

= .04, and ΔTLI = .02, but a worsening in ΔAIC = -58.43 and no substantial change in 

ΔRMSEA = .004). Similarly, there was partial support for scalar invariance (e.g., 

holding both factor loadings and item response thresholds resulted in an 

improvement in ΔBIC = 13.58 and no substantial changes in ΔCFI = .006, ΔTLI = -

.001, and ΔRMSEA = 0, but not ΔAIC = -329.16 or ΔBICn = -107.19). Factor loadings 

for the bifactor model estimated a year earlier are shown in Table A3.  
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Table A2.3  

Standardized factor loadings for the bifactor model of the Brief Problem Monitor child-
reported items at Release 2.0 (t-1) 

Item p Ext Int Att 

Acts young 0.57   0.03 
Argues 0.61 0.43   
Can’t finish things 0.59   0.14 
Can’t concentrate 0.67   0.53 
Can’t sit still 0.58   0.39 
Destroys things 0.60 0.26   
Disobedient (home) 0.58 0.28   
Disobedient (school) 0.60 0.24   
Worthless 0.63  0.46  
Impulsive 0.71   0.01 
Fearful 0.54  0.51  
Guilty  0.57  0.45  
Embarrassed 0.51  0.43  
Distracted 0.70   0.49 
Stubborn 0.53 0.22   
Temper 0.63 0.43   
Threatens  0.62 0.37   
Unhappy 0.60  0.40  
Worries 0.53  0.55  
     
M 0.60 0.32 0.47 0.26 
SD 0.06 0.09 0.06 0.23 
ECV 0.71 0.08 0.14 0.07 

 0.94 0.86 0.87 0.86 

H 0.84 0.19 0.36 0.12 

Rel.  0.89 0.22 0.41 0.14 
H 0.92 0.47 0.63 0.47 
FD 0.93 0.68 0.80 0.75 

Note. Att = Attention; ECV = Explained Common Variance; Ext = Externalizing 
Factor; FD = Factor Determinacy; H = Construct Reliability; Int = Internalizing 

Factor; Rel  = Reliable Omega;  = Omega; H = Omega Hierarchical. 
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Higher t-1 p factor scores and specific internalizing, externalizing, and 

attention scores predicted lower SES scores and higher SLE scores (except specific 

externalizing; see Table A4). Lower t-1 p factor scores and higher t-1 specific 

internalizing and attention scores predicted higher family obligation scores. All t-1 

psychopathology factors moderately predicted their respective factor scores.  

Table A2.4  

Standardized regression coefficients for t-1 general and specific psychopathology factors 
predicting SES, SLEs, Family Obligation and Family Obligation*SLEs interaction term in 
the moderated mediation model 

Factor/Covariate B BS 95% CI z p 

SES     
     p (t-1) -0.08 -0.11, -0.06 -6.89 < .001 

     Specific attention (t-1) -0.09 -0.12, -0.06 -5.57 < .001 

     Specific externalizing (t-1) -0.18 -0.22, -0.14 -8.65 < .001 

     Specific internalizing (t-1) -0.07 -0.1, -0.04 -4.83 < .001 
SLEs     
     p (t-1) 0.20 0.18, 0.22 20.98 < .001 
     Specific attention (t-1) 0.04 0.02, 0.07 3.3 < .001 
     Specific externalizing (t-1) 0.03 -0.01, 0.06 1.63 0.104 
     Specific internalizing (t-1) 0.07 0.05, 0.09 5.68 < .001 
Family Obligation      
     p (t-1) -0.13 -0.16, -0.11 -10.17 < .001 
     Specific attention (t-1) 0.07 0.04, 0.1 4.13 < .001 
     Specific externalizing (t-1) 0.03 -0.01, 0.08 1.56 0.118 
     Specific internalizing (t-1) 0.03 0, 0.06 2.08 0.037 
Family Obligation*SLEs     
     p (t-1) -0.01 -0.03, 0.01 -0.8 0.422 

     Specific attention (t-1) 0.01 -0.01, 0.04 0.9 0.366 
     Specific externalizing (t-1) 0 -0.03, 0.04 0.23 0.82 
     Specific internalizing (t-1) -0.01 -0.04, 0.02 -0.82 0.415 
Autoregressions     
     p on p t-1 0.56 0.55, 0.58 68 < .001 
     Int on int. t-1 0.47 0.45, 0.5 44.99 < .001 
     Ext on ext t-1 0.43 0.41, 0.45 41.57 < .001 
     Att on att t-1 0.43 0.41, 0.45 43.64 < .001 

Note. Att = specific attention factor; BS = Bootstrapped. SES = Socioeconomic Status; 
ext = specific externalizing factor; int = specific internalizing factor; SLEs = Stressful 
Life Events. Significant results in bold.  
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Figure A2.2 shows the moderated mediation path coefficients after 

controlling for t-1 p factor and specific factor psychopathology scores. Direct and 

indirect paths were weaker, particularly those predicting psychopathology factors, 

which is expected given the moderately strong autoregressive coefficients. 

Nonetheless, the direction and significance of most path coefficients, indirect effects, 

and indices of moderated mediation remained similar to the main analysis model 

(see Table A5). However, SLE scores went from negatively to positively predicting 

specific internalizing factor scores. Also, higher SES scores now marginally 

predicted higher specific internalizing factor scores but the prediction was still weak 

(B = .01, BS 95% CI [-.01, .03], p = .065). Lastly, higher SES scores no longer 

marginally predicted lower specific attention scores (B = 0, BS 95% CI [-.02, .01], p = 

.749; see Table A5).  
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Table A2.5  

Standardized total effects, indirect effects, and the Index of Moderated Mediation for the bifactor dimensions predicted by Socioeconomic Status (SES) via 
Stressful Life Events (SLEs) after controlling for bifactor dimensions estimated a year before (at Release 2.0) 

Factor 

Total Effect Indirect Effect 

PM 

IMM 

B BS 95% CI B BS 95% CI B BS 95% CI 
p -.05*** -.06, -03 -.02*** -.03, -.02 46% -.002* -.003, -.001 
Internalizing 0 -.01, .02 -.009*** -.01, .01 N/Aa 0 -.001, .002 
Externalizing -.03*** -.04, -.02 -.005*** -.007, -.004 17% -.002* -.003, -.001 
Attention -.006 -.02, .01 -.004*** -.006, -.003 67% -.002* -.003, -.001 

Note. BS = Bootstrapped; IMM = Index of Moderated Mediation; PM = percentage ratio of the indirect effect to the total effect. 
aThe total effect was virtually zero so a ratio could not be computed.



Figure A2.2  

Conditional moderated mediation path diagrams with standardized path coefficients and 95% bootstrapped confidence intervals (in parentheses) 
for the p factor (A), specific internalizing factor (B), specific externalizing factor (C), and specific attention factor (D), after controlling each 
variable for the p factor, specific internalizing, externalizing, and attention factors estimated at Release 2.0 (t-1) 

 

 

 

 

 

 

 

 

 

 

 

***p ≤ .001; **p ≤ .01; *p ≤ .05; ✝p ≤ .10
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2.3 Removing SLE Indicators Related to SES 

Figure A2.3 presents a moderated mediation model using SLE factor scores 

estimated after removing SLE indicators that overlapped with SES (e.g., ‘Negative 

change in parent’s financial situation’, ‘Mother/father lost their job’, and ‘One parent 

was away from home more often’). Path coefficients, indirect effects, and indices of 

moderated mediation were similar across models (see Table A6). 

Table A2.6  

Standardized total effects, indirect effects, and the Index of Moderated Mediation for the bifactor 
dimensions predicted by Socioeconomic Status (SES) via Stressful Life Events (SLEs) after 
controlling removing SLE items that overlapped with SES indicators 

Factor 

Total Effect Indirect Effect 

PM 

IMM 

B BS 95% CI B 
BS 95% 

CI B BS 95% CI 
p -.13*** -.15, -.11 -.05*** -.05, -.04 36% -.003* -.005, -.001 
Internalizing -.02* -.03, -.01 -.02*** -.02, -.01 88% .001 -.001, .003 
Externalizing -.06*** -.07, -.05 -.01*** -.01, -.01 14% -.002* -.004, -.001 
Attention -.02* -.04, -.01 -.01*** -.01, -.01 45% -.003* -.005, -.001 

Note. BS = Bootstrapped; IMM = Index of Moderated Mediation; PM = percentage ratio 
of the indirect effect to the total effect. 
 



Figure A2.3  

Conditional moderated mediation path diagrams with standardized path coefficients and 95% bootstrapped confidence intervals (in parentheses) 
for the p factor (A), specific internalizing factor (B), specific externalizing factor (C), and specific attention factor (D), after removing SLE items 
that overlapped with SES indicators 

 

 

 

 

 

 

 

 
 

 

***p ≤ .001; **p ≤ .01; *p ≤ .05; ✝p ≤ .10 
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2.4 SES as Separate but Parallel Predictors 

Table A7 shows the direct and indirect paths from the correlated SES indicators 

to the p factor and specific internalizing, externalizing, and attention factors. Regarding 

the direct paths from each SES indicator to psychopathology factor scores (c'), higher 

household income weakly predicted lower p factor scores and specific attention scores. 

Furthermore, the presence of a partner in the family household weakly predicted 

higher p factor and specific internalizing factor scores. More social and economic 

neighbourhood opportunities weakly predicted lower specific externalizing scores and 

marginally predicted lower p factor scores. Higher poverty scores weakly predicted 

higher p factor and specific attention scores. Lastly, higher parental education weakly 

predicted lower specific attention scores. SES predictors showed small to moderate 

positive correlations (see Table A8). 
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Table A2.7  

Standardized paths from each SES indicator predicting the p factor and specific internalizing, 
externalizing, and attention factors directly and indirectly via SLEs 

Path B BS 95% CI z p 

SES → p (c’)     
    Family Household Income   -0.03 -0.06, 0 -2.05 0.04 
    Educational Attainment  -0.01 -0.04, 0.01 -1.14 0.255 

    Single-partner household  0.03 0.01, 0.05 2.37 0.018 
    COI Education  -0.02 -0.05, 0.01 -1.53 0.127 

    COI Health and Education -0.02 -0.05, 0.01 -1.25 0.211 

    COI Social and Economic -0.03 -0.06, 0.01 -1.69 0.092 

    Poverty score -0.03 -0.05, -0.01 -2.99 0.003 
SES → Specific Internalizing (c’)     
    Family Household Income   0 -0.03, 0.03 -0.04 0.971 

    Educational Attainment  0.01 -0.02, 0.03 0.38 0.702 

    Single-partner household  0.03 0.01, 0.06 2.99 0.003 
    COI Education  0 -0.03, 0.03 0.25 0.803 

    COI Health and Education 0 -0.03, 0.03 -0.24 0.809 

    COI Social and Economic -0.01 -0.05, 0.02 -0.63 0.527 

    Poverty score 0 -0.02, 0.02 -0.15 0.883 

SES → Specific Externalizing (c’)     
    Family Household Income   -0.02 -0.05, 0.01 -1.24 0.213 

    Educational Attainment  -0.02 -0.04, 0.01 -1.36 0.174 

    Single-partner household  -0.01 -0.03, 0.02 -0.39 0.696 

    COI Education  0 -0.03, 0.03 -0.02 0.983 

    COI Health and Education -0.02 -0.05, 0.02 -1.07 0.285 

    COI Social and Economic -0.04 -0.08, -0.01 -2.38 0.017 
    Poverty score -0.01 -0.03, 0.01 -0.74 0.458 

SES → Specific Attention (c’)     
    Family Household Income   0.03 0, 0.07 2.14 0.032 
    Educational Attainment  -0.03 -0.06, -0.01 -2.53 0.011 
    Single-partner household  0 -0.03, 0.02 -0.33 0.742 

    COI Education  0 -0.03, 0.03 -0.04 0.966 

    COI Health and Education -0.02 -0.05, 0.01 -1.15 0.25 

    COI Social and Economic 0.01 -0.03, 0.04 0.32 0.747 

    Poverty score -0.04 -0.06, -0.02 -3.37 < .001 
SES → SLEs (a1)     
    Family Household Income   -0.07 -0.11, -0.04 -4.48 < .001 
    Educational Attainment  -0.02 -0.04, 0.01 -1.3 0.194 
    Single-partner household  -0.14 -0.16, -0.12 -11.85 < .001 
    COI Education  -0.04 -0.07, -0.01 -2.56 0.011 
    COI Health and Education 0.01 -0.02, 0.04 0.56 0.576 

    COI Social and Economic 0.02 -0.01, 0.06 1.2 0.23 
    Poverty score -0.08 -0.11, -0.06 -7.06 < .001 
SLEs → psychopathology (b1)     
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    p  0.4 0.38, 0.43 36.55 < .001 
    Specific Internalizing 0.15 0.13, 0.17 14.97 < .001 
    Specific Externalizing 0.07 0.06, 0.09 8.78 < .001 
    Specific Attention 0.08 0.06, 0.1 8.36 < .001 
FO → psychopathology (b2)     
    p  -0.13 -0.14, -0.11 -14.16 < .001 
    Specific Internalizing -0.03 -0.05, -0.02 -4.36 < .001 
    Specific Externalizing -0.02 -0.04, -0.01 -4.04 < .001 
    Specific Attention -0.01 -0.02, 0.01 -1.15 0.248 

FO*SLE → psychopathology (b3)     
    p  0.02 0, 0.05 2.18 0.029 
    Specific Internalizing -0.01 -0.03, 0.01 -0.63 0.53 
    Specific Externalizing 0.02 0, 0.04 2.4 0.016 
    Specific Attention 0.02 0.01, 0.04 2.47 0.014 

Note. BS = Bootstrapped. COI = Child Opportunity Index; FO = Family Obligation; SES 
= Socioeconomic Status; SLEs = Stressful Life Events. Significant results in bold.  
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Table A2.8  

Correlation coefficients for the SES indicators 

SES Indicator 1. 2. 3. 4. 5. 6. 7. 

1. Family Household Income   –       
2. Educational Attainment  .58*** –      
3. Single-partner household  .45*** .19*** –     
4. COI Education  .49*** .42*** .19*** –    
5. COI Health and Education .49*** .37*** .22*** .61*** –   
6. COI Social and Economic .58*** .46*** .25*** .71*** .73*** –  
7. Poverty score .36*** .23*** .18*** .23*** .23*** .23*** – 

Note. COI = Child Opportunity Index; SES = Socioeconomic Status. 
***p ≤ .001 
**p ≤ .01 

*p ≤ .05 
✝p ≤ .10 
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As for the paths between SES indicators and SLEs (a1), lower SLE scores were 

weakly predicted by higher household incomes, the presence of a partner, more 

educational neighbourhood resources, and lower poverty scores (reverse coded). The 

indirect effect of higher household income on lower p factor and specific attention 

factor scores via lower SLE scores was significant, and significantly (specific attention) 

or marginally (p factor) increased at higher levels of family obligation scores (see Table 

A2.9). Similarly, the indirect effect of the presence of a partner on higher p factor and 

specific internalizing factor scores via lower SLE scores was significant, and 

significantly (specific attention) or marginally (p factor) increased at higher levels of 

family obligation scores (see Table A2.9). The indirect effect of lower poverty scores on 

higher p factor and specific attention factor scores via lower SLE scores was significant 

and significantly increased at higher levels of family obligation scores (see Table A2.9). 

The indirect effects of neighbourhood social and economic resources on the p factor and 

specific externalizing scores, and caregiver education on specific attention scores, were 

not significant, since neighbourhood social and economic resources and caregiver 

education did not significantly predict SLEs at the first stage of mediation. 

 



Table A2.9  

Standardized total effects, indirect effects, and the Index of Moderated Mediation for the bifactor dimensions predicted by Socioeconomic Status 
(SES) via Stressful Life Events (SLEs) after controlling removing SLE items that overlapped with SES indicators 

Path 

Total Effect Indirect Effect 

PM 

IMM 

B BS 95% CI B BS 95% CI B BS 95% CI 

Income         
     P -0.033 -0.051, -0.014 -0.015 -0.022, -0.008 45% -0.001 -0.002, 0 
    Att  0.013 -0.001, 0.027 -0.003 -0.005, -0.002 23% -0.001 -0.002, 0 
    Ext -0.01 -0.023, 0.002 -0.003 -0.004, -0.001 30% -0.006 -0.01, -0.001 
    Int 

-0.006 -0.021, 0.009 -0.006 -0.008, -0.003 100% 0 0, 0.001 
Education        
    p -0.015 -0.035, 0.004 -0.005 -0.012, 0.002 33% 0 -0.001, 0 
    Att  -0.021 -0.036, -0.005 -0.001 -0.002, 0 5% 0 -0.001, 0 
    Ext -0.01 -0.023, 0.003 -0.001 -0.002, 0 10% 0 -0.001, 0 
    Int  0.001 -0.014, 0.017 -0.002 -0.004, 0.001 50% 0 0, 0.001 
Single-partner        
     p -0.049 -0.099, 0 -0.107 -0.127, -0.089 46% -0.006 -0.012, -0.001 
    Att  -0.027 -0.066, 0.01 -0.021 -0.027, -0.015 78% -0.006 -0.011, -0.001 
    Ext -0.025 -0.059, 0.007 -0.019 -0.024, -0.014 76% -0.006 -0.01, -0.001 
    Int  0.021 -0.02, 0.061 -0.04 -0.049, -0.032 53% 0.002 -0.004, 0.007 
COI Edu        
     p -0.4 -0.741, -0.063 -0.152 -0.269, -0.036 38% -0.009 -0.025, -0.001 
    Att  -0.036 -0.303, 0.232 -0.03 -0.056, -0.007 83% -0.009 -0.022, -0.001 
    Ext -0.029 -0.255, 0.193 -0.027 -0.049, -0.006 93% -0.008 -0.02, -0.001 
    Int  -0.021 -0.311, 0.255 -0.057 -0.102, -0.014 37% 0.002 -0.005, 0.013 
COI Health        
     p -0.307 -0.93, 0.307 0.06 -0.157, 0.265 20% 0.004 -0.008, 0.022 
    Att  -0.265 -0.721, 0.215 0.012 -0.031, 0.053 5% 0.003 -0.008, 0.02 
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    Ext -0.214 -0.617, 0.206 0.01 -0.028, 0.047 5% 0.003 -0.007, 0.019 
    Int  -0.038 -0.523, 0.457 0.022 -0.058, 0.099 58% -0.001 -0.015, 0.003 
COI Social        
     p -0.093 -0.258, 0.063 0.034 -0.019, 0.089 37% 0.002 -0.001, 0.008 
    Att  0.027 -0.095, 0.149 0.007 -0.004, 0.018 26% 0.002 -0.001, 0.007 
    Ext -0.119 -0.221, -0.015 0.006 -0.003, 0.016 5% 0.002 -0.001, 0.007 
    Int  -0.027 -0.153, 0.097 0.013 -0.007, 0.034 48% -0.001 -0.005, 0.001 
Poverty         
     p -0.056 -0.076, -0.035 -0.027 -0.036, -0.02 48% -0.002 -0.003, 0 
    Att  -0.032 -0.048, -0.017 -0.005 -0.008, -0.004 16% -0.002 -0.003, 0 
    Ext -0.01 -0.024, 0.004 -0.005 -0.007, -0.003 50% -0.001 -0.003, 0 
    Int  -0.011 -0.027, 0.004 -0.01 -0.014, -0.007 91% 0 -0.001, 0.002 

Note. Att = specific attention factor; BS = Bootstrapped; COI = Child Opportunity Index; Ext = specific externalizing factor; IMM = 
Index of Moderated Mediation; Int = specific internalizing factor; PM = percentage ratio of the indirect effect to the total effect. 



2.5 Moderated Mediation with Correlated Psychopathology Factors 

 Figure A2.4 presents a moderated mediation model using internalizing, 

externalizing, and attention factor scores from the correlated factor model. Like in the 

bifactor version, higher SES scores weakly predicted lower SLE scores (a1), and higher 

SLE scores moderately predicted higher internalizing, externalizing, and attention 

scores at equal strength (b1). Higher SES scores weakly predicted lower internalizing, 

attention, and externalizing factor scores (c'), with predictions increasing modestly in 

strength in that order. Indirect effects (a1b1) of SES on externalizing and attention factors 

were negative and similar in strength to the indirect effect for the p factor in the bifactor 

version (Table A10). The indirect effect for the for internalizing scores did not reach 

significance, similar to the specific internalizing factor in the bifactor version. 

Higher family obligation scores weakly predicted lower internalizing, 

externalizing, and attention factor scores with equal strength. The interaction between 

family obligation and SLE scores (b2) was positive and equal strong for the externalizing 

and attention factors, but was not significant for the internalizing factor. Similarly, 

indices of moderated mediation (a1b3) were significant and negative for the 

externalizing and attention scores, but was not significant for internalizing scores (see 

Table A10).  
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Table A2.10  

Standardized total effects, indirect effects, and the Index of Moderated Mediation for the 
correlated factor dimensions predicted by Socioeconomic Status (SES) via Stressful Life Events 
(SLEs) 

Factor 

Total Effect Indirect Effect 

PM 

IMM 

B BS 95% CI B 
BS 95% 

CI B BS 95% CI 

Internalizing -.10*** -.12, -.08 -.04*** -.05, -.04 43% -.001** -.004, .001 
Externalizing -.14*** -.16, -.12 -.04*** -.05, -.04 36% -.003** -.006, -.001 
Attention -.12*** -.14, -.10 -.04*** -.05, -.04 31% -.003 -006, -.001 

Note. BS = Bootstrapped; IMM = Index of Moderated Mediation; PM = percentage ratio 
of the indirect effect to the total effect. 
 

 

 



Figure A2.4  

Moderated mediation path diagrams with standardized path coefficients and 95% bootstrapped confidence intervals (in parentheses) for the 
internalizing factor (A), externalizing factor (B), and attention factor (C) from the correlated factors model 

 

 

 

 

 

 

 

 

 

 

 

 

***p ≤ .001; **p ≤ .01; *p ≤ .05; ✝p ≤ .10
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B) 



2.6 Cross-Informant and Parent-Only Models 

 A bifactor model with child-reported and parent-reported p factors and specific 

internalizing, externalizing, and attention factors showed healthy positive loadings 

(apart from the specific attention child factor; see Table A11) and acceptable absolute fit 

(but fell under acceptable incremental fit; see Table A12). Holding factor loadings 

constant between child and parent items worsened model fit (ΔAIC = -1557.09, ΔBIC = -

1250.44, ΔBICn = -1358.49; ΔCFI = -.01; ΔTLI = 0; ΔRMSEA = 0), violating assumptions 

of metric invariance. Holding both factor loadings and item response thresholds 

constant also worsened model fit (ΔAIC = -8269.81, ΔBIC = -7927.02, ΔBICn = -8047.85; 

ΔCFI = .004; ΔTLI = -.04; ΔRMSEA = -.02), violating assumptions of scalar invariance.  

A trifactor model (Wade et al., 2021) with a cross-informant p factor and cross-

informant specific internalizing, externalizing, and attention factors; a child-reported p 

factor and specific internalizing, externalizing, and attention factors; and a parent-

reported p factor and specific internalizing, externalizing, and attention factors, showed 

an excellent fit to the data (see Table A12), but imbalanced factor loadings (see Table 

A13). Specifically, parent items loaded more strongly onto the cross-informant p factor 

and specific attention factor than child items, whereas child items loaded more strongly 

onto the cross-informant specific externalizing factor than child items. Cross-informant 

specific internalizing factor loadings were similar among child and parent items. The 

parent-reported p factor and specific factors aside from externalizing showed variable 

and weak loadings. The child-reported p factor showed moderate and stable loadings, 

but child-reported specific factor loadings were variable and weak. Overall, these 
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results demonstrate that child- and parent-reported BPM items did not show strong 

enough overlap to be estimated by cross-informant factors (see also Watts et al., 2021).  

Child and parent reported SLE items did not show metric invariance (ΔAIC = -

254.45, ΔBIC = -135.69, ΔBICn = -183.34; ΔCFI = .01; ΔTLI = .03; ΔRMSEA = -.002) or 

scalar invariance (ΔAIC = -9141.66, ΔBIC = -9014.93, ΔBICn = -9065.77; ΔCFI = -.20; 

ΔTLI = -.16; RMSEA = .008; see Table A12 and Table A14 for factor loadings from the 

configural model). Furthermore, a bifactor model did not support a cross-informant 

SLE factor, but instead supported two specific factors related to each informant (see 

Table A14).  

Child and parent reported MACVS items did not show metric invariance (ΔAIC 

= -587.72, ΔBIC = -468.92, ΔBICn = -516.59; ΔCFI = 0; ΔTLI = 0; ΔRMSEA = 0) or scalar 

invariance (ΔAIC = -8441.99, ΔBIC = -7935.09, ΔBICn = -8138.47; ΔCFI = -.02; ΔTLI = -

.02; ΔRMSEA = .007; see Table A12 and Table A15 for factor loadings from the 

configural model). Furthermore, a bifactor model did not support a cross-informant 

family obligation factor, but a parent-dominated general factor and strong child-

reported specific factor (see Table A15). Overall, there was no clear evidence for cross-

informant SLE or family obligation factors, so I analyzed child- and parent-reported 

items separately.  

I also replicated the moderated mediation model with parent-reported items 

only to check for consistency with the child-reported version. Figure A2.5 shows a 

moderated mediation model using parent-reported SES, SLE, family obligation, and 

bifactor psychopathology factor scores. Results were generally consistent with the 
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child-reported model. However, SES positively but weakly predicted specific 

internalizing and attention scores, despite not significantly predicting specific 

internalizing scores and marginally predicted specific attention scores in the child-

reported model). Moreover, family obligation scores positively predicted specific 

externalizing scores, despite negatively predicting externalizing scores in the child-

reported model. All indirect effects remained significant and were moderated by family 

obligation, except for the indirect effect on specific internalizing scores which was not 

moderated by family obligation in either parent- or child-reported models (Table A16). 

Table A2.11  

Standardized factor loadings for the bifactor model of the Brief Problem Monitor child-reported 
and parent-reported items  

Item 

Child Parent 
p Ext Int Att p Ext Int Att 

Acts young 0.55 -0.01   0.55 0.27   
Argues 0.59  0.47  0.72  0.45  
Can’t finish things 0.60 0.16   0.70 0.37   
Can’t concentrate 0.69 0.57   0.65 0.74   
Can’t sit still 0.58 0.42   0.66 0.46   
Destroys things 0.56  0.32  0.71  0.28  
Disobedient 
(home) 0.56  0.38  0.75  0.45  
Disobedient 
(school) 0.56  0.30  0.69  0.26  
Worthless 0.60   0.57 0.61   0.51 
Impulsive 0.73 -0.02   0.80 0.21   
Fearful 0.54 0.46  0.61 0.46   0.69 
Guilty  0.55   0.52 0.38   0.66 
Embarrassed 0.52   0.46 0.47   0.48 
Distracted 0.71    0.70 0.58   
Stubborn 0.54  0.27  0.73  0.30  
Temper 0.60  0.44  0.71  0.39  
Threatens  0.56  0.48  0.73  0.31  
Unhappy 0.54   0.54 0.61   0.46 
Worries 0.51   0.59 0.40   0.74 
         
M 0.58 0.26 0.38 0.55 0.63 0.44 0.35 0.59 
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SD 0.06 0.25 0.08 0.05 0.12 0.20 0.08 0.12 
ECV 0.64 0.07 0.10 0.18 0.64 0.11 0.07 0.18 

 0.94 0.86 0.86 0.91 0.96 0.92 0.93 0.90 

H 0.81 0.13 0.27 0.45 0.82 0.27 0.18 0.53 

Rel.  0.86 0.15 0.31 0.50 0.85 0.29 0.19 0.59 
H 0.91 0.50 0.56 0.73 0.94 0.69 0.51 0.79 
FD 0.93 0.84 0.75 0.89 0.93 0.91 0.70 0.90 

Note. Att = Attention; ECV = Explained Common Variance; Ext = Externalizing Factor; 

FD = Factor Determinacy; H = Construct Reliability; Int = Internalizing Factor; Rel  = 

Reliable Omega;  = Omega; H = Omega Hierarchical.



Table A2.12  

Model fit statistics for measurement invariance testing and cross-informant (child and parent) factor models of the Brief Problem Monitor (BPM), 
Stressful Life Events (SLE) Checklist, and Mexican-American Cultural Values Scale (MACVS) items 

Measure/Model χ2 (df) RMSEA CFI TLI AIC BIC BICn 

BPM        
     Bifactor - configural 2592.76 (627) .063 (.062-.064) .87 .85 408,034.83 409,405.74 408,922.68 
     Bifactor - metric 27021.16 (661) .063 (.062-.063) .86 .85 409,591.92 410,656.18 410,281.17 
     Bifactor - scalar 32569.41 (699) .067 (.066-.068) .83 .83 417,861.73 418,583.26 418,329.02 
     Trifactor with cross-informant factors 3672.75 (551) .024 (.023-.024) .98 .98 404,071.63 405,719.48 404,994.93 
SLE        
     Bifactor - configural 20478.01 (464) .065 (.064-.066) .41 .37 215,332.86 215,839.78 215,636.39 
     Bifactor - metric 20073.08 (479) .063 (.063-.064) .42 .4 215,587.33 215,975.45 215,819.73 
     Bifactor - scalar 27179.59 (495) .073 (.072-.074) .21 .21 224,728.99 224,99.37 224,885.50 
MACVS        
     Bifactor - configural 14484.83 (464) .055 (.054-.055) .95 .95 702,419.81 703,687.07 703,178.60 
     Bifactor - metric 15114.35 (479) .055 (.054-.056) .95 .95 703,007.54 704,155.99 703,695.18 
     Bifactor – scalar 21663.02 (543) .062 (.061-.063) .93 .93 711,449.52 712,091.07 711,833.66 

Note. AIC = Akaike Information Criteria; BIC = Bayesian Information Criteria; BICn = sample-sized corrected Bayesian Information 
Criteria; CFI = Comparative Fit Index; df = Degrees of Freedom; TLI = Tucker-Lewis Index; RMSEA = Root Mean Squared Error of 
Approximation; χ2 = Chi-square.  
 

 



   251 

 

Table A2.13  

Standardized factor loadings for the trifactor model of the Brief Problem Monitor with cross-informant, child-reported, and parent-reported general 
and specific psychopathology factors 

Item 

Cross-Informant Child Parent 
p Ext Int Att p Ext Int Att p Ext Int Att 

Child              
      Acts young 0.17   0.17 0.52   -0.10     
      Argues 0.31 0.41   0.52 -0.10       
      Can’t finish things 0.23   0.18 0.54   0.10     
      Can’t concentrate 0.28   0.32 0.63   0.48     
      Can’t sit still 0.24   0.27 0.52   0.33     
      Destroys things 0.35 0.20   0.47 -0.17       
      Disobedient (home) 0.39 0.27   0.44 -0.56       
      Disobedient (school) 0.41 0.09   0.44 -0.34       
      Worthless 0.24  0.50  0.55  0.55      
      Impulsive 0.34   0.07 0.63   -0.04     
      Fearful 0.13  0.63  0.54  -0.12      
      Guilty  0.13  0.48  0.55  0.10      
      Embarrassed 0.05  0.44  0.56  -0.01      
      Distracted 0.25   0.26 0.66   0.40     
      Stubborn 0.20 0.29   0.50 -0.04       
      Temper 0.29 0.56   0.53 0.16       
      Threatens  0.35 0.38   0.47 -0.12       
      Unhappy 0.25  0.48  0.47  0.37      
      Worries 0.08  0.58  0.54  -0.11      
Parent              
      Acts young 0.53   0.27     0.15   0.00 
      Argues 0.69 0.17       0.19 0.44   
      Can’t finish things 0.67   0.36     0.21   -0.32 
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      Can’t concentrate 0.63   0.70     0.17   -0.10 
      Can’t sit still 0.65   0.51     0.13   0.23 
      Destroys things 0.71 0.16       0.12 0.22   
      Disobedient (home) 0.78 0.04       0.05 0.43   
      Disobedient (school) 0.88 0.00       -0.23 0.08   
      Worthless 0.50  0.43      0.52  -0.12  
      Impulsive 0.78   0.22     0.19   0.15 
      Fearful 0.35  0.44      0.50  0.54  
      Guilty  0.25  0.41      0.55  0.16  
      Embarrassed 0.32  0.27      0.56  0.06  
      Distracted 0.64   0.60     0.26   -0.08 
      Stubborn 0.56 0.16       0.46 0.41   
      Temper 0.61 0.22       0.31 0.42   
      Threatens  0.69 0.29       0.22 0.24   
      Unhappy 0.50  0.43      0.47  -0.11  
      Worries 0.25  0.40      0.59  0.32  
             
M 0.41 0.23 0.46 0.33 0.53 -0.17 0.13 0.20 0.29 0.32 0.14 -0.02 
SD 0.22 0.15 0.09 0.19 0.06 0.23 0.27 0.24 0.22 0.14 0.26 0.20 
ECV 0.34 0.04 0.11 0.07 0.22 0.02 0.02 0.02 0.10 0.03 0.02 0.01 

 0.97 0.93 0.92 0.94 0.95 0.88 0.91 0.87 0.96 0.94 0.91 0.86 

H 0.55 0.15 0.51 0.24 0.67 0.05 0.03 0.07 0.18 0.16 0.04 0.00 

Rel.  0.56 0.16 0.56 0.25 0.71 0.06 0.03 0.08 0.19 0.17 0.04 0.00 
H 0.94 0.56 0.78 0.71 0.89 0.40 0.39 0.39 0.76 0.50 0.37 0.17 
FD 0.96 0.81 0.90 0.94 0.93 0.76 0.85 0.75 0.93 0.85 0.78 0.89 

Note. Att = Attention; ECV = Explained Common Variance; Ext = Externalizing Factor; FD = Factor Determinacy; H = Construct 

Reliability; Int = Internalizing Factor; Rel  = Reliable Omega;  = Omega; H = Omega Hierarchical. 



Table A2.149  

Standardized factor loadings for the configural invariance and cross-informant bifactor models of the Stressful Life Events items reported by 
children and parents  

Informant/Item 

Configural Cross-Informant 

Child Parent General S. Child S. Parent 

Child      
     Family member had a drug/alcohol problem 0.55  0.37 0.40  
     Family member had a mental/emotional problem 0.58  0.33 0.47  
     Parents separated/divorced 0.41  0.74 0.09  
     Family member died 0.24  0.10 0.21  
     Family member was seriously injured 0.46  0.11 0.49  
     Witnessed crime/accident 0.41  0.07 0.44  
     Lost a close friend 0.45  0.11 0.46  
     Close friend seriously sick/injured 0.45  0.03 0.53  
     Negative change in parents’ financial situation 0.61  0.48 0.38  
     I got seriously sick 0.48  0.06 0.53  
     I got seriously injured 0.45  0.05 0.52  
     Parents argued more than before 0.55  0.43 0.34  
     Parent lost their job 0.47  0.47 0.26  
     Parent was away from home more 0.46  0.32 0.32  
     Close friend died 0.48  0.06 0.53  
     I was a victim of a crime/assault/violence 0.51  0.26 0.45  
Parent      
     Family member had a drug/alcohol problem  0.54 0.51  0.19 
     Family member had a mental/emotional problem  0.53 0.43  0.29 
     Parents separated/divorced  0.57 0.99  -0.31 
     Family member died  0.13 0.11  0.08 
     Family member was seriously injured  0.29 0.17  0.28 
     Witnessed crime/accident  0.33 0.20  0.29 
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     Lost a close friend  0.43 0.20  0.56 
     Close friend seriously sick/injured  0.24 0.02  0.45 
     Negative change in parents’ financial situation  0.82 0.59  0.58 
     I got seriously sick  0.20 0.09  0.21 
     I got seriously injured  0.28 0.13  0.27 
     Parents argued more than before  0.59 0.51  0.19 
     Parent lost their job  0.71 0.52  0.52 
     Parent was away from home more  0.56 0.46  0.23 
     Close friend died  0.41 0.11  0.65 
     I was a victim of a crime/assault/violence  0.50 0.40  0.30 
      
M 0.47 0.45 0.29 0.40 0.30 
SD 0.08 0.19 0.23 0.13 0.23 
ECV   0.47 0.30 0.23 

 .82 .80 0.87 0.83 0.83 

H   0.51 0.60 0.36 

Rel.    0.58 0.72 0.44 
H .83 .87 0.98 0.78 0.75 
FD .91 .93 0.99 0.89 0.93 

Note. Att = Attention; ECV = Explained Common Variance; Ext = Externalizing Factor; FD = Factor Determinacy; H = Construct 

Reliability; Int = Internalizing Factor; Rel  = Reliable Omega; S. Child = specific child-reported factor; S. Parent = specific parent-

reported factor;  = Omega; H = Omega Hierarchical. 
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Table A2.15  

Standardized factor loadings for the configural invariance and cross-informant bifactor models of the Mexican-American Cultural Values Scale 
completed by children and parents  

Informant/Item 

Configural Cross-Informant 

Child Parent General S. Child S. Parent 

Child      
     Parents should teach children that family always comes first 0.66  0.65 0.63  
     It is child’s duty to care for parents when they get old 0.70  0.66 0.65  
     Always do things to make parents happy 0.71  0.71 0.66  
     Family provides a sense of security; will always be there 0.71  0.39 0.71  
     Should help relative with financial hardship 0.71  0.28 0.70  
     Family should ask for advice from relatives to make decisions 0.70  0.35 0.69  
     Important to be united as a family 0.78  0.66 0.77  
     Should share home with relatives if they need a place to stay 0.69  0.19 0.69  
     Important to have close relationships with extended family 0.74  0.37 0.73  
     Older kids should take care of younger brothers and sisters 0.71  0.57 0.69  
     Always be good; represent the family. 0.79  0.88 0.75  
     Celebrations are important because the family comes together 0.72  0.42 0.71  
     Parents should make sacrifices so children have better life 0.65  0.52 0.62  
     Always think about family when making important decisions. 0.78  0.54 0.76  
     Important for family to show love and affection 0.75  0.39 0.74  
     Work hard; reflects on the family 0.79  0.81 0.76  
Parent      
     Parents should teach children that family always comes first  0.73 0.19  0.35 
     It is child’s duty to care for parents when they get old  0.64 0.28  0.18 
     Always do things to make parents happy  0.62 0.26  0.07 
     Family provides a sense of security; will always be there  0.67 0.07  0.60 
     Should help relative with financial hardship  0.63 0.13  0.67 
     Family should ask for advice from relatives to make decisions  0.58 0.15  0.52 
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     Important to be united as a family  0.78 0.12  0.44 
     Should share home with relatives if they need a place to stay  0.58 0.09  0.69 
     Important to have close relationships with extended family  0.68 0.15  0.64 
     Older kids should take care of younger brothers and sisters  0.69 0.17  0.40 
     Always be good; represent the family.  0.81 0.24  0.12 
     Celebrations are important because the family comes together  0.68 0.16  0.58 
     Parents should make sacrifices so children have better life  0.62 0.20  0.35 
     Always think about family when making important decisions.  0.68 0.16  0.42 
     Important for family to show love and affection  0.65 0.11  0.55 
     Work hard; reflects on the family  0.79 0.19  0.17 
      
M 0.72 0.68 0.35 0.70 0.42 
SD 0.04 0.07 0.23 0.05 0.20 
ECV   0.32 0.47 0.20 

 0.95 0.93 0.95 0.98 0.81 

H   0.39 0.63 0.70 

Rel.    0.42 0.64 0.86 
H 0.95 0.95 0.92 0.94 0.84 
FD 0.97 0.97 0.60 0.97 0.92 

Note. Att = Attention; ECV = Explained Common Variance; Ext = Externalizing Factor; FD = Factor Determinacy; H = Construct 

Reliability; Int = Internalizing Factor; Rel  = Reliable Omega; S. Child = specific child-reported factor; S. Parent = specific parent-

reported factor;  = Omega; H = Omega Hierarchical. 
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Figure A2.5  

Moderated mediation path diagrams with standardized path coefficients and 95% bootstrapped confidence intervals (in parentheses) for the p factor 
(A), specific internalizing factor (B), specific externalizing factor (C), and specific attention factor (D) using parent-reported items only 

 

 

 

 

 

 

 

 

 

 

 

 

***p ≤ .001; **p ≤ .01; *p ≤ .05; ✝p ≤ .10
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Table A2.16  

Standardized total effects, indirect effects, and the Index of Moderated Mediation for the bifactor dimensions predicted by Socioeconomic Status (SES) via 
Stressful Life Events (SLEs) using parent-reported indicators only  

Factor 

Total Effect Indirect Effect 

PM 

IMM 

B BS 95% CI B BS 95% CI B BS 95% CI 
p -0.03 -0.05, -0.02 -0.014 -0.02, -0.01 45% -0.002 -0.004, -0.001 
Attention -0.02 -0.04, -0.01 -0.001 -0.003, -0.001 4% -0.001 -0.002, 0 
Externalizing -0.03 -0.04, -0.02 -0.002 -0.003, -0.001 6% -0.001 -0.002, 0 
Internalizing 0.02 0.07, 0.09 -0.008 -0.01, -0.005 NA 0.001 0, 0.002 

Note. BS = Bootstrapped; IMM = Index of Moderated Mediation; PM = percentage ratio of the indirect effect to the total effect. 
 

 


