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Abstract. Several studies have shown a positive relationship between measures 

of gaze behaviours and the quality of student group collaboration over the past 

decade. Gaze behaviours, however, are frequently employed to investigate i) stu-

dents' online interactions and ii) calculated as cumulative measures of collabora-

tion, rarely providing insights into the actual process of collaborative learning in 

real-world settings. To address these two limitations, we explored the sequences 

of students’ gaze behaviours as a process and its relationship to collaborative 

learning in a face-to-face environment. Twenty-five collaborative learning ses-

sion videos were included from five groups in a 10-week post-graduate module. 

Four types of gaze behaviours (i.e., gazing at peers, their laptops, tutors, and un-

defined objects) were used to label student gaze behaviours and the resulting se-

quences were analyzed using the Optimal Matching (OM) algorithm and Ward's 

Clustering. Two distinct types of gaze patterns with different levels of shared 

understanding and collaboration satisfaction were identified, i) peer-interaction 

focused (PIF), which prioritise social interaction dimensions of collaboration and 

ii) resource-interaction focused (RIF) which prioritise resource management and 

task execution. The implications of the findings for automated detection of stu-

dents’ gaze behaviours with computer vision and adaptive support are discussed. 
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1 Introduction 

In recent years, multiple data sources and analytics techniques have been applied to 

extract insights from collaborative learning settings. However, the majority of existing 

research focuses on log data of student interactions in digital settings, followed by ques-

tionnaires and verbal documentation which are then analysed with descriptive and in-

ferential statistics [1]. As presented in a recent systematic review on social learning, the 

dominant analytical approach researchers use is social network analysis, followed by 

inferential statistics and the dominant data source used is students’ online traces [2] 

while almost completely ignoring what is happening outside of the digital space. Nev-

ertheless, the overreliance on digital traces from a single platform arguably provides 

insufficient information, overlooks learning as an ecosystem [1], and undervalues many 
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real-world social context complexities that are crucial for social learning [2]. Investi-

gation of students’ real-world nonverbal behaviours from video data and computer vi-

sion techniques is an understudied area for AIED. Here, we investigated the sequences 

of students’ gaze behaviours from a real-world face-to-face collaborative learning ac-

tivity from videos and analysed their relationship to perceived shared understanding.  

2 Background Research on Gaze Behaviours in Collaboration  

Gaze behaviours are considered to be a crucial element for the building of shared un-

derstanding in collaborative learning. Learners use gaze to streamline speech, co-pre-

sent, and disambiguate and direct others’ attention. In eye-tracking research, gaze be-

haviours have been shown to have good potential for understanding and predicting the 

quality of collaboration through different measures such as joint visual attention (JVA) 

[3], gaze overlap [4], and attention similarity [5]. However, these features, which mea-

sure the cumulative frequency of whether learners are looking at the same object, can 

hardly be used to represent the complex process of disambiguating and directing atten-

tion [6]. As Fan and colleagues [7] argued, the establishment of “shared attention” in 

social contexts through gaze, consists of a sequence of gaze behaviours from involved 

agents rather than being a single act. It usually requires initial mutual attention in time, 

referring to the point of attention, following the reference, and shared attention. Con-

siderations of gaze behaviours as a process might provide better insights into students’ 

collaborative learning but are rarely considered in educational research studies. 

Most existing gaze behaviour investigations in collaborative learning research come 

from eye-tracking studies. However, existing studies on gaze behaviours in collabora-

tive learning are limited due to various inherent challenges. Firstly, limited by equip-

ment and technology, most of the studies looked at collaboration in digital learning 

environments [8]. Previous work has used eye trackers [9] or markers in the real world 

[10] to capture learners’ attentive region. These studies illustrated the close relationship 

between learners’ visual attention and their collaborative learning outcomes. However, 

they focused more on the visual attention in the collaborative working space rather than 

the attention among peers, which also has been considered an important gaze behaviour 

during collaborative learning [11]. Secondly, nearly all published studies were con-

ducted in a laboratory context rather than investigating natural real-world learning en-

vironments [10]. The effectiveness of the identified proxies has not been studied in an 

ecological setting which may have more interference and may be longer in duration 

than in studied experimental conditions.  

Yet, understanding gaze communication dynamics in face-to-face collaborative 

learning settings and interpreting students’ gaze behaviours from video data with com-

puter vision are understudied. In this paper, we present a novel representation of gaze 

communication dynamics specific to real-world collaborative learning environments, 

which has significant implications for developing novel computer vision algorithms 

and AIED tools to provide timely and useful interventions and feedback.  
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3 Methodology 

3.1 Context of study, Data Collection, and Pre-processing 

The data was collected from a 10-week postgraduate module. Students were as-

signed into groups of 4 or 5 students with interdisciplinary backgrounds, mixed-gender 

and varied first languages. Within each week, students were requested to attend a 1-

hour face-to-face session to discuss and complete a weekly task collaboratively on Miro 

(miro.com) which they accessed through their laptops/tablets.  

During the sessions, students were seated as a group around a T-shaped table, facing a 

camera. Twenty-three sessions, lasting from about 33 minutes to about 67 minutes, 

have been used as the final dataset in this study. The first frames of each second from 

a particular session were extracted to generate a new video for the labelling of gaze 

behaviours in the analysis. After each session, students were asked to fill in a post-

survey with 5-points Likert scale questions about their shared understanding. Ethics 

approval was received from the institution and individual consents were given by stu-

dents before the start of the study. 

3.2 Coding the Gaze Behaviours 

We categorized the learners’ gaze behaviours into four main categories: looking at a 

student (S), looking at a laptop (L), looking at a tutor (T), and looking at other objects 

(O). To be more specific, code S refers to the gaze behaviours of a student looking at 

another student in the same group. The learners in the group were labelled from 1 to n, 

where n is the number of students within the group. By using the code S1 to Sn, the 

actual learner who has been gazing at can be identified. Code L represents situations 

when the learner was looking at the laptop on the desk. L1 is used when the learner was 

looking at his/her own laptop while L2 is used when looking at another member’s lap-

top. Code T refers to a situation when the learner was looking at the tutor who appeared 

in the video. Code O is used when the learner was looking at other objects which have 

not been defined above. For example, learners who were looking at their own gestures 

while speaking, or looking at food/cups on the table would be coded as O.  

Computer Vision Annotation Tool (CVAT) (cvat.org) tool was used for video anno-

tation. The coding scheme was implemented by two researchers. A sample video of 

1000 frames was coded by both to achieve the consensus of coding with high reliability 

(Cohen’s Kappa = 0.98). 

3.3 Feature Engineering from Labelled Gaze Behaviours and Analysis  

The shaping of shared understanding does not happen in a single gaze moment and 

requires to be analysed as a process. Here, we engineered a process feature named 

Shared Attention (SA) as a proxy to measure whether learners shared gaze attention in 

a specific time period. Ten-frame windows (representing ten seconds in original videos) 

were used to generate the process-based feature. In a specific window, the students who 
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have been gazed at by over half of the students and the students who gazed at them 

were marked as “1”, which means they might participate in building shared attention. 

To increase the accuracy of the processing, the overlapping window method was used. 

The window size was chosen as ten frames and the window was moved two frames 

further for each time. The output SA sequence for the whole group is consist of the ratio 

of shaping shared gaze attention for each frame in this session.  

The Optimal Matching Algorithm (OMA) was applied to explore the gaze behaviour 

sequences. Based on the distance matrix obtained from OMA, further cluster analysis 

was applied. Before implementing OMA, numerical values in SA sequences were con-

verted into codes. The numerical value “0” in the original SA sequences was labelled 

as “passive (P)” since learners showed no shaping shared gaze attention when this ratio 

is 0. On the contrary, the value “1” was coded as “active (A)”. The values between 0 

and 1 were coded as “Semi-active (S)”. Since students had to follow the same set of 

activities regardless of their sessions and the length of activities varied, to avoid value 

loss, the first thirty minutes of each sequence were used. In total, 23 sequences with 

1800 frames were included in the analysis.  

A 23X23 matrix was the output of OMA at the session-level. Each cell in the matrix 

represented the “distance” between the following sequences. Then, Ward’s Clustering 

was applied to hierarchically cluster the sequences with similar patterns across sessions. 

The agglomerative coefficient, which reflects the tightness of clustering, was 0.59. 

4 Results and Discussion 

Fig. 1(a) shows the clusters of gaze behaviour sequences in sessions. According to this 

tree graph, we divided 23 input sessions into two types.  

 

  
(a)                                          (b) 

Fig. 1. (a) A hierarchical tree represents the result from Ward’s clustering in which T represents 

a task number and G represents a group number. (b) A relative frequency of codes (1=Passive, 

2=Semi-active, 3=Active) in each cluster (Type 1 and Type 2). 

The first type contains the top 12 sessions and the second type contains the bottom 

11 sessions on the tree. Fig.1(b) shows the frequency of 3 codes in these two types. The 

green, purple and orange bars represent “Passive”, “Semi-active”, and “Active” shared 
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gaze periods respectively. According to Fig. 1(b), these two types have a similar fre-

quency of “semi-active” states. Meanwhile, type 1 presents more frequency of being 

“active” than type 2. The “active” status in type 1 appeared more frequently which 

means a longer period of active state was achieved compared to type 2. It can also be 

inferred that the shared gaze attention lasted longer in type 1 sessions. In other words, 

students from type 1 exhibited patterns of longer shared gaze periods. On the contrary, 

students from type 2 tended to focus more on completing the task on their Miro boards 

and gazing at their laptops. Type 1 sequences of gaze behaviours might be better asso-

ciated with interactive and socio-emotional dimensions [12] of collaborative learning. 

These gaze sequences are more likely to occur when students are interacting with peers, 

actively listening to others, encouraging participation and inclusion of peers etc. On the 

other hand, Type 2 gaze behaviours may be better associated with the behavioural and 

regulative dimensions [13]. These gaze sequences are more likely to occur while stu-

dents are doing resource management, taking actions on their laptops and during task 

execution phases. Therefore, we named type 1 sequences as the peer interaction focused 

(PIF) type and type 2 as the resource interaction focused (RIF) type. It is worth noting 

that, the types of tasks and groups did not show significantly different distribution be-

tween PIF and RIF patterns (Fig.1 (a)). This illustrates the potential of these sequences 

to be task and group size-independent features.  

The PIF type (m = 3.54, SD = 0.41) and the RIF type (m = 3.54, SD = 0.31) did not 

show statistically significant difference in terms of their perceived shared understand-

ing (SU). It means that a higher frequency of shared gaze attention with peers may not 

always lead students to perceive a better shared understanding in collaboration. Rather, 

groups that lack shared understanding might spend long periods of PIF sequences of 

gaze behaviours, trying to establish a shared understanding. Meanwhile, the shared un-

derstanding values of the PIF type are distributed wider than in the RIF type. Previous 

research illustrated that JVA (measured as overlapping gaze areas) had a significantly 

positive relationship with shared understanding in collaboration [6]. However, this re-

sult may mainly reflect that students who already have established a shared understand-

ing are more likely to overlap in their gaze areas in collaborative learning tasks. On the 

other hand, if students are initially trying to build such shared understanding this might 

require extended periods of peer-interaction focused sequences of gaze behaviours.  

5 Conclusion 

In this paper, we identified two distinct types of gaze behaviour patterns of students 

from twenty-three face-to-face collaborative learning sessions. Peer-interaction fo-

cused (PIF) patterns, which prioritise social interaction dimensions of collaboration, 

might lead to a more shared understanding and higher satisfaction for students com-

pared to resource-interaction focused (RIF) patterns, which prioritise resource manage-

ment and task execution. This work has significant implications for developing novel 

computer vision algorithms and hence designing fully automatic behavioural analytics 

tools to provide intervention and feedback in real-world learning environments.  
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