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Abstract
Recent evidence suggests that domain-general auditory processing (sensitivity to the spectro-temporal characteristics of sounds) helps determine individual differences in L2 speech acquisition outcomes. The current study examined the extent to which focused training could enhance auditory processing ability, and whether this had a concomitant impact on L2 vowel proficiency. A total of 98 Japanese learners of English were divided into four groups: (1) Auditory-Only (F2 discrimination training); (2) Phonetic-Only (English [æ] and [ʌ] identification training); (3) Auditory-Phonetic (a combination of auditory and phonetic training); and (4) Control training. The results showed that the Phonetic-Only group improved only their English[æ] and [ʌ] identification, while the Auditory-Only and Auditory-Phonetic groups enhanced both auditory and phonetic skills. The results suggest that a learner’s auditory acuity to key, domain-general acoustic cues (F2 = 1200-1600 Hz) promotes the acquisition of knowledge about speech categories (English [æ] vs. [ʌ]).
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Public Significance

Investigating 98 adult Japanese speakers’ acquisition of English [æ] and [ʌ], the current study examined whether domain-general auditory processing (i.e., precise representation of sounds) can be improved via focused online training, and whether auditory training can enhance speech learning. Our study shows that improving a learner’s auditory processing promotes the acquisition of knowledge about speech categories (English [æ] vs. [ʌ]) establishing auditory processing as a causal factor in language learning. These findings suggest that auditory training could help remediate difficulties with L2 speech learning in some individuals with auditory deficits, and that auditory testing could help predict which individuals are capable of proficient L2 learning. The current study could be considered as the very first attempt to answer one of the most well-researched topics (i.e., the mechanisms underlying language learning) by interfacing psycholinguistics, education, and hearing research perspectives in an interdisciplinary manner.

Introduction

In the field of cognitive psychology, much attention has been given to examining the perceptual and cognitive systems which govern first language acquisition. One influential theoretical account proposes that domain-general auditory processing (representation of acoustic dimensions) is a critical determinant of language learning throughout the lifespan, as it facilitates phonetic, lexical, and morphosyntactic analysis of language (Goswami, 2015). A paradigm has emerged which states that auditory processing plays an even more critical role in second language (L2) acquisition (Mueller et al., 2012). Studies conducted within this paradigm have provided (a) cross-sectional evidence showing that high-level L2 speech proficiency is linked to both language experience and precise auditory processing abilities (e.g., Kachlicka et al., 2019); and (b) longitudinal evidence showing that individuals with precise auditory sensitivity demonstrate larger L2 gains when they use the target language in both naturalistic and classroom settings (e.g., Sun et al., 2021).

Currently, more research is needed to establish the directionality of the relationship between auditory processing and learning outcomes. Specifically, although it is clear that auditory processing and language learning are linked, it is difficult to determine whether precise encoding of domain-general auditory information drives language learning, or whether enhanced auditory precision is a by-product of language learning. To this end, one exploratory question concerns to what degree auditory processing can be enhanced via focused training, and whether it would subsequently impact speech learning. In the current investigation, we examined a total of 98 Japanese speakers’ acquisition of English [æ] and [ʌ] contrasts with a pre- and post-test design. Using paradigms developed in L2 phonetics (e.g., Logan et al., 1991 for High Variability Phonetic Training), and L1 hearing research (e.g., Merzenich et al., 1996 for auditory discrimination training), we developed two different types of focused training: (a) the identification of target contrasts using multi-talker speech stimuli (i.e., phonetic training) and (b) the discrimination of the relevant acoustic cues (second formant frequency in the range 1200-1600 Hz) within nonverbal sounds (i.e., auditory training). To unravel the relative effectiveness of the methods, we aimed to compare three different types of training (Auditory-Only, Phonetic-Only, and Auditory-Phonetic) against a comparison group who received phonetic training on different targets (English [r] and [l]).
Background

Auditory Processing in L1 Acquisition

Auditory processing is defined as the ability to encode and proceduralize spectral and temporal characteristics of sounds. This domain-general ability has been proposed to be a bottleneck for spoken language acquisition: spectral and temporal details convey phonemic, phonological, and prosodic categories (Werker, 2018) while pitch, amplitude, and duration cues also contain information relevant to detection of word-, collocation-, sentence-, and phrase boundaries (Cutler & Butterfield, 1992), suffixes, inflection, and articles (Joanisse & Seidenberg, 1998) and word order (Penner et al., 2001). Individuals widely differ in the precision of their auditory discrimination (e.g., Kidd et al., 2007), and auditory skills are associated with a range of language outcomes (e.g., speech-in-noise perception, vocabulary use, literacy, and phonological awareness; Anvari et al., 2002; Bavin et al., 2010; Boets et al., 2008; Douglas & Willatts, 1994; Lamb & Gregory, 1993; Talcott et al., 2000; Tierney et al., 2021; for longitudinal evidence on the link between auditory processing and L1 vocabulary development over the first 3 years of life, see Kalashnikova et al., 2019).

Furthermore, some toddlers with auditory processing deficits experience delays in phonological, lexical, and morphosyntactic learning, and these delays can lead to a range of language problems, including dyslexia (Hornickel & Kraus, 2013) and other disorders (e.g., Russo et al., 2008 for Autism Spectrum Disorders). A meta-analysis conducted by Hämäläinen et al., (2013) found that differences in the auditory processing abilities of dyslexic and normal hearing individuals are relatively medium-to-large ($d = 0.9$ for duration; $d = 0.8$ for risetime; $d = 0.7$ for pitch; cf. Witton et al., 2020 for the results of the moderator analyses). It is noteworthy, however, that not all dyslexic children have auditory deficits (about 40% according to Ramus, 2003), and that those with auditory deficits may have problems in other areas of cognitive functioning (e.g., Snowling et al., 2018 for attentional control). As a result, individual differences in auditory processing may help drive variability in language learning success, but are not the only potential contributor to language impairments such as dyslexia. Recently, some scholars have begun to examine the role of auditory processing in the context of post-pubertal L2 speech learning—a unique testing ground for the life-long role of auditory processing in language learning (Mueller et al., 2012).

Auditory Processing in L2 Speech Learning

Post-pubertal learners demonstrate a great deal of individual variation in their L2 speech outcomes, with some achieving nativelike proficiency and others retaining a strong foreign accent. Much of the research on the ultimate attainment of L2 speech has focused on demographic factors as predictors of learning success (e.g., length of immersion, Flege et al., 1995; timing of immersion, Abrahamsson & Hyltenstam, 2009; frequency of L2 use, Derwing & Munro, 2013; native vs. non-native interlocutors, Flege & Liu, 2001; and classroom vs. immersion learning context, Mora & Valls-Ferrer, 2012). Other scholars have investigated learner-internal perceptual-cognitive predictors (e.g., Darcy et al., 2015 for working memory; Linck et al., 2013 for implicit and statistical learning abilities; (Mora-Plaza et al., 2021) for attention and switching; Ghaffarvand Mokari & Werner, 2019 for inhibitory control; Hu et al., 2013 for phonemic coding). One perceptual ability which has attracted increasing research attention is auditory processing ability (e.g., Mueller et al., 2012). Some scholars have argued that having precise auditory processing could be even more consequential in adult L2 speech acquisition compared to L1 speech acquisition (Saito et al., 2020b) because the former takes place in the same linguistic space as the fully developed and automatized L1 system. This implies that
L2 speech learning is susceptible to the influence of L1 phonetic structures. When adult learners are exposed to new sounds, they analyze acoustic signals using existing L1 cue strategies, at least in the initial stages of learning (e.g., Japanese speakers using F2 variation and largely ignoring F3 variation for perceiving English [r] and [l]). Auditory deficits could directly impact the extent to which learners are able to retune their cue weighting patterns, which could in turn lead to learning difficulties and delays. Furthermore, unlike L1 acquisition, where children generally enjoy ample opportunities for language input, the quantity and quality of L2 conversational opportunities are substantially limited, even in immersive settings (Flege & Liu, 2001). Thus, the slightest auditory disadvantage may hinder learners from making the most of precious opportunities for the robust, precise, and prompt analysis of acoustic input.

To date, research has shown that individuals with precise auditory processing abilities are better able to perceive foreign sounds that they have never encountered (e.g., Kempe et al., 2015), and are able to attain highly advanced L2 proficiency after years of immersion experience (e.g., Kachlicka et al., 2019 for grammar; Saito, et al., 2020 for speech production; Omote et al., 2017 for speech perception; for the longitudinal relationship between auditory processing and one year of L2 speech learning, see Saito et al., 2020b; Sun et al., 2021). Moreover, gains from explicit phonetic training in various areas of L2 speech learning have been linked to L2 learners’ auditory processing profiles (e.g., Lengeris & Hazan, 2010 for formant acuity vs. English vowels; Qin et al., 2021 for pitch acuity vs. Cantonese lexical tones; Leong et al., 2018 for amplitude acuity vs. L2 segmental acquisition under adverse conditions).

Although the existing literature strongly supports the association between individual differences in basic auditory perception skills and post-pubertal L2 speech learning, the directionality of this audition-language link remains unclear. Specifically, we have yet to know (a) whether one’s auditory precision predicts the rate of success in subsequent language learning; (b) whether one’s specific experience with language acquisition shapes the degree of auditory acuity; or (c) whether the development of auditory and linguistic abilities co-evolve. In addition, it is possible that a third factor (i.e., other cognitive abilities) may be associated with both auditory processing and L2 speech learning, and thus be responsible for driving acquisition.

One way to approach this topic is to investigate how auditory processing training impacts the development of auditory and linguistic abilities. This would have ample theoretical and practical implications. For theory building, it would provide some of the first empirical evidence on the causal link between perception and acquisition (i.e., that enhanced auditory processing promotes L2 speech learning even without any phonetic training). In terms of practical relevance, the study could have important implications for how to stimulate the language development of L2 learners with relatively low auditory processing abilities. Research on the development, validation, and provision of auditory training is a high priority, to determine whether such training could help all L2 learners notice, learn, and master new sounds regardless of their auditory processing profiles. The current study took a first step towards pursuing this scholarly enquiry by exploring the effects of auditory processing training on L2 speech acquisition.

**Training Auditory Processing**

In the field of first language acquisition, auditory processing training has been explored as a remedy to language problems that arise from deficient auditory processing skills (Goswami, 2015; Merzenich et al., 1996). In such a paradigm, learners are asked to discriminate among and between non-verbal and/or speech sounds which vary along a particular acoustic dimension (e.g., formant, pitch, duration, or amplitude). Doing so induces learners to selectively focus on
analyzing spectro-temporal information while paying less attention to other dimensions of sounds. To promote the transfer of auditory learning gains to language acquisition, some scholars have proposed combining auditory processing training with language learning training (e.g., phonemic discrimination, reading training; for auditory training studies examining the effects of phonemic discrimination under noise conditions on adults with hearing loss, see Henshaw & Ferguson, 2013; for music training studies examining the effects of music practice on auditory and language abilities among children, see Tierney et al., 2015; for elderly adults with age-related hearing loss, see Dubinsky et al., 2019).
Table 1
Summary of 10 Key Auditory Training Studies

<table>
<thead>
<tr>
<th>Study</th>
<th>Participants</th>
<th>Focus, length, and stimuli of training</th>
<th>Findings</th>
</tr>
</thead>
</table>
| Merzenich, et al. (1996) | • n = 7 language-based learning impairment LI children (Study 1)  
                        • 11 LLI children (Study 2) | • Focus: Auditory skills (temporal processing)  
                        • Stimuli: Nonverbal and speech sounds  
                        • Length: 20 minutes over 19-28 sessions (6-9 hours) | • Training helped children with auditory deficits improve both auditory processing (temporal reproduction) and language functions (phonemic identification). |
| Hayes, et al. (2003)   | • n = 27 children with learning problems (e.g., attention deficit) for Experimental  
                        • n = 22 children (with/without learning problems) for Control | • Focus: Global auditory and language skills via phoneme discrimination, auditory memory, auditory sequencing, auditory attention, rhyming and sound blending skills (using Earobics)  
                        • Stimuli: Nonverbal and speech sounds  
                        • Length: 1-hour × 25-40 sessions over 8 weeks (25-40 hours) | • Children with language learning problems improved composite auditory processing scores, but not cognitive and academic abilities.  
                        • Alternation was observed in the cortical representation of speech in quiet and in noise (gateway to sensory input).  
                        • No changes were observed in brainstem responses. |
| Schaffler, et al. (2004) | • n = 41 children with dyslexia | • Focus: Auditory skills (pitch and intensity discrimination)  
                        • Stimuli: Nonverbal sounds  
                        • Length: 10-15 minutes × 10 sessions over 10 days (1.5-2.5 hours) | • Children’s auditory processing skills improved.  
                        • Gains were transferred to phonological and spelling skills. |
| Strehlow, et al. (2006) | • n = 44 children with dyslexia | • Focus: Reading training plus auditory temporal processing or phoneme processing (duration)  
                        • Stimuli: Nonverbal sounds for auditory training; speech sounds for phoneme processing training  
                        • Length: 2 hours per day × 10-12 weeks (100-120 hours) | • Auditory processing and phonemic skills were enhanced; improvements lasted for six months.  
                        • The generalizability of the gains to reading and spelling was unclear (although some advantage was observed for auditory processing training group in the delayed post-tests). |
| Micheyl, et al. (2006) | • n = 64 (30 musicians, 38 non-musicians) | • Focus: Pitch discrimination task without feedback (pure/harmonic tones; ± noise)  
                        • Length: 1.5-2.5 hours × 5 sessions over 5 days (7.5-12.5 hours)  
                        • Stimuli: Nonverbal sounds (pure and harmonic tones) | • Musicians (10 hours of training) demonstrated more precise pitch discrimination than non-musicians.  
                        • Four to eight hours of training helped non-musicians obtain pitch acuity that was comparable to musicians. |
<p>| McArthur, et al. (2008) | • n = 28 children with specific language | • Focus: Auditory skills (frequency discrimination, rapid auditory processing) | • Training improved auditory processing skills on immediate and delayed post-tests (1 week and 3 months after training). |</p>
<table>
<thead>
<tr>
<th>Study</th>
<th>n</th>
<th>Focus</th>
<th>Stimuli</th>
<th>Length</th>
<th>Findings</th>
</tr>
</thead>
</table>
| Whitton, et al. (2017)            | 24      | Focus: Audio-motor integration skills (discrimination and motor action) or auditory working memory | Nonverbal sounds (different in intensity, pitch, formant or noise)                           | 3.5 hours × 8 weeks (27 hours)              | • Auditory motor training enhanced both auditory processing (auditory discrimination; digit and word identification in noise) and language skills (speech-in-noise perception).  
  • Training gains were not sustainable on the delayed post-tests (6 weeks after the treatment).  
  • Working memory training enhanced relevant cognitive abilities (working memory capacities) but not language skills. |
| Whiteford & Oxenham (2018)        | 20      | Focus: Pitch discrimination task or comparison task (interaural level difference training) | Pure tones (500 Hz)                                                                          | 1-2 hours × 4 sessions                      | • Both training groups improved pitch discrimination abilities (i.e., test-retest effects).  
  • 11 out of 20 participants attained melody discrimination beyond the global diagnostic criteria for amusia (measured via the Montreal Battery of Evaluation of Amusia training). |
| Pires & Schochat (2019)           | 25      | Focus: Auditory temporal training (using four games adapted from the Fast ForWord software) | Nonverbal and modified speech sounds                                                          | 30 minutes × 8 sessions (4 hours)           | • Auditory training group not only improved auditory temporal ordering skills, but also reduced the frequency of phonological-based orthographic errors.                                                                 |
| Fostick, et al. (2020)            | 86      | Focus: Auditory temporal processing training vs. intensity discrimination training | Nonverbal pure tones (differing in interstimulus intervals for temporal training and intensity for intensity training) | 12 sessions                                 | • Auditory training positively impacted relevant abilities (temporal training for temporal thresholds, intensity training for intensity thresholds).  
  • Auditory temporal training (but not intensity discrimination training) helped enhance aging adults’ speech perception (word identification under quiet and noise conditions) at immediate and delayed post-tests (1 day and 3 months after training). |
As summarized in Table 1, findings from the existing literature suggest that children and adults can enhance both auditory and language abilities when they receive both auditory and language training in a complementary fashion (e.g., Pires & Schochat, 2019). Such training could be very brief (e.g., Whiteford & Oxenham, 2018 for about 4 hours). There is some evidence that the effectiveness of training can last several months (e.g., Strehlow et al., 2006 for the results of six-month delayed post-tests). When it comes to the transferability of auditory training to language domains (e.g., speech-in-noise perception; word recognition; pseudoword repetition; spelling accuracy), however, the findings are mixed. For example, positive transfer is likely to happen when auditory training involves both nonverbal and speech sounds (e.g., Merzenich et al., 1996 for phonemic identification; Whitton et al., 2017 for speech-in-noise perception; Pires & Schochat, 2019 for spelling error reduction). Some research has shown that the use of nonverbal stimuli in auditory processing training can still lead to robust gains in language (e.g., Schäffler et al., 2004 for phonological and spelling skills). However, skill specificity has also been reported. In some studies, auditory training benefits have been limited to auditory processing enhancement, but without any significant impact on other dimensions of cognitive, language, and academic abilities (e.g., Hayes et al., 2003 for the lack of cognitive and academic benefits; McArthur et al., 2008 for the lack of reading, language, and spelling benefits). In terms of methods, whereas most of the literature used similar tasks (nonverbal sound or/and speech discrimination), the length and intensity of training varied to a great degree (e.g., Schäffler et al., 2004 for 1.5-2.5 hours; Strehlow et al., 2006 for 120 hours). Finally, the effectiveness of auditory processing training (measured via auditory development and language transfer) has been examined in a range of populations (e.g., normal-hearing children and adults; children with auditory deficits and dyslexia; elderly adults with hearing loss).

Motivation for Current Study

The current study took a first step towards examining the extent to which the provision of auditory processing training can enhance adult L2 speech learning. Unlike the existing literature, which looked at broad relationships between auditory processing training and global areas of language (e.g., sound and word identification in noise), a novelty of the current study is our scrutiny of a specific L2 speech acquisition instance—Japanese speakers’ acquisition of English [æ] and [ʌ]. These two vocalic sounds mainly differ in terms of F2 (1100-1300 Hz vs. 1400-1600 Hz; Hawkins & Midgley, 2005). Because neither of the phones exist in Japanese, inexperienced Japanese listeners use two main strategies to perceive them—(a) perceiving English [æ] as a new sound (which is sufficiently distinguishable from any neighboring L1 sounds, Japanese [e] and [a]); and (b) assimilating English [ʌ] to the Japanese central vowel [a] (Nishi et al., 2008). Some studies have shown that brief phonetic training on these features (2-4 hours) can lead to learning gains in the range of 10-20% (e.g., Lambacher et al., 2005; Nishi & Kewley-Port, 2008; for similar findings, Ortega et al., 2019 with Spanish learners; and Thomson, 2012 with Chinese learners).

A total of 98 Japanese learners participated in the current investigation. They were divided into four treatment conditions—(a) Auditory-Only (3 hours of non-verbal auditory processing training on the primary acoustic correlate of the English [æ] and [ʌ] contrast, F2 = 1200-1600 Hz), (b) Phonetic-Only (3 hours of phonetic training on English [æ] and [ʌ]), (c) Auditory-Phonetic (1.5 hours of non-verbal auditory and phonetic training, respectively), and (c) Control (3 hours of phonetic training on English [r] and [l]). To examine the impact of training on the development of auditory processing and speech proficiency, the participants took speech
perception (English [æ] and [ʌ] identification) and auditory processing tests (F2 discrimination) before and after the treatment. The following research question and predictions were formulated:

- **Research Question**: To what degree can three different types of training (Auditory-Only, Phonetic-Only, Phonetic-Auditory) impact participants’ F2 processing abilities and English [æ] and [ʌ] identification abilities?

- **Predictions**: Echoing the assumptions underlying the auditory precision hypothesis in L1 (Goswami, 2015) and L2 contexts (Kachlicka et al., 2019), we hypothesized that auditory processing would promote L2 speech acquisition. Thus, an asymmetric relationship was predicted: (a) Participants in the Phonetic-Only group will improve their English [æ] and [ʌ] perception skills (e.g., gains in the range of 10-20%; Lambacher et al., 2005) but not their F2 discrimination skills; (b) participants in the Auditory-Only group will improve their F2 discrimination skills, and this will exert a positive influence on their English [æ] and [ʌ] perception accuracy. Given some positive outcomes in the literature (e.g., Merzenich et al., 1996), we predicted that the combination approach (Auditory-Phonetic) would be expected to promote both auditory and phonetic learning. However, we did not have particular predictions as to whether participants in the Auditory-Phonetic group would outperform those in the Auditory-Only or Phonetic-Only groups.
Method

Participants

A total of 98 Japanese speakers of English participated in the current study. Due to the constraints of the global COVID-19 pandemic, recruitment and data collection were conducted online. A digital flyer was created to recruit volunteer participants who were interested in improving their L2 English listening and speaking proficiency via research-based training methods. The flyer was disseminated across major social media networks (e.g., Facebook, Twitter), on the investigators’ university websites, and through mailing lists consisting of more than 500 Japanese researchers and teachers inside and outside of Japan. Initially, 108 interested participants contacted the researchers, and received detailed instructions about the scholarly purpose and nature of the project. During the orientation session (via email; for details, see below), the participants were explicitly told that they had to secure eight consecutive days during which they would be able to complete all of the treatment sessions (as shown in Figure 1). Participants who confirmed their commitment to the project were invited to join. For a range of technological and logistical reasons (for the details of the screening procedure, see the Results section), the data of 10 participants were not used in the final analyses (10% attrition). In total, 98 participants completed the project (32 males, 66 females).

Their biographical backgrounds varied in terms of chronological age ($M_{\text{age}} = 23.8$ years, $SD = 8.1$, $Range = 18$-$59$), starting age of English education ($M_{\text{age of learning}} = 11.6$ years, $SD = 4.0$, $Range = 3$-$15$ years), and experience with pronunciation ($n = 24$ for yes, $n = 54$ for no) and music training ($n = 35$ for yes, $n = 63$ for no). Although all the participants were based in Japan at the time of the project, some reported having prior immersion experience (48 out of 98 reported more than three years of study- and living-abroad). All participants were randomly assigned to the four treatment conditions: Auditory-Only ($n = 22$), Phonetic-Only ($n = 22$), Auditory-Phonetic ($n = 21$), and Control ($n = 33$). The purpose of the control group was to check the presence of test-retest effects; to ensure robust statistical power, we intended to recruit a sufficiently large number of participants relative to the experimental groups.

According to the results of the previous meta-analyses on L2 speech training, medium-to-large effect sizes were reported (e.g., $d = .92$ in Sakai & Moorman, 2018). Using G*Power (Faul et al., 2007), therefore, a priori power analysis was performed with an estimation of the medium-to-large effect size ($f = .35$). $N = 112$ was suggested as an adequate number of participants for the research design with one between-subjects factor (Group: Auditory-Only, Phonetic-Only, Auditory-Phonetic, and Control) and one within-subjects factor (Time: pre, post-tests) to reach strong statistical power (.96). In light of the number of participants which we actually included in the final analyses ($N = 98$), the compromise power analysis generated slightly lower power, .94. We considered the figure ($N = 98$ for power of .94) to be adequate to guarantee the validity of the current analyses and findings because it was substantially beyond the field-specific threshold in instructed L2 speech research (i.e., power of .70-.80; Larson-Hall, 2015).

---

2 Using a dummy code for participants’ prior immersion experience backgrounds (0 = little experience abroad, 1 = more than one year of immersion experience), a set of follow-up analyses were conducted
## Figure 1
Summary of Research Design

<table>
<thead>
<tr>
<th>Auditory-Only</th>
<th>Phonetic-Only</th>
<th>Auditory-Phonetic</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n = 22)</td>
<td>(n = 22)</td>
<td>(n = 21)</td>
<td>(n = 33)</td>
</tr>
</tbody>
</table>

### Day 1
Orientation (confirming participants’ understanding, commitment, and availability for the project)

### Day 2
Pre-tests (auditory + speech tests)

### Days 3-8
- 30-min auditory training × 6 sessions
- 30-min phonetic training × 6 sessions
- 30-min total for auditory & phonetic training × 6 sessions
- 30-min comparable training × 6 sessions

### Day 10
Post-tests (auditory + speech tests)
Orientation Session

The pre-/post-tests and training sessions were conducted online via the online experiment platform, Gorilla (Anwyl-Irvine et al., 2020). Throughout the project, participants engaged in each activity using their own computers with internet access. To monitor participants’ performance at each stage of the project (pre-test, training, and post-test) and to provide individualized support, each participant was assigned to one of the three investigators as a “tutor”. To ensure that participants accessed the equipment and facilities necessary for the online testing and training sessions (computer or laptop, headsets/earphones, and a quiet room with a stable Internet connection), and that they familiarized themselves with the online platform, individual orientation sessions were set up between tutors and tutees via email or via a videoconferencing tool. In these sessions, participants were briefed on the purpose and content of the project (improving L2 English phonological skills via different types of research-based training methods) and were asked to complete a short practice session. The purpose of this session was to acquaint them with the test and training procedures through the completion of a few practice trials comprising nonverbal and speech sounds that were not used in the main study. Only after participants confirmed that the materials worked without any technological problems, were they allowed to proceed to the main part of the project.

Auditory-Only Training

Participants in the Auditory-Only group received a total of six 30-minute auditory processing training sessions. The goal of the auditory processing training was to help enhance participants’ capacity to discriminate between certain ranges of frequency variation in second formant frequency (1200-1600 Hz). As described in detail below, the sounds were artificial, as they comprised flat F0 and formant contours (within trials), a flat harmonic spectrum, and only two formants. F2 was manipulated to vary from 1200 to 1600 Hz. Our hypothesis was that exposure to such artificial sounds could help participants enhance their domain-general spectral sensitivity (particularly in the range of 1200-1600 Hz), and that this would subsequently impact their domain-specific speech perception abilities of the English [æ] and [ʌ]. However, participants were not exposed to English [æ] and [ʌ] tokens throughout the training.

The unique methodological feature of auditory processing training was that the target acoustic parameter was manipulated in the context of simple, monotonous, and non-speechlike stimuli. The intention was to guide L2 learners to solely focus on the target parameter (F2 variation) in an acoustically abstract space, where they have never established any perceptual strategies. From a conceptual and methodological standpoint, the operationalization of auditory training here differs significantly from phonetic training, which involves distinguishing natural speech sounds based on multiple cues (the height, transition and distance of F1, F2, and F3 for English [æ] and [ʌ]). Auditory processing training also departs from synthesized speech training, wherein learners engage in repeated exposure to the same phonemes that differ in a particular acoustic parameter (e.g., Iverson et al., 2005 for enhanced F3 variation in English [r] and [l] tokens). Although learners are supposed to work on the target acoustic information by adjusting their existing cue weighting strategies, they may encounter difficulty doing so because the acoustic manipulation is embedded in the context of phonemes with varied pitch height and contour, and with multiple formants. Thus, these cues may not be perceptually salient. With such acoustically complex, rich signals, L2 learners may be induced to use interlanguage strategies that they have already established to perceive phonemes without using the target acoustic information (e.g., Japanese listeners using F2 and duration variation to perceive English [r] and [l]; Ingvalson et al., 2011).
As in McArthur et al. (2008), the auditory training took the form of an A x B discrimination task. As shown in Figure 2, participants were asked to choose whether the first or third sound (target stimuli) was different from the second stimulus (standard stimulus). In each trial, the target and standard stimuli differed only in terms of the primary correlate of English [æ] and [ʌ] (F2 variation = 1200-1600 Hz). Participants were asked to complete each training session in one sitting. 24 hours were required between sessions. Their daily performance was recorded and monitored via the Gorilla platform. Once the tutor checked the successful recording of the data, participants received a confirmation email and a reminder for the next session. If participants did not complete a session within 24 hours, they would be sent a reminder and given another 24 hours to complete the sessions. If they still did not complete the session, their data were excluded from the dataset.

**Stimulus.** The stimuli for the Auditory-Only training were synthesized using a custom MATLAB script (The MathWorks, Inc., Natick, Massachusetts). The tones were 40-harmonic complex tones with a 15-ms on-off cosine ramp, equal amplitude across harmonics, and three formants imposed using a parallel formant filter bank (F1 = 500 Hz, F2 variable (as outlined below), F3 = 2500 Hz; Smith, 2007). The resulting sound was clearly artificial and did not sound like natural speech (neither English [æ] nor [ʌ]). The second formant frequency, pitch and duration were varied in the following way. The F2 values ranged in 200 equal mel-scale steps from 1200 to 1600 Hz (the target parameter). The selected range was based on the average F2 values of Hawkins and Midgley’s (2005) acoustic analyses of male and female British English speakers’ English [æ] and [ʌ] production. As shown in Table 1 in Hawkins and Midgley, individuals likely used diverse F2 thresholds somewhere between 1200 and 1600 Hz to distinguish English [æ] and [ʌ] due to their anatomical differences (e.g., length of vocal tract). Our assumption here is that this F2 range (1200-1600 Hz) roughly corresponds to the variation of English [æ] and [ʌ] produced by native speakers in real life contexts. To train participants to focus on the relevant dimension (F2) while ignoring irrelevant dimensions, the stimuli also varied along two distracter parameters: pitch (in 10 equal mel-scale steps from 70 Hz to 150 Hz) and duration (in 10 equal steps from 80 ms to 220 ms). In total, there were 20,000 stimuli (200 F2 steps x 10 pitch steps x 10 duration steps). Stimulus presentation was scripted such that variability in F0 and duration was present only between trials. Within-trial variability was confined to changes in F2 (1200-1600 Hz), with standard and target tones differing only along the F2 dimension while all other acoustic parameters were held constant.

**Procedure.** There were a total of 200 trials for each session, divided into four blocks (50 trials per block). Three stimuli were presented at each trial. The second stimulus was always the standard, and the target stimulus was always either the first or third tone. The F2 frequency of the standard stimulus was pseudo-randomly selected from the target range (1200-1600 Hz) using an adaptive staircase procedure (Levitt, 1971), whereby stimuli presentation was adapted to participants’ performance. Namely, for the initial trials, the standard stimuli were drawn from the distributional ends of the generated acoustic space. For each target dimension (200 steps), the distracter parameters were randomly selected (i.e., 10 pitch steps [70-150 Hz] and 10 duration steps [80-220 ms]). Regardless of the setting of the distracter parameters, the focus of the training was always accurate discrimination of the sounds in terms of the target parameter (i.e., F2 = 1200-1600 Hz).

As participants progressed through training and the task difficulty increased more standard stimuli were drawn nearer to the centre of the distribution. As outlined in the previous section, variability along the distracter parameters (pitch and duration dimensions) was limited to
between-trial stimuli presentation. Pitch and duration values did not vary between standard vs. target stimuli within each trial. In practical terms, successful trial-by-trial performance required participants to keep track of differences between the standard and target tones that were defined only along the dimension of interest (F2). As such, the training was designed to find how small of a difference in the target F2 parameter participants could hear (while ignoring the variation in the distracter parameters). To promote learning, participants were provided with trial-by-trial feedback (correct or incorrect). Further, the training platform tracked, recorded, and displayed participants' F2 discrimination abilities on a 100-point scale. Larger values indicated more precise auditory processing abilities. Since the target acoustic dimension of the training stimuli varied in 200 equal mel-scale steps (F2: 1200-1600 Hz), the distance between the standard and target stimuli was first recorded on a 200-point scale, and then reversed and converted to a 100-point scale (where higher numbers indicated better performance). Finally, they were given their average accuracy score for the training session. Participants were also provided with their daily average accuracy scores at the end of each training session. Each session was designed to last between 25-35 minutes.
Figure 2
Screenshot of Auditory Processing Training. The task instruction was provided at the upper end of the screen (“Which sound was different? Select 1 or 3”). Trial-by-trial written feedback was provided (“correct” in green or “incorrect” in red color). Participants’ current auditory sensitivity level (larger values indicate greater auditory sensitivity on a 100-point scale) was displayed at the right upper corner of the screen (“Level 15”).

Phonetic-Only Training

Using a format similar to high variability phonetic training (e.g., Ortega et al., 2019; Thomson, 2012), participants in the Phonetic-Only group received a total of three hours of identification training on natural English [æ] and [ʌ] tokens produced by multiple talkers. Upon hearing each stimulus, they were asked to choose whether it corresponded to [hæ] from “hat” or [hʌ] from “hut.” As shown in Figure 3A, each target word was presented with a corresponding visual, with the target vocalic sounds being underlined. Both of the target words (“hat, hut”) fell within the first 3000-word families (Cobb, 2021). Thus, participants were assumed to be already familiar with these words, thus minimizing the effects of lexical frequency on L2 speech perception (i.e., L2 listeners tend to show more difficulty in perceiving new sounds when they are embedded in infrequent and unfamiliar words; Flege et al., 1996).

This kind of training was hypothesized to facilitate L2 speech learning for the following reasons. First, by exposing participants to English [æ] and [ʌ] exemplars produced by multiple talkers, it was assumed that they would learn how to attend to between-category variation (e.g., F2 at around 1200 Hz for English [æ] vs. 1600 Hz for English [ʌ]) while ignoring within-category variation (e.g., English [æ] produced by males vs. females). This fine-tuning process is believed to help learners develop more robust and generalizable phonetic representations (see Barriuso & Hayes-Harb, 2018). Second, by exposing participants to target sound syllables repeatedly ([hæ] and [hʌ] out of lexical contexts), it was assumed that their attention would be explicitly drawn to target phonemic accuracies which would otherwise be difficult to notice. As the semantic (rather than phonological) aspects of words are generally prioritized in speech perception, this kind of intervention is helpful to push learners to attend to phonetic units of word knowledge, and improve their phonetic representations (see Thomson, 2012, for the use of open speech syllables).

As with the auditory processing training, all the training materials were incorporated into the Gorilla platform (Anwyl-Irvine et al., 2020) so that participants could complete the training
using their own equipment. They were given 24 hours to complete each session with a maximum 24-hour interval (Days 3-8). Since their progress and in-session performance (accuracy, reaction time) was recorded in the Gorilla platform, participants received an email reminder about the next section upon completion of each session. If participants did not complete a session within 48 hours (24 hours plus another 24-hour extension), their data were eliminated from the analyses.

**Stimuli.** A total of six native speakers of British English (3 males [M1, M2, M3], 3 females [F1, F2, F3]) read “hat” and “hut” ten times. Once the best exemplars were chosen, the first open syllables ([hæ], [hʌ]) were excised, normalized for amplitude, and saved as WAV files.

**Procedure.** There were a total of 192 trials (6 talkers × 2 target phonemes [æ,ʌ] × 16 repetitions) for each 30-minute training session. In each trial, participants were asked to identify which word they had heard (“hat” vs. “hut”). Trial-by-trial feedback was provided for both accuracy (i.e., correct or incorrect; see Figure 3A) and reaction time (i.e., how fast they provided responses; see Figure 3B). At the end of each session, participants were shown average accuracy and reaction time. Accuracy scores were used as the index of in-session performance for the statistical analyses. Each session was designed to last between 25-35 minutes.

### 3A: Accuracy feedback (per trial)

![Accuracy Feedback](image1)

### 3B: Response time feedback (per trial)

![Response Time Feedback](image2)

**Figure 3**

Screenshot of Phonetic Training. In the first screen (3A), the task instruction at the top asked participants to indicate which sound was played (“Which sound did you hear? Select 1 or 3”). Trial-by-trial feedback was provided (check mark in green for correct response) together with averaged total accuracy scores (% between the two visuals). In the second screen (3B), participants received feedback on their response time (“your response speed was x ms”).
Auditory & Phonetic Training

It has been suggested that a combination of phonetic and auditory training can help participants transfer gains from auditory processing training to language outcomes (e.g., Fast ForWord, Earobics; Merzenich et al., 1996). Thus, the participants in this group spent the first half of each session on auditory training (15 minutes for 100/200 trials) and the other half on phonetic training (15 minutes for 100/200 trials). Following the methods in previous literature (e.g., Hayes et al., 2003), and given that enhanced auditory abilities were hypothesized to transfer to language development (Merzenich et al., 1996), participants took the auditory training, followed by the phonetic training. This allowed us to examine the extent to which the combined method could maximize the effectiveness of two different types of training (auditory vs. phonetic training).

Control Training

Participants in this group engaged in comparable phonetic training using a smartphone application, but with a focus on a different phonological contrast (English [r] and [l]). They spent 30 minutes on this phonological contrast (without any focus on English [æ] and [ʌ] throughout the training). The stimuli in the control training comprised four open speech syllables (English [ra], [la], [da], [ga]) produced by four different talkers. Following the incidental and multimodal L2 speech learning paradigm (Lim & Holt, 2011), the training was operationalized as a clay target shooting game. Participants were instructed to shoot a range of flying objects as fast as possible to earn more points. Each object entailed a unique color (e.g., red, blue, yellow, blue), movement (e.g., upward, rightward, leftward), and sound (e.g., English [ra], [la], [da], [ga]). While playing the game, they were guided to learn the combination of phonological and visuomotor cues.

In a different venue (Saito et al., in press), the control group’s pre- and post-test scores of English [r] and [l] were analyzed to examine the effectiveness of such speech training on the development of Japanese speakers’ English [r] and [l] proficiency. In the current study, their pre- and post-tests scores of English [æ] and [ʌ] (which they did not practice during the training) were used to index test-retest effects in the current study. While the control training was delivered via a smartphone, the control participants took both speech and auditory tests through the online platform, Gorilla.

Auditory Processing Tests

Using the same AxB format as the auditory training (but without feedback), this test was designed to measure participants’ auditory acuity towards the target parameter (F2 variation = 1200-1600 Hz). The participants took the auditory processing tests as pre- and post-tests to examine the extent to which their F2 sensitivity changed over time due to the auditory and phonetic training.

Stimuli. A total of 200 stimuli were taken from the auditory processing training materials to create a F2 variation continuum. The tones varied in 200 equal mel-scale steps from 1200 to 1600 Hz. Duration, F1, and F3 were fixed at 100 ms, 478 Hz, and 2371 Hz, respectively.

Procedure. Three tones were presented in an AxB format. In each trial, participants were asked to identify the acoustically odd tone by either clicking a button marked “1” or “3”. While the second tone was always the standard stimulus, the target stimulus could be either the first or third sound. The answer “1” was correct if the sequence was Target, Standard, Standard; and “3” if it was Standard, Standard, Target. The standard stimulus was set randomly on a trial-by-trial basis to a value anywhere within the continuum, while the target stimuli were always above the
standard stimulus (with the constraint that the standard level needed to be low enough that the target level fell within the continuum).

The initial difficulty of the task was relatively low, with a large distance between the standard and target stimuli (100 steps along the target continuum). Task difficulty was manipulated via an adaptive staircase method in order to identify the minimum difference between the stimuli that the participants could hear (Levitt, 1971). In this method, the distance between the standard and target stimuli decreased after two consecutive correct answers, but increased after a single incorrect answer. Further, the step size changed after each “reversal”, which occurred when a participant made an incorrect response after a sequence of correct responses (with the distance being smaller). A reversal could also occur when a participant made two consecutive correct responses following an easing of the difficulty due to consecutive incorrect responses (with the distance being wider). The task ended after seven reversals or seventy trials, whichever came first. Performance was calculated as the average of the task difficulty level at all reversals from the second onward. Participants’ scores were recorded on a 200-point scale (smaller values indicated more sensitivity to F2 variation).

According to the results of prior studies, the test-retest reliability of the adaptive discrimination task was relatively satisfactory in the context of L1 acquisition ($r = .75$ in (Raz et al., 1987) and L2 acquisition ($r = .70$ in Saito, Sun, et al., 2020a). To conduct more reliable and robust evaluations of auditory processing abilities, participants in the current study took the same auditory processing tests for the pre- and post-tests. Then, their scores were averaged at pre- and post-tests, respectively.

L2 Speech Perception Tests

Participants were trained on English [æ] and [ʌ] using speech syllables ([hæ] and [hʌ]) during the phonetic training, and nonverbal sounds (varying along the F2 continuum: 1200-1600 Hz) during the auditory training. The goal of the speech perception test was to examine the generalizability of the training gains to more natural L2 word tokens produced by four different talkers. Using the same format as the phonetic training, the speech perception test comprised a forced-choice identification of minimally-paired words. The same test was used in the pre- and post-tests. The performance of the comparison group (who received comparable phonetic training on the different contrast, English [r] and [l]) was used to index test-retest practice effects, if any.

Stimuli. To avoid participants’ excessive focus on the target contrast (English [æ] and [ʌ]), the stimuli comprised 40 target tokens together with 80 comparison tokens. The target tokens included 10 English [æ] and [ʌ] minimal pairs produced by four native speakers of British English. For the Phonetic-Only and Auditory-Phonetic groups (who were exposed to English [æ] and [ʌ] during training), the four speakers represented trained voices (M1 and F1) and untrained voices (M4 and F4). The target tokens were singletons including the target phonological contrast in word-initial position. The distracter tokens comprised 80 minimal pairs that included both difficult (e.g., English [r] and [l]) and easy (e.g., English [i] and [ɛ]) phonological contrasts for Japanese listeners of English (Nishi et al., 2008).

The 10 target words were carefully selected (see Supporting Information). The influence of frequency was minimized by taking stimuli from the list of the most frequent 2000-word families (Cobb, 2021). As suggested in Ortega et al. (2019), L2 vowel perception could be influenced by phonetic context. Using the methodological procedure in Ortega et al., we matched the consonants preceding the stimuli in terms of place of articulation (8 for labial, 4 for alveolar,
8 for velar), while equally distributing the following consonants (4 for voiceless stops, 4 for voiced stops, 2 for nasals).

**Procedure.** All test stimuli (40 target items, 80 distracter items) were presented in randomized order via the Gorilla platform. For each trial, participants listened to an audio stimulus, and selected which word they had heard among two choices (in orthographic form). Participants received instructions from the investigator, completed the task in a quiet room with good access to the internet, and contacted the investigator in the case of any technological difficulties.

**Results**

**Screening Process**
Among the 108 participants who initially participated in the current project, 98 were included in the final analyses who met the following inclusion criteria. First, they completed all the testing and training sessions without any major delays (n = 5 excluded). Second, their identification accuracy of the two contrasts (not only English [æ] and [ʌ] but also English [r] and [l]) on the pre- and post-tests was beyond chance level (to ensure that they worked on the task with a clear understanding of the procedure and a good amount of attention; n = 3 excluded). Third, no signs of abnormal participation behaviors were observed (e.g., excessively long session time (> 40 minutes), frequent session interruptions due to technological difficulties; n = 2 excluded). The 10% attrition was comparable to what our research team has typically observed in similar longitudinal studies under lab conditions.

**Effects of Training on Auditory Processing**
Since participants took the F2 discrimination tests twice (pre and post-tests), their averaged pre- and post-test scores were used as the dependent variable. According to the results of normality tests (Kolmogorov-Smirnov), their pre- and post-test scores significantly differed from a normal distribution, $D = .090$, $p = .048$, $D = .096$, $p = .027$. As in the prior studies (e.g., Kachlicka et al., 2019), they were transformed via the square root function. The resulting scores were indistinguishable from a normal distribution ($D = .047$, $p > .200$). Descriptive statistics for these tests are summarized in Table 2 and visually plotted in Figure 4.

To investigate the extent to which participants’ auditory processing changed over time, the pre- and post-test scores were submitted to a two-way ANOVA with one between-subjects factor (Group: Auditory-Only, Phonetic-Only, Auditory-Phonetic, Control), and one within-subjects factor (Time: pre-, post-tests). The analysis of variance confirmed that there were significant main effects for Time, $F(1, 94) = 4.577$, $p = .035$, $\eta^2 = .046$, and significant interaction effects of Group and Time, $F(3, 94) = 4.955$, $p = .003$, $\eta^2 = .137$. Yet, main effects of Group did not reach statistical significance, Group, $F(3, 94) = 1.701$, $p = .172$, $\eta^2 = .051$. To further examine the Group × Time interaction effects, multiple comparison analyses were performed. The results showed that participants in the Auditory-Only and Auditory-Phonetic groups significantly reduced their F2 discrimination thresholds (i.e., achieving more precise auditory processing scores) over time with medium
effects, $F(1, 94) = 7.056, 6.422, p = .009, .013, \eta^2 = .070, .064$. Neither the Phonetic-Only nor the Control groups changed their auditory processing abilities, $F(1, 94) = 0.172, 2.167, p = .679, .109, \eta^2 = .002, .027$. 
Table 2
Descriptive Statistics of Auditory Processing (F2 Discrimination) Scores at Pre- and Post-Tests

<table>
<thead>
<tr>
<th></th>
<th>Pre-Test</th>
<th></th>
<th>Post-Test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>95% CI</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
</tr>
<tr>
<td>Control</td>
<td>7.650</td>
<td>2.529</td>
<td>6.753</td>
<td>8.547</td>
</tr>
</tbody>
</table>

*Note. Smaller auditory scores indicate more precise acuity towards F2 variation (1200-1600 Hz)*
Effects of Training on L2 Speech Proficiency

To examine the extent to which the different types of training facilitated participants’ L2 speech proficiency, binomial logistic mixed effects models were performed. Participants’ accuracy score for each item was coded 0 (for incorrect response) and 1 (for correct response) and used as dependent variables. Fixed effects included Group (Auditory-Only, Phonetic-Only, Auditory-Phonetic, Control), Time (pre, post), Talker (trained, untrained), and Auditory Processing (F2 discrimination scores). Random effects comprised participant ID (1-98) and stimulus ID (1-40). Due to the small sample size, random intercepts but not slopes were included. All results (Models 1-3) are summarized in Table 3 and visually plotted in Figure 4.

In Model 0, we first checked whether the four different groups differed prior to training. Using participants’ pre-test logit scores (0 for incorrect; 1 for correct) as dependent variables, the model did not find significant main effects of Group (β = .065, z = 0.871, p = .383). The null results suggest that the four groups’ L2 speech perception proficiency (English [r] and [l] accuracy) was comparable at the beginning of the project.

In Model 1, we then examined the extent to which the groups differentially improved their L2 speech abilities over time. The model included participants’ pre and post-test logit scores as dependent variables relative to two predictor variables (Group, Time). Statistically significant effects were found for Time (β = .0554, z = 4.123, p < .001), and Time × Group (β = .145, z = 3.174, p = .001). Using participants’ averaged vowel perception scores (%), post-hoc multiple comparison analyses showed that a significant, small-to-medium improvement was observed over time for the Auditory-Only (6.3% gain; 65.6 → 71.8%; F(1, 94) = 7.856, p = .006, $\eta^2 = .077$), Phonetic-Only (5.5% gain; 68.9 → 74.3%; F(1, 94) = 10.315, p = .002, $\eta^2 = .099$), and Auditory-Phonetic groups (4.0% gain; 71.3 → 75.4%; F(1, 94) = 4.129, p = .045, $\eta^2 = .042$). However, no significant improvement was found for the Control group (66.6 → 64.9%; F(1, 94) = 1.100, p = .297, $\eta^2 = .012$). This showed that the gains among the experimental groups (Auditory-Only, Phonetic-Only, and Auditory-Phonetic) were not due to test-retest effects in the current study.

In Model 2, we examined the extent to which the Group × Time interaction effects could be mediated by the talker conditions. This tested the question of whether the gains of the Phonetic-Only and Auditory-Phonetic groups were affected by their familiarity with the talkers (i.e., trained vs. untrained). To this end, main effects of Talker and interaction effects of Group, Time, and Talker were added to the original model. Interestingly, while the Time × Group interaction effects remained significant (β = .186, z = 3.257, p = .001), the three-way interaction terms did not reach statistical significance (β = .027, z = 1.190, p = .233). The results suggest that training was facilitative of the development of speech perception regardless of talker conditions.

In Model 3, we examined how participants with diverse biographical profiles differentially benefited from the training. The analyses focused only on the three experimental groups (Auditory-Only, Phonetic-Only, and Auditory-Phonetic). Three different mediating factors tapped into participants’ individual differences in (a) pre-existing auditory processing ability (i.e., F2 discrimination scores at pre-tests [0-200 points]), (b) immersion experience (whether participants had any study- and living-abroad experience [1 for yes, 0 for no]), and (c) in-session gains (the extent to which participants demonstrated improvement over the course of the training).

The last predictor (in-session gains) was coded 1 for greater gains and 0 for lesser gains as follows. As reported below, participants’ performance at every session (Days 1-6) was
recorded for auditory training (0-100 points) and phonetic training (0-100%). Based on the median values for their gain scores (Day 6 minus Day 1 scores), the participants in the Auditory-Only and Phonetic-Only groups were divided into two subgroups, respectively (greater vs. lesser gains). As for those in the Auditory-Phonetnic group, greater vs. lesser gains were calculated in accordance with the median values of averaged gain scores in auditory and phonetic training. The data were coded categorically rather than continuously because the raw improvement scores from the different training programs were not directly comparable. Although they were recorded on a 100-point scale, they were based on different units and concepts (enhancing auditory sensitivity vs. phonetic identification accuracy).

The model found significant main effects of Time ($\beta = .364$, $z = 2.048$, $p = .040$) but not interaction effects of Time $\times$ Group ($\beta = .090$, $z = 0.554$, $p = .579$). When it comes to the participants’ individual difference variables (auditory processing, immersion experience, in-session gains), none of the main and interaction effects reached statistical significance ($p > .05$). The results suggest that all the participants in the experimental groups equally improved their English $[\text{æ}]$ and $[\text{ʌ}]$ accuracy regardless of their group conditions (Auditory-Only, Phonetic-Only, and Auditory-Phonetic) and their different learner profiles (pre-existing aptitude, immersion experience, and training performance).
Table 3
Summary of Mixed Effects Modeling Analyses of Group Gains Relative to Talker and Auditory Processing Conditions

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>β</th>
<th>SE</th>
<th>z</th>
<th>p</th>
<th>Random effects</th>
<th>Variance</th>
<th>SD</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Participants</td>
<td>.108</td>
<td>.329</td>
<td>.128</td>
</tr>
<tr>
<td>Intercepts</td>
<td>.809</td>
<td>.218</td>
<td>3.700</td>
<td>&lt; .001</td>
<td>Participants</td>
<td>.153</td>
<td>.391</td>
<td>.234</td>
</tr>
<tr>
<td>Group</td>
<td>.065</td>
<td>.075</td>
<td>0.871</td>
<td>.383</td>
<td>Stimulus</td>
<td>.857</td>
<td>.926</td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Participants</td>
<td>.153</td>
<td>.391</td>
<td>.234</td>
</tr>
<tr>
<td>Intercepts</td>
<td>.391</td>
<td>.272</td>
<td>1.433</td>
<td>.151</td>
<td>Participants</td>
<td>.153</td>
<td>.391</td>
<td>.234</td>
</tr>
<tr>
<td>Group</td>
<td>.130</td>
<td>.079</td>
<td>1.643</td>
<td>.100</td>
<td>Stimulus</td>
<td>.828</td>
<td>.910</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>.554</td>
<td>.134</td>
<td>4.123</td>
<td>&lt; .001*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time × Group</td>
<td>.145</td>
<td>.045</td>
<td>3.174</td>
<td>.001*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Participants</td>
<td>.153</td>
<td>.391</td>
<td>.234</td>
</tr>
<tr>
<td>Intercepts</td>
<td>.591</td>
<td>.535</td>
<td>1.104</td>
<td>.269</td>
<td>Participants</td>
<td>.153</td>
<td>.391</td>
<td>.234</td>
</tr>
<tr>
<td>Group</td>
<td>.130</td>
<td>.079</td>
<td>1.641</td>
<td>.100</td>
<td>Stimulus</td>
<td>.828</td>
<td>.910</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>.555</td>
<td>.134</td>
<td>4.122</td>
<td>&lt; .001*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time × Group</td>
<td>.134</td>
<td>.079</td>
<td>1.641</td>
<td>.100</td>
<td>Stimulus</td>
<td>.828</td>
<td>.910</td>
<td></td>
</tr>
<tr>
<td>Group × Time</td>
<td>.186</td>
<td>.057</td>
<td>3.257</td>
<td>.001*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group × Time × Talker</td>
<td>.027</td>
<td>.023</td>
<td>1.190</td>
<td>.233</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Participants</td>
<td>.141</td>
<td>.376</td>
<td>.253</td>
</tr>
<tr>
<td>Intercepts</td>
<td>1.149</td>
<td>.622</td>
<td>1.847</td>
<td>.064</td>
<td>Participants</td>
<td>.141</td>
<td>.376</td>
<td>.253</td>
</tr>
<tr>
<td>Group</td>
<td>.113</td>
<td>.145</td>
<td>0.783</td>
<td>.433</td>
<td>Stimulus</td>
<td>.923</td>
<td>.961</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>.364</td>
<td>.178</td>
<td>2.048</td>
<td>.040*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Auditory processing</td>
<td>-.001</td>
<td>.001</td>
<td>-.294</td>
<td>.768</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immersion experience</td>
<td>.225</td>
<td>.209</td>
<td>1.075</td>
<td>.282</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-session gains</td>
<td>.200</td>
<td>.224</td>
<td>0.890</td>
<td>.373</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group × Time</td>
<td>.090</td>
<td>.164</td>
<td>0.554</td>
<td>.579</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group × Time × Auditory processing</td>
<td>-.001</td>
<td>.001</td>
<td>-.899</td>
<td>.368</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group × Time × Immersion experience</td>
<td>.074</td>
<td>.055</td>
<td>1.332</td>
<td>.183</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group × Time × In-session gains</td>
<td>.011</td>
<td>.060</td>
<td>0.191</td>
<td>.848</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note. * for p < .05
4A: Auditory Processing Abilities

4B: L2 Speech Perception Abilities

Figure 4
Group Gains Between Pre- and Post-Test Sessions. 4A represents the effects of auditory and phonetic training on F2 discrimination scores (transformed scores; lower values indicate more precise acuity towards F2 variation). 4B represents the effects of auditory and phonetic training on English [æ] and [ʌ] identification accuracy (%).
Distracter Stimuli

Besides the 40 target stimuli (English [æ] and [ʌ] minimal pairs), the L2 speech tests included the 80 distracter stimuli (English [r] and [l] minimal pairs). They were included to measure test-retest effects among the experimental groups who did not engage in any intensive exposure to English [r] and [l] between pre- and post-tests (Audio-Only, Phonetic-Only, Auditory-Phonetic). Using participants’ logit scores for English [r] and [l] as dependent variables as per Group and Time as predictors, another set of binomial logistic mixed-effects analysis did not find any significant factors, including Group ($\beta = .016, SE = .042, z = .377, p = .708$), Time ($\beta = .005, SE = .015, z = .375, p = .709$), or Group and Time ($\beta = .013, SE = .022, z = .602, p = .549$). The null results suggest that no learning took place on the participants’ English [r] and [l] proficiency when participants took the same speech perception tests twice and received the phonetic and auditory training related to English [æ] and [ʌ].

In-Session Performance

The impact of training on auditory processing and L2 speech perception performance was also assessed for each individual session for each treatment condition. Descriptive statistics are visually summarized in Figure 5. Given that participants completed the training session using their own computers, the precision of the data (especially regarding reaction time) could have been affected by a range of factors (e.g., internet speed). Therefore, the results presented here should be interpreted as suggestive patterns. Here, the analyses of participants’ in-session performance were restricted to within-group comparisons (Days 1-6). However, we did not conduct any analyses for the between-group comparisons (Auditory-Only, Phonetic-Only, and Auditory-Phonetic). For each session, not only were the assessment criteria incompatible in auditory training (0-100 points for perceptual sensitivity) vs. phonetic training (0-100% for vowel identification), but the amount of time for each training was also essentially different (30 minutes for Auditory-Only and Phonetic-Only; 15 minutes for Auditory-Phonetic).

- **Auditory-Only (3 Hours of Auditory Training):** Participants’ F2 discrimination accuracy was recorded on a 100-point scale for each session (Days 3-8). Larger values indicate a more precise ability to perceive the target acoustic parameter (F2 = 1200-1600 Hz). These scores were submitted to a one-way repeated-measure ANOVA to examine the extent to which F2 sensitivity improved over the course of six 30-minute sessions. The analysis yielded significant main effects of Time, $F(1, 21) = 5.166, p = .034, \eta^2 = .197$. According to multiple comparison analyses (alpha set to .008 for five comparisons via Bonferroni correction), participants significantly enhanced their F2 discrimination abilities with large effects after the first 30-minute session, i.e., between Days 1 and 2 ($M = 61.4 \rightarrow 69.5$ out of 100), $F(1, 21) = 16.862, p < .001, \eta^2 = .455$. Yet, their performance was comparable for the rest of the project: Days 2 vs. 3 ($M = 69.5 \rightarrow 67.8; F = .555, p = .465, \eta^2 = .026$), Day 3 vs. 4 ($M = 67.8 \rightarrow 69.7; F = .777, p = .465, \eta^2 = .036$), Days 4 vs. 5 ($M = 69.7 \rightarrow 68.0; F = .561, p = .462, \eta^2 = .026$), and Days 5 vs. 6 ($M = 68.0 \rightarrow 68.9; F = .124, p = .728, \eta^2 = .006$).

- **Phonetic-Only (3 Hours of Phonetic Training):** Participants’ averaged English [æ] and [ʌ] accuracy scores were recorded for each session (0-100%; Days 3-8). Larger values indicate more targetlike L2 speech proficiency. A one-way repeated-measures ANOVA was performed, yielding a significant main effect for Time with large effects, $F(1, 21) = 49.122, p < .004, \eta^2 = .701$. The results of multiple comparison analyses were performed to take a closer look at how participants enhanced their vowel identification accuracy
over the course of the six 30-minute sessions. Significant improvement was only found between Days 1 and 2 \((M = 76.7\% \rightarrow 81.1\%; F = 9.809, p = .001, \eta^2 = .371)\) and between Days 3 and 4 \((M = 83.3\% \rightarrow 87.0\%; F = 19.763, p = < .001, \eta^2 = .485)\). Performance appeared to be unchanged in the other sessions: Days 2 and 3 \((M = 81.1\% \rightarrow 83.3\%; F = 4.161, p = .054, \eta^2 = .165)\), Days 4 and 5 \((M = 87.0\% \rightarrow 87.3\%; F = .123, p = .730, \eta^2 = .006)\); and Days 5 and 6 \((M = 87.3\% \rightarrow 87.8\%; F = .541, p = .509, \eta^2 = .021)\) (alpha set to .008, Bonferroni-corrected).

- **Auditory-Phonetic (1.5 Hours of Auditory Training + 1.5 hours of Auditory Training):** Unlike the Audio-Only and Phonetic-Only groups, participants in the Audio-Phonetic group spent half of the time on auditory training (1.5 hours) and the other half on phonetic training (1.5 hours) over the course of the six days. Regarding training effects, a one-way repeated-measures ANOVA found significant effects for Time, \(F(1, 20) = 12.258, p = .002, \eta^2 = .380\). According to the results of multiple comparisons (alpha set to .008, Bonferroni-corrected), their Day 1 performance \((M = 52.7 out 100)\) was significantly different from Day 2 \((M = 64.1; F = 11.798, p = .003, \eta^2 = .371)\), Day 3 \((M = 65.4; F = 14.614, p = .001, \eta^2 = .422)\), Day 5 \((M = 66.4; F = 13.069, p = .002, \eta^2 = .395)\), and Day 6 \((M = 67.6; F = 13.069, p = .002, \eta^2 = .395)\). However, no significant differences were found for the rest of the contrasts (i.e., \(p > .008\) for Days 2 vs. 3 vs. 4 vs. 5 vs. 6). In terms of L2 speech proficiency, a one-way repeated-measures ANOVA demonstrated significant effects of Time, \(F(1, 20) = 15.043, p < .001, \eta^2 = .429\). Follow-up analyses further revealed that significant improvements were observed between Days 1 and 2 \((M = 72.8\% \rightarrow 76.7\%; F = 9.360, p = .006, \eta^2 = .319)\), Days 2 and 4 \((M = 76.7\% \rightarrow 80.5\%; F = 13.273, p = .002, \eta^2 = .399)\), Days 3 and 6 \((M = 79.3\% \rightarrow 83.3\%; F = 11.566, p = .003, \eta^2 = .366)\).
Figure 5
Within-Session Performance of Auditory Processing and English [æ] and [ʌ] Among Three Experimental Groups: Auditory Training Only (3 Hours), Phonetic Training Only (3 Hours), and Auditory & Phonetic Training (1.5 + 1.5 Hours)
Discussion

To disentangle the complex associations between auditory processing and post-pubertal L2 speech learning, the current investigation set out to examine the extent to which provision of auditory versus phonetic training could facilitate the development of auditory and phonetic abilities. Unlike prior studies in hearing research concerning L1 behaviors on a global level (e.g., McArthur et al., 2008 for the effects of frequency discrimination on L1 reading difficulty), the current study took a first step towards examining the relative effectiveness of auditory and phonetic training for post-pubertal L2 speech learning. As such, we investigated whether training discrimination of auditory dimensions (Japanese speakers’ sensitivity to 1200-1600 Hz) can trigger the development of specific L2 speech skills (the identification of English [æ] and [ʌ]).

Overall, all training methods (Auditory-Only, Phonetic-Only, and Auditory-Phonetic) significantly enhanced different areas of participants’ auditory and speech abilities with medium effects. Provision of auditory training helped improve both auditory sensitivity (F2 discrimination of 1200-1600 Hz) and L2 speech proficiency (the identification of English [æ] and [ʌ]) whether it was combined with phonetic training or not. In contrast, the gains of phonetic training (Phonetic-Only) were limited to speech perception (English [æ] and [ʌ]).

Both Phonetic-Only and Auditory-Phonetic engaged in the high variability phonetic training. Throughout the training, the participants were presented with written words, pictures and sounds while intensively exposed to English [æ] and [ʌ] exemplars produced by multiple talkers. As such, they were guided to attend to both the phonetic and semantic information of the stimuli. The amount of the gains in the current study, i.e., 5.5% for Phonetic-Only and 4.0% for Auditory-Phonetic, aligned with the meta-analysis of previous training studies (Sakai & Moorman, 2018). Different from Phonetic-Only and Auditory-Phonetic, the Auditory-Only group engaged in auditory training wherein they were not exposed to the English [æ] and [ʌ] exemplars at all. The training materials comprised only non-verbal sounds without any opportunities to process input for meaning. According to the results, however, the Audio-Only group resulted in similar gains (i.e., 6.3%), and their L2 phonetic learning patterns were comparable to the other groups who enjoyed the benefits of phonetic training, Phonetic-Only and Auditory-Phonetic (5.5%, 4.0%).

These asymmetric findings (i.e., transfer effects were found for auditory training, but not for phonetic training) could be considered as empirical support for the directional nature of the perception-acquisition link (enhanced auditory precision → L2 speech development). That is, one’s sensitivity to certain key, domain-general acoustic cues (F2 = 1200-1600Hz) promotes speech learning on a domain-specific level (English [æ] vs. [ʌ]). Considered alongside the existing cross-sectional and longitudinal evidence in L1 and L2 acquisition (e.g., Kachlicka et al., 2019), the results support the theoretical views (a) that language learning draws upon auditory processing throughout the lifespan (Goswami, 2015); and (b) that the systems used for L1 acquisition remain intact and germane to L2 acquisition (Flege & Bohn, 2021).

From a methodological perspective, the current study was designed to clarify how specific dimensions of auditory and speech abilities were linked at a fine-grained level (F2 variation vs. English [æ] and [ʌ] perception). Our unique approach and findings shed some light on why the results of L1 hearing research on the generalizability of auditory training gains to language development have remained mixed (e.g., Schäffler et al., 2004 vs. Strehlow et al., 2006 for significant vs. non-significant effects of pitch and intensity discrimination training). These previous studies have focused on the global relationships between auditory processing and
overall language skills (e.g., word recognition, pseudoword repetition, vocabulary size, and spelling accuracy).

Here, it is important to remember that whereas the acquisitional value of auditory processing for phonetic and phonological learning is straightforward (the context of the current study), the strength of the link may be weak when it comes to their associations with higher-order linguistic abilities (reading, listening, writing, and speaking). In the context of L2 acquisition, research has shown that the attainment of global linguistic skills is tied to a range of other sublinguistic skills (e.g., De Jong et al., 2015 for the role of vocabulary, grammar, and pronunciation for global L2 speaking proficiency) and cognitive abilities (for the roles of working memory and attention control in L2 listening proficiency, see Vafaee & Suzuki, 2020).

Thus, it is important to acknowledge the current study as initial evidence for a potential causal link between auditory processing and phonological competence. Future studies could further pursue to what degree auditory training can enhance various areas of linguistic competence (phonology and lexicogrammar), and then explore whether they lead to global language gains in the long run.

Another intriguing point of discussion concerns the lack of transfer effects when it comes to phonetic training and auditory processing abilities. The findings discussed here align with previous studies showing that mere exposure to L2 phonemes does not necessarily facilitate the development of adult L2 learners’ new acoustic representations (Ingvalson et al., 2011 for the nil effects of similar training methods on Japanese speakers’ F3 sensitivity which is a main acoustic correlate of English [r] and [l] contrast).

One explanation could be that those who engaged in phonetic training may have learned how to identify the target contrast (English [æ] vs. [ʌ]) using cues other than F2 variation. For example, English [æ] and [ʌ] can also be distinguished based on the duration cue (Umeda, 1975). Japanese listeners tend to prioritize such durational differences because a similar acoustic contrast (i.e., short-long vowel distinction) is present in their L1 (Strange et al., 2011). Further, it has been shown that inexperienced L2 listeners overly rely on the temporal (rather than spectral) aspects of new vocalic contrasts as an interlanguage strategy (Flege et al., 1997). To obtain more advanced L2 speech proficiency, it is important for L2 learners to encode both the spectral and temporal properties of new sounds in a well-balanced fashion (see Flege et al., 1997 for the use of spectral vs. temporal cues among L2 listeners with less than 1 year of immersion vs. 7 years).

To help L2 learners attain nativelike perceptual strategies (spectral encoding for English [æ] vs. [ʌ]), intensive exposure to phonetically rich, multi-talker input alone (e.g., high variability phonetic training) may not be sufficient to promote the detection, learning, and automatization of optimal L2 cue weighting strategies because speech contrasts have redundant information (e.g., duration and F2 for English [æ] vs. [ʌ]), and/or because those with relatively low auditory precision may have difficulty processing such complex acoustic signals (Perrachione et al., 2011). Therefore, we call for future research to examine how the provision of phonetic training can help post-pubertal L2 learners to selectively focus on target relevant acoustic parameters in the context of speech sounds despite irrelevant variation in other parameters and explore whether such training can enhance both auditory processing and phonetic abilities.

**Future Directions**

With an eye towards future replication and extension studies, we address a range of conceptual and methodological issues that that scholars should further elaborate, expand, and refine. First, although the current study demonstrates the generalizability of the auditory training
to L2 speech learning, the mechanisms underlying such results need to be further examined with much caution and more methodological rigor. Although the tasks used in this study are assumed to tap into participants’ perceptual acuity to a particular acoustic parameter (A x B discrimination for F2 sensitivity), it remains subject to further investigation whether and to what degree such behavioral tasks can assess participants’ auditory perception skills without involving and confounding with other cognitive abilities (e.g., attentional control; Snowling et al., 2018). To this end, a range of neural measures of sound processing have been suggested to tap into pre-attentive perceptual acuity (e.g., the frequency following response; White-Schwoch et al., 2017).

Second, the link between auditory training and phonological competence needs to be re-examined in various areas of L2 speech acquisition with different levels of difficulty. As stated in McAllister et al.’s (2002) Feature Hypothesis, the focus of the current study (Japanese speakers’ English [æ] and [ʌ] acquisition) could be considered as a relatively easy instance of L2 speech acquisition. Although Japanese speakers initially assimilate the new phones (English [æ] vs. [ʌ]) into one L1 counterpart (Japanese [a]), they can quickly develop two new separate phonetic categories after a few hours of training (e.g., Lambacher et al., 2005). This is because they can perceive the primary acoustic correlates of the contrast (i.e., F2 = 1200 Hz vs. 1600 Hz) by re-finetuning their already-existing F2 representation which they regularly use for the perception of L1 vowels (e.g., Japanese [i] and [u]). It would be intriguing to examine the generalizability of the auditory training effects in a relatively difficult instance of L2 speech acquisition. One such example is Japanese speakers’ English [r] and [l] acquisition. Japanese speakers likely show tremendous difficulty learning English [r] and [l] even after years of immersion experience arguably because the primary acoustic parameter for English [r] and [l] (i.e., F3 = 1800 Hz vs. 2500 Hz) is not actively used in the L1 phonetic system (Ingvalson, et al., 2011). Future studies should examine the extent to which provision of auditory training can facilitate the development of the new acoustic representations (e.g., F3 for Japanese speakers) and then promote L2 speech learning (e.g., Japanese speakers’ English [r] and [l] acquisition).

Finally, in the current study, L2 speech proficiency was measured via highly analytic, language-focused tasks (i.e., forced-choice identification of English [æ] and [ʌ]). Attaining high-level performance in such behavioral tasks inevitably draws on participants’ L2 perception skills as well as a range of other executive functions. Similarly, some scholars have argued that L2 speech acquisition needs to be examined via not only controlled identification tasks but also spontaneous production tasks so as to mirror how L2 learners actually and spontaneously access the target language in real-life settings (Saito & Plonsky, 2019). To further scrutinize the multifaceted nature of the relationship between auditory processing and L2 speech learning, future studies are called for which adopt a range of outcome measures to cover the perceptual, cognitive, phonetic, and linguistic profiles of adult L2 learners from various angles. With such a design, scholars would be able to comprehensively examine how auditory training can alter the route and outcomes of L2 speech learning while statistically controlling for individual differences in cognitive abilities (e.g., Snowling et al., 2018), tracking precognitive neural encoding of sounds within both training and testing sessions (e.g., White-Schwoch et al., 2017), and/or eliciting L2 speech via controlled and communicatively-oriented speech tasks (e.g., Saito & Plonsky, 2019).
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