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ABSTRACT

The proliferation of Web services makes it difficult for users to select the most appropriate one among numerous functionally identical or similar service candidates. Quality-of-Service (QoS) describes the non-functional characteristics of Web services, and it has become the key differentiator for service selection. However, users cannot invoke all Web services to obtain the corresponding QoS values due to high time cost and huge resource overhead. Thus, it is essential to predict unknown QoS values. Although various QoS prediction methods have been proposed, few of them have taken outliers into consideration, which may dramatically degrade the prediction performance. To overcome this limitation, we propose an outlier-resilient QoS prediction method in this paper. Our method utilizes Cauchy loss to measure the discrepancy between the observed QoS values and the predicted ones. Owing to the robustness of Cauchy loss, our method is resilient to outliers. We further extend our method to provide time-aware QoS prediction results by taking the temporal information into consideration. Finally, we conduct extensive experiments on both static and dynamic datasets. The results demonstrate that our method is able to achieve better performance than state-of-the-art baseline methods.
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1 INTRODUCTION

Web services provide interoperability among disparate software applications and play a key role in service-oriented computing [3]. Over the past few years, numerous Web services have been published as indicated by the Web service repository—ProgrammableWeb1. The proliferation of Web services brings great benefits in building versatile service-oriented applications and systems.

It is apparent that the quality of service-oriented applications and systems relies heavily on the quality of their component Web services. Thus, investigating the quality of Web services is an important task to ensure the reliability of the ultimate applications and the entire systems. The quality of Web services can be characterized by their functional and non-functional attributes. Quality-of-Service (QoS) represents the non-functional aspect of Web services, such as response time, throughput rate and failure probability [37, 47]. Since there are many functionally equivalent or similar services offered on the Web, investigating non-functional QoS properties becomes the major concern for service selection [12, 62]. However, the QoS value observed by users depends heavily on the Web service invocation context. Hence, the quality of the same Web service experienced by different users may be relatively different [42]. For this reason, it is important to acquire personalized QoS values for different users. Considering that users cannot invoke all Web services to obtain personalized QoS values on their own due to high time cost and huge resource overhead [47, 61], predicting missing QoS values based on existing observations plays an essential role in obtaining approximate personalized QoS values.

Matrix factorization (MF) is arguably the most popular technique adopted for QoS prediction [16, 61, 68]. However, most existing MF-based QoS prediction methods directly utilize L2-norm to measure the difference between the observed QoS values and the predicted ones [31, 44, 48, 50, 53, 57, 66]. It is well-known that L2-norm is sensitive to outliers [8, 58, 63, 70]. That is, the objective function value may be dominated by outliers during the L2-norm minimization process, which will lead to severe approximation deviation between the observed normal values and the predicted ones. As a result, without taking outliers into consideration, existing MF-based methods may not achieve satisfactory performance. In recent years, there are some explorations on enhancing the robustness of MF-based QoS prediction methods by replacing L2-norm with L1-norm [71]. Although L1-norm is more robust to outliers [13, 35, 64], L1-norm-based objective function is much
harder to optimize and the solution is also unstable [34, 56]. Moreover, $L_1$-norm is still sensitive to outliers, especially when outliers take significantly different values from the normal ones [10, 55]. There are also some methods seeking to identify outliers explicitly by means of clustering algorithms [18, 49, 72], which usually treat all the elements in the smallest cluster as outliers [19, 47]. However, it is difficult to choose the proper number of clusters. Consequently, these methods usually suffer from the misclassification issue. That is, either some outliers may not be eliminated successfully or some normal values may be selected as outliers falsely.

In this paper, we propose a robust QoS prediction method under the matrix factorization framework to deal with the aforementioned issues. Our method chooses to measure the discrepancy between the observed QoS values and the predicted ones by Cauchy loss [2, 27] instead of the $L_1$-norm loss or $L_2$-norm loss. It has been shown that Cauchy loss is much more robust to outliers than the $L_1$-norm loss and $L_2$-norm loss [27, 55]. Theoretically, Cauchy loss allows nearly half of the observations to be out of the normal range before it gives incorrect results [36]. For a given QoS dataset, it is unlikely that nearly half of the observations are outliers. Thus, Cauchy loss is sufficient for outlier modeling and has the potential to provide better prediction results. Note also that our method does not explicitly identify outliers, which reduces the risk of misclassification and makes our method more general and more robust. In other words, our method is resilient to outliers. Considering that the QoS value of a Web service observed by a particular user may change over time, it is essential to provide time-aware personalized QoS prediction results. To achieve this goal, we further extend our method under the tensor factorization framework by taking the temporal information into consideration.

In summary, the main contributions of this paper include:

- First, we propose a robust Web service QoS prediction method with outlier resilience. Our method measures the discrepancy between the observed QoS values and the predicted ones by Cauchy loss, which is robust to outliers.
- Second, we extend our method to provide time-aware QoS prediction results under the tensor factorization framework by taking the temporal information into consideration.
- Third, we conduct extensive experiments on both static and dynamic datasets to evaluate the performance of our method. The results demonstrate that our method can achieve better performance than state-of-the-art baseline methods.

2 UNAVOIDABILITY OF QOS OUTLIERS

Most existing QoS prediction methods assume that the QoS observations are reliable and rational. However, this assumption may not hold in the real world. This is because the observed QoS data can be affected by many factors. For example, there may be some malicious users submitting wrong QoS values deliberately. The service providers may also pretend to be service users and thus exaggerate the performance of their own Web services and depreciate the performance of their competitors’ Web services. In addition, the QoS values observed by users are largely dependent on the invocation environment such as network latency and server overload, which may lead some of the QoS values to deviate far from the normal range. In consideration of these complicated factors, we argue that it is highly possible that some of the QoS observations are outliers.

However, we are in lack of an oracle showing in advance which QoS observations are outliers. Here, we treat the rare extreme values which significantly differ from the remaining ones as outliers by following the definition in [24]. To be more intuitive, in Figure 1 (a) and (b), we show the distribution of both response time and throughput of 100 Web services invoked by 3 randomly selected users from a publicly available dataset–WS-DREAM_dataset1[2]. As can be seen, although a user tends to have different usage experiences on different Web services, most QoS values of these Web services observed by the three users fall into a normal range. For example, the response time mainly falls in the interval of [0, 2]. However, there are also some observations deviating far from the normal range. As shown in Figure 1 (a), the response time experienced by user 2 even reaches up to 14 seconds, which is far beyond the normal range. Needless to say, such kind of observations should be treated as outliers. We further demonstrate the distribution of response time and throughput of 3 Web services experienced by 100 different users in Figure 1 (c) and (d). It can be observed that although the usage experiences of a Web service can vary widely among different users, the QoS values of the same Web service observed by the majority of users tend to fall into a normal range. Whereas, there are also some observations taking values far beyond the normal range. These phenomena verify the rationality of treating extreme values as outliers and also reveal the unavailability of outliers in QoS observations.

3 PRELIMINARIES

Suppose that we are provided with a set of $m$ users and a set of $n$ Web services, then the QoS values between all users and Web services can be represented by a matrix $X \in \mathbb{R}^{m \times n}$ whose entry $X_{ij}$

\[X_{ij} = \begin{cases} 1 & \text{if user } i \text{ expresses the QoS of Web service } j \text{ as an outlier}, \\ 0 & \text{otherwise}. \end{cases}\]
denotes the QoS value of Web service \( j \) observed by user \( i \). Obviously, it is time-consuming and resource-consuming for each user to invoke all Web services to get the personalized QoS values. As a consequence, we typically have only partial observations between users and Web services, which means that lots of entries in \( X \) are null. The goal of QoS prediction is to predict these null entries by exploiting the information contained in existing observations.

### 3.1 Problem Definition

Let \( \Omega \) denote the set of existing QoS observations, that is,

\[
\Omega = \{(i, j, X_{ij}) \mid \text{the QoS value} \ X_{ij} \text{ between user } i \text{ and Web service } j \text{ has been observed}\}.
\]

Then the problem of QoS prediction is defined as follows.

**Problem Statement:** Given a set of QoS observations \( \Omega \), QoS prediction aims at predicting unknown QoS values by utilizing the information contained in \( \Omega \).

### 3.2 Matrix Factorization for QoS Prediction

Generally speaking, matrix factorization tries to factorize a given matrix into the product of several low-rank factor matrices. In the context of QoS prediction, the basic framework of MF-based methods is to factorize matrix \( X \) into two low-rank factor matrices \( U \in \mathbb{R}^{m \times d} \) and \( S \in \mathbb{R}^{n \times d} \), i.e., \( X \approx US^T \). Here, each row of \( U \) represents the latent feature of a user, and each row of \( S \) represents the latent feature of a Web service. The dimensionality of latent features is controlled by a parameter \( d (1 < \min(m, n)) \). Apparently, \( US^T \) should be as close to \( X \) as possible. As thus, the general objective function for MF-based QoS prediction methods can be derived as:

\[
\min_{U,S} \mathcal{L}(X,US^T) + \lambda \mathcal{L}_{\text{reg}},
\]

where \( \mathcal{L} \) measures the degree of approximation between \( US^T \) and \( X \), \( \mathcal{L}_{\text{reg}} \) denotes the regularization term to avoid over-fitting, and \( \lambda \) represents the regularization coefficient.

The most widely adopted loss function in matrix factorization is the least square loss (i.e., \( L_2 \)-norm loss), which is also the most commonly used loss function in MF-based QoS prediction methods [31, 57, 61, 66, 71]. In this setting, the specific objective function can be clearly given as follows:

\[
\min_{U,S} \frac{1}{2} \|I \odot (X - US^T)\|^2 + \lambda \mathcal{L}_{\text{reg}},
\]

where \( \| \cdot \|^2 \) denotes the \( L_2 \)-norm which is calculated as the square root of the sum of squares of all entries, \( \odot \) denotes the Hadamard product (i.e., entry-wise product), and \( I \in \mathbb{R}^{m \times n} \) denotes the indicator matrix whose entry \( I_{ij} \) indicates whether the QoS value of Web service \( j \) has been observed by user \( i \) or not. If user \( i \) has the record of Web service \( j \), \( I_{ij} \) is set to 1; otherwise, it is set to 0.

The objective function based on \( L_2 \)-norm as in Eq. (3) is smooth and can be optimized by the gradient descent method [15]. However, the \( L_2 \)-norm is sensitive to outliers (i.e., rare extreme values) [63]. When the given observations contain outliers, the residuals between these outliers’ corresponding entries in \( X \) and their approximate entries in \( US^T \) become huge due to the square operation. Therefore, when minimizing the objective function in Eq. (3), more priorities are given to these outliers, which unfortunately causes severe approximation deviation of the normal QoS values. As a result, the QoS prediction performance may degrade dramatically.

To make the model more robust to outliers, a common strategy is to replace \( L_2 \)-norm with \( L_1 \)-norm [13, 23, 51, 71]. Based on \( L_1 \)-norm, the objective function is formalized as below:

\[
\min_{U,S} \|I \odot (X - US^T)\|_1 + \lambda \mathcal{L}_{\text{reg}},
\]

where \( \| \cdot \|_1 \) denotes the \( L_1 \)-norm which is calculated as the sum of the absolute values of all entries. Although \( L_1 \)-norm is to some extent more robust to outliers than \( L_2 \)-norm, the objective function based on \( L_1 \)-norm as in Eq. (4) is a non-smooth function and it is much harder to optimize. What’s more, although the large residuals due to outliers are not squared in \( L_1 \)-norm, they may still be quite large relative to the normal ones and thus one would expect that they would influence the objective function as well [10].

### 4 OUR METHOD

As stated in the previous section, both \( L_1 \)-norm and \( L_2 \)-norm are sensitive to outliers. In order to make the MF-based methods more robust to outliers, we propose a novel QoS prediction method that utilizes Cauchy loss [2] as the measurement of the discrepancy between the observed QoS values and the predicted ones. It has been shown that Cauchy loss is resistant to outliers [17, 36, 55]. Thus our method is expected to be robust to outliers.

#### 4.1 M-Estimator

Before presenting the details of our method, we first introduce the concept of M-estimator. In robust statistics, M-estimators are a broad class of estimators, which represent the minima of particular loss functions [21]. Let \( r_i \) denote the residual of the \( i \)-th datum, i.e., the difference between the \( i \)-th observation and its approximation. Then M-estimators try to optimize the following objective function:

\[
\min \sum_i g(r_i),
\]

where function \( g \) gives the contribution of each residual to the objective function. A reasonable function \( g \) should satisfy the following four properties [14]:

- \( g(x) \geq 0, \forall x; \)
- \( g(x) = g(-x), \forall x; \)
- \( g(0) = 0; \)
- \( g(x) \) is non-decreasing in \( |x| \), i.e., \( g(x_1) \leq g(x_2), \forall |x_1| < |x_2| \).

The influence function of \( g \) is defined as its first-order derivative:

\[
g'(x) = \frac{dg(x)}{dx}.
\]

The influence function \( g' \) measures the influence of each datum on the value of the parameter estimate. For a robust M-estimator, it would be inferred that the influence of any single datum is insufficient to yield any significant offset [55]. Ideally, a robust M-estimator should have a bounded influence function.

Both \( L_2 \)-norm loss and \( L_1 \)-norm loss satisfy the four properties required by M-estimators. For the \( L_2 \) estimator with \( g(x) = \frac{1}{2}x^2 \), the influence function is \( g'(x) = x \), which means that the influence
Therefore, Cauchy estimator is robust to outliers. A comparison of different M-estimators is illustrated in Figure 2. 

The overall optimization procedure of our method is presented in Algorithm 1, whose time complexity is shown in Theorem 1.

**Theorem 1.** Let $r$ denote the number of iterations for Algorithm 1 to achieve convergence and let $p$ denote the number of available entries in $X$, then the time complexity of Algorithm 1 is $O(rp^l)$.

**Proof.** The main time cost of Algorithm 1 lies in the updates of $U$ and $S$. In each iteration, updating $U$ takes $O(ml+p^l)$ time and updating $S$ takes $O(nl+p^l)$ time. Since both $m$ and $n$ are less than $p$, the time complexity of updating $U$ and $S$ can both be simplified as $O(p^l)$. Thus, the overall time complexity is of order $O(rp^l)$. □

### 4.3 Extension for Time-Aware QoS Prediction

As pointed out in [62], the QoS performance of Web services is highly related to the invocation time because the service status (e.g., number of users) and the network environment (e.g., network speed) may change over time. Thus, it is essential to provide time-aware personalized QoS prediction.

To achieve the goal, we choose to extend our method under the tensor factorization framework. A tensor is a multidimensional or N-way array [25]. An N-way tensor is denoted as $X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$, which has $N$ indices $(i_1, i_2, \cdots, i_N)$ and its entries are denoted by $X_{i_1 i_2 \cdots i_N}$. In this sense, a tensor can be treated as a generalized matrix and a matrix can also be treated as a two-way tensor.

For time-aware QoS prediction, we need to take the temporal information of QoS values into consideration. According to the definition of tensors, it is clear that we can model QoS observations with temporal information as a three-way tensor $X \in \mathbb{R}^{m \times n \times T}$.

---

**Algorithm 1** Algorithm for Static QoS Prediction

**Input:** $X \in \mathbb{R}^{m \times n \times T}$, $l$, $y_0$, $\lambda_u$, $\lambda_s$, $\eta_u$, $\eta_s$

**Output:** $U \in \mathbb{R}^{m \times l}$, $S \in \mathbb{R}^{n \times l}$

1. Randomly initialize $U$ and $S$.
2. repeat
3. for $i = 1$ to $m$ do
4. Update $U_i$ according to Eq. (10);
5. for $j = 1$ to $n$ do
6. Update $S_j$ according to Eq. (11);
7. until Convergence
8. **return** $U$, $S$;

**rules:**

\[
U_i \leftarrow U_i - \eta_u \frac{\partial \mathcal{L}}{\partial U_i},
\]

\[
S_j \leftarrow S_j - \eta_s \frac{\partial \mathcal{L}}{\partial S_j},
\]

where $\eta_u$ and $\eta_s$ denote the learning rates for $U$ and $S$, and

\[
\frac{\partial \mathcal{L}}{\partial U_i} = \lambda_u U_i - \frac{n}{2} \sum_{j=1}^{n} \frac{X_{ij} - \langle i_1, i_2, \cdots, i_N \rangle^T S_j}{y^2} S_j,
\]

\[
\frac{\partial \mathcal{L}}{\partial S_j} = \lambda_s S_j - \frac{n}{2} \sum_{i=1}^{m} \frac{X_{ij} - \langle i_1, i_2, \cdots, i_N \rangle U_i}{y^2} U_i.
\]
Algorithm 2: Algorithm for Time-Aware QoS Prediction

Input: \( X \in \mathbb{R}^{m \times n \times l} \), \( y \), \( \lambda_u, \lambda_s, \lambda_t \);
Output: \( U \in \mathbb{R}^{m \times l}, S \in \mathbb{R}^{n \times l}, T \in \mathbb{R}^{l \times l} \);
1. Randomly initialize \( U \geq 0, S \geq 0 \) and \( T \geq 0 \);
2. repeat
3. for \( i = 1 \) to \( m \) do
4. Update \( U_i \) according to Eq. (17);
5. for \( j = 1 \) to \( n \) do
6. Update \( S_j \) according to Eq. (18);
7. for \( k = 1 \) to \( l \) do
8. Update \( T_k \) according to Eq. (19);
9. until Convergence
10. return \( U, S, T \);

whose each entry \( X_{ijk} \) represents the QoS value of Web service \( j \) observed by user \( i \) at time \( k \). Here, \( t \) denotes the total number of time intervals. Accordingly, we can use an indicator tensor \( I \in \mathbb{R}^{m \times n \times l} \) to show whether the QoS values have been observed or not. If user \( i \) has the record of Web service \( j \) at time \( k \), \( I_{ijk} \) is set to 1; otherwise, its value is set to 0. To predict the unknown QoS values in \( X \), similar to MF-based methods, we first factorize \( X \) to learn the latent features of users, Web services and contexts, respectively, and then leverage the interaction among them to predict QoS values. Specifically, we adopt the canonical polyadic (CP) decomposition method [38] to factorize \( X \) into three low-rank factor matrices \( U \in \mathbb{R}^{m \times l}, S \in \mathbb{R}^{n \times l} \) and \( T \in \mathbb{R}^{l \times l} \). Then, \( X \) is approximated in the following way:

\[
X \approx \hat{X} = \sum_{l=1}^{l} U^{(f)} \circ S^{(f)} \circ T^{(f)},
\]

where \( U^{(f)} \in \mathbb{R}^m \), \( S^{(f)} \in \mathbb{R}^n \) and \( T^{(f)} \in \mathbb{R}^l \) denote the \( l \)-th column of \( U \), \( S \) and \( T \) respectively, and \( \circ \) represents the vector outer product. In this way, each entry \( X_{ijk} \) is approximated by:

\[
X_{ijk} \approx \hat{X}_{ijk} = \sum_{l=1}^{l} U_i S_j T_{kl}.
\]

For tensor factorization, nonnegative constraints are usually enforced on the factor matrices to promote the model’s interpretability [43]. We also add nonnegative constraints to all the factor matrices \( U, S \) and \( T \). Then together with the Cauchy loss, we derive the objective function for time-aware QoS prediction as below:

\[
\min_{U,S,T} \mathcal{L}' = \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{l} I_{ijk} \ln \left( 1 + \frac{(X_{ijk} - \hat{X}_{ijk})^2}{\gamma^2} \right) + \frac{\lambda_u}{2} \|U\|_2^2 + \frac{\lambda_s}{2} \|S\|_2^2 + \frac{\lambda_t}{2} \|T\|_2^2
\]

s.t. \( U \geq 0, S \geq 0, T \geq 0 \),

where \( \lambda \) denotes the regularization coefficient for matrix \( T \).

Due to the nonnegative constraints, we cannot adopt the gradient descent method to optimize the objective function in Eq. (16) any more. Alternatively, we use the multiplicative updating (MU) algorithm [26] to solve Eq. (16). To be more specific, MU alternately updates \( U, S \) and \( T \) with the other two being fixed in each iteration. Although the objective function in Eq. (16) is nonconvex over \( U, S \) and \( T \) simultaneously, it is a convex function in each variable when the other two are fixed. Thus we can derive a closed-form update rule for each variable under the Karush-Kuhn-Tucker (KKT) conditions [5]. The detailed update rules are listed as follows:

\[
U_i \leftarrow U_i \odot \left( \frac{\sum_{j=1}^{n} \sum_{k=1}^{l} I_{ijk} \Delta_{ijk} X_{ijk}(S_j \odot T_k) + \lambda U_i}{\sum_{j=1}^{n} \sum_{k=1}^{l} I_{ijk} \Delta_{ijk} X_{ijk}(S_j \odot T_k)} \right) + \lambda U_i
\]

\[
S_j \leftarrow S_j \odot \left( \frac{\sum_{i=1}^{m} \sum_{k=1}^{l} I_{ijk} \Delta_{ijk} X_{ijk}(U_i \odot T_k) + \lambda S_j}{\sum_{i=1}^{m} \sum_{k=1}^{l} I_{ijk} \Delta_{ijk} X_{ijk}(U_i \odot T_k)} \right) + \lambda S_j
\]

\[
T_k \leftarrow T_k \odot \left( \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} I_{ijk} \Delta_{ijk} X_{ijk}(U_i \odot S_j) + \lambda T_k}{\sum_{i=1}^{m} \sum_{j=1}^{n} I_{ijk} \Delta_{ijk} X_{ijk}(U_i \odot S_j)} \right) + \lambda T_k
\]

In the above equations, \( \Delta_{ijk} \) is defined as \( \Delta_{ijk} = \frac{1}{\sqrt{2} + (X_{ijk} - \hat{X}_{ijk})^2} \).

Algorithm 2 summarizes the overall optimization procedure of our time-aware QoS prediction method. Since Algorithm 2 updates \( U, S \) and \( T \) alternately and each update decreases the objective function value monotonically, it is guaranteed to converge to a local minimal solution. The time complexity of Algorithm 2 is shown in Theorem 2.

**Theorem 2.** Let \( r' \) denote the number of iterations for Algorithm 2 to achieve convergence and let \( r' \) denote the number of available entries in \( X \), then the time complexity of Algorithm 2 is \( O(r'r') \).

**Proof.** The proof is similar to that of Theorem 1. In each iteration, it takes \( O(r'r') \) time to update \( U, S \) and \( T \). Therefore, the total time complexity of Algorithm 2 is of order \( O(r'r') \).

It is worth mentioning that in both Algorithm 1 and Algorithm 2, we do not detect outliers explicitly. Thus our method will not suffer from the problem of misclassification, which indicates that our method is more resilient and more robust to outliers.

5 EXPERIMENTS

In this section, we conduct a set of experiments on both static QoS prediction and time-aware QoS prediction to evaluate the efficiency and effectiveness of our method by comparing it with several state-of-the-art QoS prediction methods. We implement our method and all baseline methods in Python 3.7. And all the experiments are conducted on a server with two 2.4GHz Intel Xeon CPUs and 128GB main memory running Ubuntu 14.04.5 (64-bit).3

5.1 Datasets

We conduct all experiments on a publicly available dataset collection—WS-DREAM4, which was collected from real-world Web services. WS-DREAM contains both static and dynamic QoS datasets. The static dataset describes real-world QoS measurements, including both response time and throughput values, obtained from 339 users on 5825 Web services. The dynamic dataset describes real-world QoS measurements from 142 users on 4500 Web services over 64 consecutive time slices (at 15-minute interval). The dynamic dataset also includes records of both response time and throughput values. The statistics of the datasets are presented in Table 1.

3The source code is available at https://github.com/smartlyh/CMF-CTF
4https://github.com/wsdream/wsdream-dataset
5.2 Evaluation Metrics

The most commonly used evaluation metrics for QoS prediction include mean absolute error (MAE) [67] and root mean square error (RMSE) [67]. Let \( \Pi \) denote the set of QoS values to be predicted (i.e., \( \Pi \) is the testing set) and let \( N = |\Pi| \), then MAE is calculated as:

\[
\text{MAE} = \frac{\sum_{q \in \Pi} |q - \hat{q}|}{N},
\]

and RMSE is calculated as:

\[
\text{RMSE} = \sqrt{\frac{\sum_{q \in \Pi} (q - \hat{q})^2}{N}},
\]

where \( \hat{q} \) denotes the predicted value for the observation \( q \). For both MAE and RMSE, smaller values indicate better performance.

However, according to the definition of MAE and RMSE, we can see that both MAE and RMSE are sensitive to outliers, which means that if \( \Pi \) contains outliers, then MAE and RMSE cannot truly reflect the QoS prediction performance. For example, suppose that \( q_* \in \Pi \) is an outlier, then in order to get a small MAE value and RMSE value, the predicted \( \hat{q}_* \) should be close to \( q_* \) rather than the normal QoS value. As thus, a smaller MAE or RMSE value may not really indicate better performance. To overcome this limitation, we eliminate outliers from \( \Pi \) when calculating MAE and RMSE. Note that we do not have ground truth labels for outliers. Therefore, we need to detect outliers from scratch. To achieve this goal, we employ the \textit{iForest} (short for isolation forest) method [29, 30] for outlier detection. \textit{iForest} detects outliers purely based on the concept of isolation without employing any distance or density measure, making \textit{iForest} quite efficient and robust. \textit{iForest} will calculate an outlier score for each datum. The score takes value in the range of \([0, 1]\) and a larger value indicates more possibility to be outliers. Based on the outlier score, we can set the number of outliers flexibly. To intuitively show the effectiveness of \textit{iForest}, we report the outlier detection results of a randomly selected Web service from the static dataset in Figure 3, where the outlier ratio is set to 0.05. As can be seen, \textit{iForest} demonstrates good performance in outlier detection. It can detect both overinflated and underinflated outliers.

5.3 Baseline Methods

For ease of presentation, we name our method for static QoS prediction as CMF and our method for time-aware QoS prediction as CTF hereafter. For static QoS prediction, we compare CMF with the following five methods:

- MF: MF denotes the basic MF-based QoS prediction method [66] and it measures the discrepancy between the observed QoS values and the predicted ones by \( L_2 \)-norm.

- MF-1: MF-1 is also an MF-based QoS prediction method [71]. However, it utilizes the \( L_1 \)-norm loss to construct the objective function. MF-1 is expected to be more robust to outliers. Note that we implement MF-1 a little differently from the original one proposed in [71]. In our implementation, we ignore the privacy and location information.

- CAP: CAP is a credibility-aware QoS prediction method [47]. It first employs a two-phase k-means clustering algorithm to identify untrustworthy users (i.e., outliers), and then predicts unknown QoS values based on the clustering information contributed by trustworthy users.

- TAP: TAP is a trust-aware QoS prediction method [45]. It aims to provide reliable QoS prediction results via calculating the reputation of users by a beta reputation system, and it identifies outliers based on k-means clustering as well.

- DALF: DALF is a data-aware latent factor model for QoS prediction [49]. It utilizes the density peaks based clustering algorithm [40] to detect unreliable QoS data directly.

For time-aware QoS prediction, we compare our CTF with the following five methods:

- NNCP: NNCP is a tensor-based time-aware QoS prediction method [60]. It is based on CP decomposition and imposes nonnegative constraints on all the factor matrices.

- BNLFT: BNLFT is a biased nonnegative tensor factorization model [33]. It incorporates linear biases into the model for describing QoS fluctuations, and it adds nonnegative constraints to the factor matrices as well.

- WLRTF: WLRTF is an MLE (maximum likelihood estimation) based tensor factorization method [9]. It models the noise of each datum as a mixture of Gaussian (MoG).

- PLMF: PLMF is an LSTM (long short-term memory) [20] based QoS prediction method [54]. PLMF can capture the dynamic latent representations of users and Web services.

- TASR: TASR is a time-aware QoS prediction method [11]. It integrates similarity-enhanced collaborative filtering model and the ARIMA model (a time series analysis model) [4].

Although MF-1, CAP, TAP and DALF are able to deal with outliers to some extent for static QoS prediction, to our best knowledge, our method CTF is the first to take outliers into consideration for time-aware QoS prediction. It is also worth emphasizing that our method and all baseline methods (except CAP, TAP and DALF) will not explicitly detect outliers when learning the prediction model. The reason for detecting outliers during the testing
 phase is to make MAE and RMSE be able to truly reflect the QoS prediction performance. For all methods, outliers will be removed when calculating MAE and RMSE. In addition, in the experiments, we run each method 10 times and report the average results for fair comparison.

### 5.4 Experiments for Static QoS Prediction

#### 5.4.1 Parameter Settings

In the experiments, for all baseline methods, we tune the corresponding parameters following the guidance of the original papers. As for our method CMF, on the response time dataset, the parameters are set as $l = 30$, $y = 1$, $\lambda_0 = \lambda_1 = 1$, and $\eta_u = \eta_r = 0.003$. On the throughput dataset, the parameters are set as $l = 30$, $y = 20$, $\lambda_0 = \lambda_1 = 0.01$, and $\eta_u = \eta_r = 0.025$. For MF$_2$, MF$_1$, and DALF, the feature dimensionality is also set to 30.

#### 5.4.2 Experimental Results

We first report the results by varying the training ratios in the range of $\{0.1, 0.2, 0.3, 0.7, 0.8, 0.9\}$. This is to simulate various prediction scenarios with different data sparsity. For example, when the training ratio is set to 0.1, then 10% of the dataset will be used as training data and the rest will be used as testing data. As aforementioned, during the testing phase, outliers should be eliminated explicitly. Here we set the outlier ratio to 0.1, which means 10% of the testing data with large outlier scores will be removed when calculating MAE and RMSE. The detailed comparison results are presented in Table 2. As can be seen, our method CMF consistently shows better performance than all baseline methods. Moreover, the MAE and RMSE values obtained by our method are much smaller than those of baseline methods, especially on the response time dataset. For instance, CMF achieves more than 30% performance promotion on response time over both MAE and RMSE. From Table 2, we can also see that MF$_1$, MF$_2$, DALF and CMF tend to obtain smaller MAE and RMSE values as the training ratio increases. This is desired because a larger training ratio indicates that more QoS observations (i.e., more information) will be used to train the prediction model. However, CAP and TAP do not show this pattern, especially on the response time dataset.

We then report the results by varying the outlier ratios in the range of $\{0.02, 0.04, 0.06, 0.08, 0.1, 0.2\}$. In this experiment, the training ratio is fixed at 0.5. The results are shown in Table 3. From Table 3, we can see that our method still shows the best performance under different outlier ratios. It can also be observed that

---

### Table 2: Performance Comparison with Different Training Ratios on Static Dataset (Best Results in Bold Numbers)

<table>
<thead>
<tr>
<th>QoS Attributes</th>
<th>Methods</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response Time</td>
<td>MF$_2$</td>
<td>0.3534</td>
<td>0.3021</td>
</tr>
<tr>
<td></td>
<td>MF$_1$</td>
<td>0.4041</td>
<td>0.3190</td>
</tr>
<tr>
<td></td>
<td>CAP</td>
<td>0.3603</td>
<td>0.3021</td>
</tr>
<tr>
<td></td>
<td>TAP</td>
<td>0.3385</td>
<td>0.2843</td>
</tr>
<tr>
<td></td>
<td>DALF</td>
<td>0.3955</td>
<td>0.3439</td>
</tr>
<tr>
<td></td>
<td>CMF</td>
<td>0.1762</td>
<td>0.1408</td>
</tr>
<tr>
<td>Throughput</td>
<td>MF$_2$</td>
<td>13.9730</td>
<td>12.3750</td>
</tr>
<tr>
<td></td>
<td>MF$_1$</td>
<td>16.5509</td>
<td>13.1105</td>
</tr>
<tr>
<td></td>
<td>CAP</td>
<td>16.4269</td>
<td>13.0419</td>
</tr>
<tr>
<td></td>
<td>TAP</td>
<td>22.1419</td>
<td>19.8273</td>
</tr>
<tr>
<td></td>
<td>DALF</td>
<td>13.9681</td>
<td>11.9619</td>
</tr>
<tr>
<td></td>
<td>CMF</td>
<td>8.4573</td>
<td>7.2501</td>
</tr>
</tbody>
</table>

### Table 3: Performance Comparison with Different Outlier Ratios on Static Dataset (Best Results in Bold Numbers)

<table>
<thead>
<tr>
<th>QoS Attributes</th>
<th>Methods</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Response Time</td>
<td>MF$_2$</td>
<td>0.0408</td>
<td>0.0372</td>
</tr>
<tr>
<td></td>
<td>MF$_1$</td>
<td>0.3761</td>
<td>0.3390</td>
</tr>
<tr>
<td></td>
<td>CAP</td>
<td>0.4163</td>
<td>0.3657</td>
</tr>
<tr>
<td></td>
<td>TAP</td>
<td>0.4562</td>
<td>0.3788</td>
</tr>
<tr>
<td></td>
<td>DALF</td>
<td>0.3622</td>
<td>0.3217</td>
</tr>
<tr>
<td></td>
<td>CMF</td>
<td>0.2134</td>
<td>0.1758</td>
</tr>
<tr>
<td>Throughput</td>
<td>MF$_2$</td>
<td>11.8832</td>
<td>10.7024</td>
</tr>
<tr>
<td></td>
<td>MF$_1$</td>
<td>12.3647</td>
<td>10.4703</td>
</tr>
<tr>
<td></td>
<td>CAP</td>
<td>18.2991</td>
<td>16.8273</td>
</tr>
<tr>
<td></td>
<td>TAP</td>
<td>22.0584</td>
<td>18.8479</td>
</tr>
<tr>
<td></td>
<td>DALF</td>
<td>11.8763</td>
<td>10.5724</td>
</tr>
<tr>
<td></td>
<td>CMF</td>
<td>8.3266</td>
<td>7.2138</td>
</tr>
</tbody>
</table>
the MAE and RMSE values of all methods become smaller as the
outlier ratio increases. This is reasonable because the larger the
outlier ratio is, the more testing data with large outlier scores will
be removed. Thus, the effects of outliers on the calculation of MAE
and RMSE will be reduced accordingly. From Table 3, we can fur-
ther obtain that with the increasing of outlier ratios, the per-
fomance promotion of CMF relative to MF grows from 48% to
67% over MAE and from 18% to 60% over RMSE on the response
time dataset. On the throughput dataset, the performance promotion
also increases from 30% to 38% over MAE and from 7% to
20% over RMSE. The increase of performance promotion verifies
the necessity of removing outliers during the testing phase. It also
verifies the robustness of our proposed method again.

5.4.3 Impact of Dimensionality. The parameter dimensionality \( l \)
controls the dimension of latent features in the factor matrices. To
study the impact of \( l \), we vary its value from 10 to 80 with a step
size of 10. In this experiment, the training ratio is fixed at 0.5 and
the outlier ratio (denoted as \( o \)) is set to 0.02 and 0.1. The results are
illustrated in Figure 4. As we can see, both MAE and RMSE take
smaller values when dimensionality \( l \) grows. This is because when
\( l \) takes larger values, more features of users and Web services will
be captured, thus resulting in more accurate prediction results. We
also observe on the throughput dataset that the performance tends
to be stable when \( l \geq 40 \), which indicates that \( l = 40 \) is sufficient
for the factor matrices to approximate the original matrix well.

5.4.4 Impact of Parameter \( \gamma \). Recall that \( \gamma \) denotes the constant in
the Cauchy loss. Here we study its impact on the performance of
our method by varying its value in the range of \( \{0.1, 0.5, 1, 5, 10, 20, 50\} \).
In this experiment, the training ratio is fixed at 0.5, and the outlier
ratio \( o \) is set to 0.02 and 0.1 as well. The results are illustrated
in Figure 5. As can be seen, our method is sensitive to \( \gamma \). This is due to
that \( \gamma \) implicitly determines which data will be treated as outliers

Figure 4: Impact of dimensionality \( l \) on CMF (with outlier ratio set to 0.02 and 0.1).

Figure 5: Impact of parameter \( \gamma \) on CMF (with outlier ratio set to 0.02 and 0.1).

Figure 6: Impact of data sparsity on CMF (with outlier ratio set to 0.02 and 0.1).
5.5.1 Parameter Settings. In the experiments, we tune the parameters of all baseline methods following the guidance of the original papers. As for our method CTF, on the response time dataset, the parameters are set as $l = 15$ and $\lambda_0 = \lambda_1 = \lambda_2 = 0.1$. $y$ is set to 10 when calculating MAE and 35 when calculating RMSE. On the throughput dataset, the parameters are set as $l = 15$ and $\lambda_u = \lambda_s = \lambda_t = 100$. $y$ is fixed at 5 for both MAE and RMSE. As for NNCP, BNLFT, WLRTF and PLMF, the feature dimensionality is also set to 15.

5.5.2 Experimental Results. We first report the results by varying the training ratios in the range of $[0, 0.1, 0.2, 0.3, 0.7, 0.8, 0.9]$ and fixing the outlier ratio at 0.1. The results are presented in Table 4. From Table 4, we can see that our method consistently shows better performance than all baseline methods on both datasets. The results verify the robustness of our method in the time-aware extension.

We then report the results by varying the outlier ratios in the range of $[0.02, 0.04, 0.06, 0.08, 0.1, 0.2]$ and fixing the training ratio at 0.5. The results are shown in Table 5, from which we observe that our method achieves better performance under different outlier ratios, which is similar to the results on the static dataset.

5.5.3 Impact of Data Sparsity. To evaluate the performance of our method comprehensively, it is also necessary to investigate the impact of the sparsity of training data. To this end, we vary the training ratio from 0.1 to 0.9 with a step size of 0.1. Apparently, different training ratio implies different data sparsity. In this experiment, we fix the training ratio at 0.5 and the outlier ratio at 0.1. The results are reported in Figure 6. From Figure 6, we see that as the training ratio increases (i.e., the sparsity of data decreases), more accurate results are obtained.

5.6 Efficiency Analysis

Here, we further investigate the runtime efficiency of our method. In this experiment, we fix the training ratio at 0.5 and the outlier ratio at 0.1. The runtime of different methods on the response time dataset is reported in Figure 7. On the static dataset, we can observe that CTF runs slower than PLMF and MF$_2$, but faster than MF$_1$. It also runs much faster than CAP, TAP and DALF. On the dynamic dataset, although CTF runs slower than PLMF and
TASR, it is faster than BNLFT and WLRTF and is comparable to NNCP.

6 RELATED WORK

6.1 Collaborative QoS Prediction

Most existing QoS prediction methods fall into collaborative filtering methods [47], which can be further divided into two categories: memory-based methods [6, 7, 22, 41, 67] and model-based methods [39, 44, 51, 53, 59]. Memory-based methods predict unknown QoS values by employing the neighbourhood information of similar users and similar Web services [65], which further leads to user-based methods [6], service-based methods [41] and hybrid methods [7, 22, 67] that systematically combine the user-based methods and service-based methods. Memory-based methods usually suffer from the data sparsity problem [61, 66], due to the limited number of Web services a single user will invoke. Model-based methods can deal with the problem of data sparsity, thus they have gained the most popularity [61]. Model-based methods usually train a predefined prediction model based on existing QoS observations and then predict missing QoS values. For example, Wu et al. [52] propose to train a factorization machine model for QoS prediction. Luo et al. [32] introduce fuzzy neural networks and adaptive dynamic programming to predict QoS values. Matrix factorization is also a model-based technique and it has obtained the most attention [31, 44, 53, 61, 66]. MF-based methods factorize the user-service matrix into two low-rank factor matrices with one factor matrix capturing the latent representations of users and another revealing the latent representations of Web services. Therefore, MF-based methods are able to automatically model the contributions to a specific QoS value from the user side and service side simultaneously, which usually results in better prediction performance. In addition, MF-based methods possess high flexibility of incorporating side information such as location [19], contexts [50, 51] and privacy [28]. MF-based methods can also be easily generalized for time-aware QoS prediction under the tensor factorization framework [33, 46, 60, 62]. There are also a few other kinds of time-aware QoS prediction methods like time series model-based methods [1, 11] and neural networks-based methods [54].

6.2 Reliable QoS Prediction

Although there are various QoS prediction methods, few of them have taken outliers into consideration. However, as analyzed in Section 2, some QoS observations indeed should be treated as outliers. Thus, the performance of existing methods may not be reliable. For example, most existing MF-based QoS prediction methods directly utilize $L_2$-norm to measure the discrepancy between the observed QoS values and the predicted ones [31, 44, 50, 53, 57, 66]. It is widely accepted that $L_2$-norm is not robust to outliers [8, 58, 70]. As a consequence, the performance of MF-based methods may be severely influenced when QoS observations contain outliers.

In order to obtain reliable QoS prediction results, it is necessary to take outliers into consideration. One popular method to reduce the effects of outliers is replacing $L_2$-norm with $L_1$-norm because $L_1$-norm is more robust to outliers [13, 23, 35, 64]. For example, an $L_1$-norm low-rank MF-based QoS prediction method is introduced in [71]. However, $L_1$-norm-based objective function is non-smooth and thus much harder to optimize [34, 56]. Besides, $L_1$-norm is still sensitive to outliers, especially when outliers are far beyond the normal range of QoS values [10, 55].

Another line of reliable QoS prediction is detecting outliers explicitly based on clustering algorithms. In [47], Wu et al. propose a credibility-aware QoS prediction method, which employs a two-phase $k$-means clustering algorithm to identify untrustworthy users (i.e., outliers). Su et al. [45] propose a trust-aware QoS prediction method, which provides reliable QoS prediction results via calculating the reputation of users by a beta reputation system and identifies outliers based on $k$-means clustering as well. In [49], a data-aware latent factor model is introduced, which utilizes the density peaks-based clustering algorithm [40] to detect unreliable QoS values. However, it is difficult to choose a proper number of clusters, thus either some outliers may not be eliminated successfully or some normal values may be selected as outliers falsely. Our method does not detect outliers explicitly. Therefore it will not suffer from the misclassification issue.

7 CONCLUSION

In this paper, we have proposed a novel robust QoS prediction method, which utilizes Cauchy loss to measure the discrepancy between the observed QoS values and the predicted ones. Owing to the robustness of Cauchy loss, our method is resilient to outliers. That is, there is no need to detect outliers explicitly. Therefore, our method will not suffer from the problem of misclassification. Considering that the QoS performance may change over time, we have further extended our method to make it suitable for time-aware QoS prediction. To evaluate the efficiency and effectiveness of our method, we have conducted extensive experiments on both static and dynamic datasets. Experimental results have demonstrated that our method can achieve better performance than existing methods.
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