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Abstract— The availability of large amounts of data from
continuous glucose monitoring (CGM), together with the
latest advances in deep learning techniques, have opened
the door to a new paradigm of algorithm design for per-
sonalized blood glucose (BG) prediction in type 1 diabetes
(T1D) with superior performance. However, there are sev-
eral challenges that prevent the widespread implementa-
tion of deep learning algorithms in actual clinical settings,
including unclear prediction confidence and limited train-
ing data for new T1D subjects. To this end, we propose
a novel deep learning framework, Fast-adaptive and Con-
fident Neural Network (FCNN), to meet these clinical chal-
lenges. In particular, an attention-based recurrent neural
network is used to learn representations from CGM input
and forward a weighted sum of hidden states to an evi-
dential output layer, aiming to compute personalized BG
predictions with theoretically supported model confidence.
The model-agnostic meta-learning is employed to enable
fast adaptation for a new T1D subject with limited training
data. The proposed framework has been validated on three
clinical datasets. In particular, for a dataset including 12
subjects with T1D, FCNN achieved a root mean square
error of 18.64±2.60 mg/dL and 31.07±3.62 mg/dL for 30 and
60-minute prediction horizons, respectively, which outper-
formed all the considered baseline methods with significant
improvements. These results indicate that FCNN is a viable
and effective approach for predicting BG levels in T1D. The
well-trained models can be implemented in smartphone
apps to improve glycemic control by enabling proactive
actions through real-time glucose alerts.

Index Terms— Artificial intelligence, deep learning, dia-
betes, glucose prediction, meta-learning

I. INTRODUCTION

D IABETES is a group of metabolic diseases characterized
by elevated blood glucose levels (hyperglycemia). It is

estimated that almost half a billion people are living with
diabetes, and the incidence rates of type 1 diabetes (T1D) and
type 2 diabetes are on the rise [1]. T1D is thought to be pre-
cipitated by the autoimmune destruction of pancreatic β-cell
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resulting in an absolute insulin deficiency. People with T1D
require lifelong self-management in order to maintain blood
glucose (BG) levels in a therapeutically appropriate range.
Failure to do so increases the risk of hyperglycemia, which can
lead to microvascular and macrovascular complications, and of
hypoglycemia, which can lead to coma, or in extreme cases,
death [2]. In this context, accurate BG prediction is a valu-
able tool for enhancing decision support systems in diabetes
care, which aim to mitigate these adverse glycemic events
and reduce the burdens on people living with diabetes. In
particular, BG prediction enables proactive interventions, such
as glucose alerts in continuous glucose monitoring (CGM),
and the predictive low-glucose basal insulin suspension in
currently available CGM-augmented pumps [3].

CGM allows for a real-time tracking of BG levels with
a fixed sampling frequency (e.g. every five minutes) and
has been verified as an effective device of controlling the
blood glucose in T1D management [4], [5]. CGM can be
combined with insulin pumps as sensor-augmented therapy or
an artificial pancreas to provide closed-loop glycemic control.
There is a rising trend of connecting CGM with smartphone
apps to display retrospective BG trajectories and allow users
to record daily events (e.g. meals, insulin doses, exercise)
that have an impact on glucose levels [6]–[8]. The wide use
of CGM and mobile apps has produced a large amount of
data, which enables the development of data-driven algorithms
for personalized BG prediction [9], [10], especially machine
learning algorithms [11]–[13]. Among these, empowered by
deep neural networks (DNNs), deep learning algorithms have
achieved superior performance [14]–[17] with less work on
feature engineering [18].

Although deep learning approaches have improved the BG
prediction accuracy, there are still many challenges in translat-
ing these models into clinical settings. According to feedback
from clinicians and clinical outcomes reported in previous
studies [13], [19], [20], we identified two clinical challenges
that are most significant:
• Confidence: A primary concern is whether the provided

prediction is reliable enough, and what level of confi-
dence can be given to it (trust issue).

• Data availability: Developing a personalized model for
a new subject is difficult since DNN models require a
large amount of historical data for training, and the data
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Fig. 1: System architecture of incorporating FCNN in a T1D management system. A smartphone app receives BG measurements
from CGM, data from other wearable devices (e.g., insulin pumps and wrist bands), and the records of the relevant daily
activities. After uploading the multivariate data to a server (e.g., cloud repository), FCNN is used for fast adaptation of a
deep learning model with confidence. Then the well-trained model is embedded into the smartphone app to perform real-time
prediction. Besides the bidirectional RNN proposed in this work, FCNN also supports other customized DNNs as base models.

collection can be expensive and time-consuming (cold-
start issue).

To this end, we propose a novel deep learning framework
for personalized BG prediction, which is called Fast-adaptive
and Confident Neural Network (FCNN). Fig. 1 depicts the
real-world settings of a T1D management system. Given
the multivariate features accessible from wearable devices
and a smartphone app, a DNN model can be developed
by FCNN framework that incorporates the latest advances
in deep learning to address the above challenges, including
evidential regression [21] and model-agnostic meta-learning
(MAML) [22]. To the best of our knowledge, this is the
first work that adopts the evidential deep learning and meta-
learning in BG prediction. The experiments show that FCNN
exhibits excellent accuracy and outperforms all the considered
baseline methods. The main contributions of this article can
be summarized as follows.

• We develop a bidirectional recurrent neural network
(RNN)-based deep learning model with a modified many-
to-one attention mechanism to improve the prediction
accuracy and evidential regression that provides theoreti-
cally supported confidence intervals, aiming to solve the
trust issue.

• We employ MAML with the first-order approximation
to enable fast adaptation when developing personalized
models with limited data, aiming to solve the cold-start
issue.

• We evaluate FCNN on three clinical datasets (Supple-
mentary material S.I), including the OhioT1DM dataset
(n = 12), the ARISES Phase 1 dataset (n = 12), and the
ABC4D Phase 4 dataset (n = 25), and implement the
models in a smartphone app to provide real-time decision
support.

The remainder of this article is organized as follows. In
Section II, we introduce related work. Section III describes
the architecture and components of FCNN for BG prediction.
The data description and model performance are presented

in Section IV. In the experiments section (Section IV-D and
Section IV-E), we first treat MAML as a special case of
transfer-learning (TL) to develop personalized models using
a two-step data split and all the data of each subject. Then,
we conduct a case study in Section IV-F, aiming to determine
the efficacy of MAML when only a small amount of data
is available for a hold-out subject. We discuss the limitation,
future work, and clinical implementation in Section V. Finally,
we conclude this article in Section VI.

II. RELATED WORK

Deep learning is a subset of machine learning, which is
capable of extracting multiple levels of representation from
raw data with multilayer networks, such as RNNs, con-
volutional neural networks (CNNs), and generative adver-
sarial networks [18]. Particularly, deep learning paradigms
have demonstrated promising performance in a number of
biomedical and health applications, such as clinical imaging
and genomics [20]. As highlighted by a recent review [13],
RNN has been widely adopted in BG prediction due to its
powerful capability of processing time series data in regression
tasks. Unlike plain feed-forward neural networks, RNN units
allow for recurrent connections, fetching the output from
previous or future timesteps to be used as current input.
Vanilla RNNs suffer from gradient vanishing and exploding
during back-propagation. To this end, long short-term memory
(LSTM) [23] and gated recurrent unit (GRU) [24] were
proposed to solve this problem by using a set of element-wise
gate functions to control information flow inside the units.
Another important improvement for RNNs is the bidirectional
connections, which enables the RNN units to simultaneously
obtain the information from backward and forward states [25].
These modifications have been shown to be effective ap-
proaches at improving the performance of RNN models. For
instance, Sun et al. [26] introduced an RNN with LSTM and
bidirectional LSTM layers for personalized BG prediction,
whose performance surpassed traditional machine learning
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models (e.g., support vector machine). Similarly, a set of DNN
blocks with LSTM layers and residual connections was used
in [16] to further enhance prediction accuracy. In [27], the
authors proposed a causal GRU-based model with a multitask
learning framework to predict BG levels for multiple T1D
subjects concurrently.

A recent breakthrough in both natural language processing
(NLP) [28] and computer vision [29] is the attention mech-
anism. In particular, it allows an RNN model to focus on
the hidden states and learn long-term temporal dependencies
at certain timesteps by calculating a context vector that is
weighted by alignment scores. Various attention mechanisms
and corresponding score functions were proposed in the
recent literature [30], including additive [28], general [31],
dot-product [31], scaled dot-product [32], and location-based
form [31]. The transformer is based on a multi-head self-
attention mechanism, which is a highly successful deep learn-
ing architecture in recent NLP studies (e.g., BERT and GPT-
3) [33]. In the context of personalized BG prediction, Mir-
shekarian et al. [34] presented a memory-augmented LSTM
using the attention weights derived by a two-layer dense
network (i.e., additive form), which exhibited improvement on
synthetic data. In this article, we adapt another sequence-to-
sequence attention mechanism (i.e., general form) for many-to-
one prediction (Section III-B), according to model validation
performance. Besides, we employ the transformer as a baseline
method in the experiments.

In our previous work, we have shown that CNN-based
models can also be applied to personalized BG prediction.
In [35], we developed a dilated CNN and converted predic-
tion targets into multiple discrete classes. Furthermore, we
proposed a hybrid deep neural network, referred to as convolu-
tional recurrent neural network (CRNN), which achieved better
performance than the dilated CNN [36]. This model used
multiple CNN layers to extract features and then processed the
feature representations with an LSTM layer, which is used as
a deep learning baseline method for comparison (Section IV).

Taking advantage of historical datasets, TL approaches have
been widely used in previous studies to improve personalized
BG prediction performance with pretraining and fine-tuning
[16], [34], [37]. To further reduce the demand for individual
data in the fine-tuning phase, meta-learning, also referent to
as learning to learn, is an emerging approach for optimizing
a meta-model across a set of learning tasks, so that fast
adaptation can be performed with only a few data samples. In
particular, MAML [22] can learn the initialization of a DNN
model with good average performance and has already been
applied to assist clinicians in sleep stage classification [38] but
has never been used in the context of BG prediction. Treating
each T1D subject as a learning task, MAML is formulated
in III-D and compared with a conventional TL method in
Section IV-F.

Most of the existing work treated BG prediction as a
traditional regression task and used mean square error as the
loss function to obtain a single prediction value [13]. In [39],
a mixture density network was proposed to model the uncer-
tainty with a univariate Gaussian distribution. However, this
configuration can only model data uncertainty by a mixture

distribution [40]. Here, we incorporate an evidential layer to
simultaneously map data uncertainty and model uncertainty,
which is detailed in Section III-C.

III. METHODOLOGY

A. Problem Formulation

In general, the input of a data-driven algorithm for BG
prediction is multivariate time series, consisting of CGM
sequences and other relevant data features (e.g., meals, insulin,
exercise), to represent the physiological status of a T1D
subject. In this case, the input data Xt is denoted as

Xt = [xt−L+1,xt−L+2, . . . ,xt] ∈ Rd×L, (1)

where xt ∈ Rd×1 contains d features at the timestep t, and L
is the window length, i.e., the number of timesteps of the input.
In this work, we selected CGM, meal carbohydrates M, and
bolus insulin I, as the input features, which can be defined as
X = fN ([G;M; I]), where fN is the min-max normalization
function to scale data within a range of [0, 1]. CGM series
are obtained from real-time sensor measurements, while the
amount of carbohydrates and insulin are based on the daily
records from mobile apps.

Given a target prediction horizon (PH) and CGM resolution
τ , the BG level at timestep t+ r is expressed as Gt+r, where
r = PH/τ . To reduce bias [35], [37], [41], we use the signed
difference between the current and future BG level as the
prediction targets, i.e., yt = fN (Gt+r −Gt). Hence, the BG
prediction Ĝt+r can be defined as

Ĝt+r = f−1N (ŷt) +Gt (2)

where f−1N is the inverse function of the normalization, and
ŷt is the output of the deep learning model.

We perform feature preprocessing with the following three
steps: removing outliers, imputing missing CGM data, and
feature selection. Due to the sparse and random nature of
the manually logged events (e.g., meals and insulin doses),
which are commonly recorded via a mobile app, we decided
to align such manually collected data with the resolution of the
CGM measurement (i.e., 5-minute sampling). Outlier detection
and removal were performed by applying a set of thresholds
based on the maximum and minimum physiological changes
between consecutive CGM measurements. Data gaps randomly
occur in CGM sequences due to sensor errors, communication
problems, and sensor replacement, and usually account for 5%
to 10% of the total data. To fill these gaps, we employed
a hybrid imputation method. For each input, we linearly
interpolated the gaps that occur in the middle of the sequence,
and linearly extrapolated the missing samples at the end of
the sequence, e.g., xt−2,xt−1,xt, with a bound of [0, 1].
Extrapolation was used to ensure that future information is
not taken into account when predicting missing measurements.
We used high-quality input sequences with missing gaps of
less than 15 minutes since linear interpolation is not adequate
for imputing data in longer gaps. It should be noted that
the preprocessing (i.e., removal) was only performed on the
training data but not on validation or testing data.
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Supplementary material S.II summarizes the feature set
extracted from the clinical datasets, including CGM measure-
ments, bolus insulin, basal insulin, the ingested carbohydrate
amount, insulin on board (IOB), carbohydrate on board (COB),
and time index series. Bolus insulin is used to compensate for
BG increase after meal ingestion and hyperglycemia during
fasting, while basal insulin aims at maintaining BG levels in a
target range when fasting. IOB and COB, which are commonly
employed in bolus calculators and artificial pancreas, were
derived from linear models [42] and formulated as follows.

IOBt = B ∗max(0, 1− t− tB
TIOB

),

COBt = max(0, C −RCOB ∗ (t− tC −∆COB)), (3)

where B, tB and C, tC denote the amount and time of bolus
insulin and carbohydrates intake, respectively; TIOB is the
active time of insulin effects, and we set it to four hours; RCOB
is the carbohydrate absorption rate of 0.5 g/min after an initial
delay (∆COB) of 15 minutes. In particular, for the time index,
we scaled 24-h time to a range of [0, 1] to encode timesteps
that represent time in seconds starting from midnight. After
normalizing feature vectors, we performed feature selection
for the FCNN model using an exhaustive feature selector and
hold-out validation sets. We evaluated performance on the
OhioT1DM dataset with an error score es that combines the
root mean square error (RMSE) for 30-minute and 60-minute
PHs (i.e., es = ( 1

2 (RMSE2
30min + RMSE2

60min))
1
2 mg/dL).

Finally, we selected three input features which led to the best
performance, including CGM, amount of bolus insulin, and
carbohydrate intake.

B. Model Architecture
Fig. 2 shows the overall structure of the proposed model. We

instantiate a stack of three bidirectional GRU layers to extract
feature maps from the multivariate input. The complete list of
notations can be found in Supplementary material S.III. The
computation of a GRU layer, HW,U,b(xt,h

′) in a direction
is given by

zt = σ(Wzxt + Uzh
′ + bz),

rt = σ(Wrxt + Urh
′ + br),

ĥt = σ(Whxt + Uhrt � h′ + bh),

ht = (1− zt)� h′ + zt � ĥt, (4)

where zt and rt stand for update gate and reset gate vectors,
respectively; σ is the sigmoid function; � is the element-wise
product; W and U, and b are the weights for input, weights
for hidden states, and bias, respectively, where the subscripts
z, r, and h respectively indicate parameters for the update
gate, reset gate, and candidate activation; h, h′, and ĥ are the
hidden states of cell output, cell input and candidate activation,
respectively. Concatenating backward and forward output, the
state output of a bidirectional GRU layer at timestep t is
denoted as ht = [

−→
h t;
←−
h t], where h is a concatenated hidden

state in bidirectional RNN, which is given by
−→
h t = H−→

W,
−→
U,
−→
b

(xt,ht−1),
←−
h t = H←−

W,
←−
U,
←−
b

(xt,ht+1). (5)

   at-L+1             at-L+2             at-2         at-1            at

    ht-L+1,              ht-L+2,      ⋯,         ht-2,               ht-1,               ht

GRU GRU GRU GRU GRU

GRU GRU GRU GRU GRU

⋯

⋯
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    -                -        -     -  -

Fig. 2: Diagram of the proposed deep learning model. The
input of multivariate time series is first processed by three
bidirectional GRU layers to extract feature maps. The attention
layer computes a weighted sum of the hidden states. Then
the top layer outputs predictions with confidence from an
evidential distribution.

where [
−→
h ,
−→
W,
−→
U,
−→
b ] and [

←−
h ,
←−
W,
←−
U,
←−
b ] respectively

represent the set of output, weights for input, weights for
hidden states, bias in forward and backward RNNs.

To enable the DNN model to focus on the important parts
of the hidden representations, we introduce a many-to-one
attention layer at the top of the GRU layers (Fig. 2). The
input of this layer contains a complete sequence of the RNN
hidden states. We use a modified general alignment score
function [31] to calculate attention weights. Thus, there are
a total of two trainable weight matrices (Wa and Wm)
in the attention layer. Each of them is implemented by a
dense layer without bias or activation, and therefore it can
be updated as a part of the DNN model with gradient descent
and backpropagation. The output of the attention layer is an
attention vector whose hidden dimension is determined by
Wm. Specifically, we first calculate the context vector ct as
follows

ct =

t∑
i=t−L+1

aihi, (6)

where hi is the concatenated hidden state at at the i-th
timestep, and the corresponding attention weights ai is derived
by alignment scores.

ai =
exp(score(hi,ht))∑
i exp(score(hi,ht))

. (7)

The general alignment score function [31] is formulated as
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follows.
score(hi,ht) = h

T

tWahi. (8)

where Wa denotes the weights for alignment scores. Given the
weighted context vector ct, the output of the attention middle
layer with weights Wm is defined as

ht = tanh(Wm[ct;ht]), (9)

which is then fed to an evidential layer for final output.

C. Evidential Deep Learning
The prediction confidence can be estimated by uncertainty

levels. In general, there are two types of uncertainty in deep
learning: aleatoric uncertainty, i.e., the uncertainty in the data,
and epistemic uncertainty, i.e., the uncertainty in the prediction
model [40]. Epistemic uncertainty is crucial to determine out-
of-distribution shift, indicating whether the prediction can
be trusted or not. Bayesian deep learning is a conventional
approach to model epistemic uncertainty, but it heavily relies
on a complex sampling process during model training [40].
Therefore, inspired by recent advances on evidential deep
learning [21], [43], we employ a process of evidence ac-
quisition to simultaneously model aleatoric uncertainty and
epistemic uncertainty. Assuming the targets y1, y2, . . . , yt, are
the i.i.d. observations following a Gaussian distribution with
unknown mean µ and variance σ2,

µ ∼ N (γ, σ2/λ), σ2 ∼ Γ−1(α, β), (10)

we then have the Gaussian conjugate prior following
the normal-inverse-gamma (NIG) distribution: (µ, σ2) ∼
NIG(γ, λ, α, β), as the higher-order evidential distribution.
Based on Bayes’ theorem, the model evidence p(yt|γ, λ, α, β),
also known as marginal likelihood, can be derived by the
likelihood parameters (µ, σ2) and the probability density func-
tion of NIG, following a generalized Student-t distribution
St [21]. In this case, to learn the model parameters by
maximum likelihood estimation, the corresponding negative
log-likelihood (NLL) loss function is given by

LNt = − log p(yt|γ, λ, α, β)

= − log(St(yt|2α, γ,
√
β(1 + λ)

λα
)), (11)

where 2α is the degrees of freedom; γ and
√

β(1+λ)
λα are

the location parameter and the scale parameter, respectively.
Furthermore, a regularizer is introduced to penalize the errors
in the prediction [21],

LRt = |yt − γ|(2λ+ α). (12)

Thus, the loss function on t-th sample is

Lt = LNt + kLRt , (13)

where k is a hyperparameter to adjust regularization. In this
case, the final output of proposed model are γ, λ, α, β in
four dimensions. The prediction ŷt, aleatoric uncertainty uat
and epistemic uncertainty uet (i.e., prediction uncertainty) are
denoted as

ŷt = γ, uat =

√
β

α− 1
, uet =

√
β

λ(α− 1)
. (14)

T1D Subject 1

T1D Subject 2T1D Subject 3

New T1D Subject 
𝜃m

𝜃3 𝜃2

𝜃1

𝜃’

Meta Optimization:

Task Learning:

Fast Adaptation:

Without MAML:

Fig. 3: Illustration of applying meta-learning to BG prediction
for fast adaptation. Meta-learning optimizes the model initial-
ization across different subjects in a cohort dataset. Then the
initialized model is fast-adaptive to a new subject.

D. Fast adaptation by Meta-learning

Most commercial CGM sensors measure BG levels at inter-
vals of five minutes. Therefore, a maximum of 288 data points
can be collected per day. Training a personalized deep learning
model usually requires months of clinical data acquisition.
Fortunately, datasets collected from historical clinical trials
are available for research purposes. To make use of these
datasets and accelerate the training process of new personal-
ized models, meta-learning is a feasible approach. Particularly,
we employ MAML [22] with the first-order implementation
called Reptile [44]. In terms of BG prediction, the learning
tasks in MAML can be referred to as predicting BG levels
for different T1D subjects in a cohort dataset, as shown in
Fig. 3. The meta-models are used in personalized fine-tuning
but cannot be used for population-based BG prediction.

The MAML meta-model is expected to minimize loss over
a group of different learning tasks (i.e., a T1D cohort). The
original MAML relies on an outer loop and an inner loop
for meta-optimization and task learning, respectively. Hence,
second derivatives are required during the meta-optimization.
Calculating a gradient through a gradient is computationally
expensive, so a more practical and efficient way to do this
is by using the first-order approximation that has the nearly
same performance as the original MAML [22]. In this regard,
Reptile further simplifies the first-order MAML by reusing
the gradients from task learning [44]. Given a task Tj , the
j-th update of the model parameters θj in the inner loop is
defined as

θj = θj−1 − η∇θj−1
LBTj (fθj−1

), (15)

where η is the learning rate of an Adam optimizer [45]; LBTi
stands for the loss of a mini-batch of data samples from the
task Ti; and fθj−1

is the model inference with parameters θj−1.
Then the update of meta-model parameters θm across N tasks,

This article has been accepted for publication in IEEE Transactions on Biomedical Engineering. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TBME.2022.3187703

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University College London. Downloaded on July 18,2022 at 19:17:32 UTC from IEEE Xplore.  Restrictions apply. 



6 GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2021

i.e., the outer loop, is given by

θm ← θm +
ε

N

N∑
j=1

(θj − θm), (16)

where ε is the step size of stochastic gradient descent. Thus,
a pre-trained meta-model with initial parameters θm enables
fast adaptation and largely reduces the requirement of data
availability.

IV. EXPERIMENTS

A. Clinical Datasets
1) OhioT1DM Dataset: The OhioT1DM dataset is a publicly

available dataset [46]. It contains data from 12 subjects with
T1D over an eight-week period. All the participants wore a
Medtronic Enlite CGM and Medtronic 530G or 630G insulin
pumps, and reported their daily events via a smartphone app.
Some of them wore Basis Peak or Empatica Embrace bands
to collect vital signs data. The data have already been divided
into training and testing sets, which account for approximately
80% and 20% of the total samples, respectively.

2) ARISES Dataset: The ARISES dataset is a proprietary
dataset (Imperial College London, London, UK) from a six-
week clinical trial (NCT03643692) including 12 T1D partic-
ipants either on multiple daily injection (MDI) or continu-
ous subcutaneous insulin infusion (CSII, i.e., pump therapy).
Participants in the trial were equipped with Dexcom G6
CGM and logged daily events via mySugr app. Besides, they
used Empatica E4 wrist bands and myTracks app. The study
was under the protocol (18/LO/1096) approved by London -
Fulham Research Ethics Committee in 2018.

3) ABC4D Dataset: The ABC4D dataset is a proprietary
dataset (Imperial College London, London, UK) including data
from 25 T1D subjects over six months (NCT02053051) [47].
The dataset contains BG levels measured with Dexcom G5
CGM and multiple self-reported events, including meal in-
gestion, physical exercise, and basal-bolus insulin regimens.
The study was under the protocol (13/LO/0264) approved by
London - Chelsea Research Ethics Committee in 2013.

B. Model Configurations
We performed a two-step hold-out data split (Supplementary

material S.IV). The training and testing sets of the OhioT1DM
dataset are provided separately. Thus, we first divided the
data of each subject in the ARISES and ABC4D datasets
into a training set including the first 80% of the data and
a hold-out testing set including the remaining 20%. Secondly,
we split each training set of the OhioT1DM, ARISES and
ABC4D datasets again into an actual training set with the
first 80% of the data and a hold-out validation set with the
rest 20%. In this way, the training, validation, and testing
sets respectively contain 64%, 16%, and 20% of the full data
of the ARISES and the ABC4D datasets. The models were
trained using the actual training sets, and validation and testing
sets were unseen data. Then the validations sets were used
for feature selection and hyperparameter tuning. Finally, the
testing sets were used to provide unbiased evaluation and the

prediction results reported in this work. We strictly followed
chronological partitions to split time series data to avoid data
leakage and guaranteed that the testing and validation sets
did not include any data from the training sets. Similar split
methods have been widely used in previous studies on BG
prediction [27], [34], [35], [37].

The chosen values for the hyperparameters are listed in Sup-
plementary material S.V. Early stopping was used to mitigate
overfitting and improve the generalization of the DNN models,
for which we set the total number of epochs to 500 with the
patience of 50. We compared the performance of the proposed
model with several classic data-driven baseline methods in the
literature [13]. Support vector regression (SVR) [48], random
forest regression (RFR) [49], and autoregressive integrated
moving average (ARIMA) [50] were used as classic machine
learning baselines, while bidirectional LSTM (Bi-LSTM) [26]
and a variant of the transformer [32] were used as deep
learning baselines. The original transformer is a sequence-to-
sequence model, so we adopted its encoder as the prediction
model [51]. We also used a CRNN model as a baseline
method, considering it is the best model in our previous
work [36]. We tuned these baseline models using the same
hold-out validation sets. The input features of the baseline
models are the same as those of FCNN, including CGM,
carbohydrate, and bolus insulin, except for ARIMA which
only uses CGM data.

We developed the FCNN models and the other DNNs
with Python 3.8, TensorFlow 2.3, and Keras 2.4 with a GPU
acceleration (NVIDIA GTX 1080 Ti). The classic machine
learning methods were developed with scikit-learn 0.23 (SVR,
RFR) and statsmodels 0.12 (ARIMA). Finally, We conducted
the experiments with the PHs of 30 and 60 minutes. These PHs
are commonly employed since they allow timely intervention
to prevent undesired glycemic events [13].

C. Evaluation Metrics
We used commonly employed evaluation metrics in BG

prediction: RMSE and mean absolute error (MAE) with the
detailed values of percentages in the A, B, C, D and E
regions of the Clark error grid (CEG) [52]. To evaluate the
clinical performance, we also used the glucose-specific RMSE
(gRMSE) [53] and prediction time delay (PTD) [35]–[37] for
a comprehensive evaluation. The definition of the metrics is
presented in Supplementary material S.VI.

D. Results
Table I, II and III respectively summarize the prediction

results for the OhioT1DM dataset, the ARISES dataset and the
ABC4D dataset with PH of 30 and 60 minutes (Mean±STD).
Notably, for both PHs, FCNN achieved the best performance
on each dataset with the smallest RMSE, MAE, gRMSE,
and PTD. Moreover, after evaluating the normality of the
results with Shapiro–Wilk tests, we performed paired t-tests
to indicate statistical significance with respect to the proposed
baseline methods. The FCNN obtains significant improve-
ments on RMSE results for each dataset, but the improvements
on gRMSE results are less significant, especially for the
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TABLE I: Prediction performance of the considered prediction methods on the OhioT1DM dataset

Methods RMSE (mg/dL) MAE (mg/dL) gRMSE (mg/dL) PTD (min) CEG-Regions (%)
A B C D E

PH = 30 minutes
FCNN 18.64± 2.60 13.25± 1.67 22.86± 3.47 6.75± 4.30 89.80± 3.65 8.96± 2.85 0.01± 0.02 1.22± 0.93 0.01± 0.01

CRNN 19.38± 2.39† 13.79± 1.64∗ 24.12± 3.14† 7.42± 4.66 88.72± 3.90∗ 9.72± 2.98∗ 0.02± 0.03 1.55± 1.14∗ 0.00± 0.00

Bi-LSTM 19.59± 2.22‡ 13.79± 1.31† 24.30± 3.14‡ 6.82± 4.08 88.93± 3.07∗ 9.74± 2.49‡ 0.02± 0.03 1.30± 0.84 0.01± 0.02

Transformer 19.69± 2.36‡ 13.90± 1.42‡ 24.60± 3.25‡ 7.56± 4.49 89.15± 3.46∗ 9.77± 2.80‡ 0.01± 0.03 1.07± 0.71 0.00± 0.01

SVR 21.10± 2.31‡ 15.98± 1.94‡ 26.49± 3.14‡ 7.94± 3.76∗ 82.70± 6.05‡ 14.58± 4.32‡ 0.01± 0.02 2.71± 2.23∗ 0.00± 0.01

RFR 21.18± 2.26‡ 15.30± 1.61‡ 26.33± 2.97‡ 8.25± 3.86∗ 86.71± 4.48‡ 11.70± 3.52‡ 0.02± 0.04 1.56± 1.10∗ 0.00± 0.01

ARIMA 20.39± 2.21‡ 14.40± 1.41‡ 24.48± 2.68‡ 11.36± 4.43‡ 88.41± 3.48‡ 10.94± 3.19‡ 0.03± 0.06 0.61± 0.38∗ 0.01± 0.01
PH = 60 minutes

FCNN 31.07± 3.62 22.86± 2.89 39.78± 5.28 14.58± 9.91 72.58± 7.87 24.39± 6.41 0.16± 0.14 2.85± 1.68 0.02± 0.04

CRNN 32.02± 3.76‡ 23.82± 3.13‡ 41.25± 5.37‡ 16.01± 10.03 71.06± 8.69∗ 25.57± 7.07 0.15± 0.17 3.20± 1.99∗ 0.01± 0.04

Bi-LSTM 33.44± 3.76‡ 24.59± 2.89‡ 43.45± 5.42‡ 16.71± 8.82 70.61± 8.21† 25.98± 6.70∗ 0.17± 0.13 3.19± 1.89 0.05± 0.07

Transformer 32.96± 3.70‡ 24.19± 2.79‡ 42.82± 5.22† 14.81± 10.66 71.70± 7.77 25.20± 6.43 0.15± 0.15 2.92± 1.65 0.04± 0.05

SVR 33.83± 3.62‡ 25.63± 2.98‡ 43.88± 5.07‡ 24.00± 9.67‡ 66.43± 9.15‡ 29.61± 7.30† 0.20± 0.21 3.73± 2.62∗ 0.03± 0.04

RFR 35.31± 3.72‡ 26.43± 3.02‡ 45.32± 5.13‡ 23.10± 10.61† 67.03± 8.17‡ 29.38± 6.29‡ 0.23± 0.19 3.34± 2.14∗ 0.02± 0.04

ARIMA 35.42± 3.74‡ 25.97± 2.70‡ 43.78± 4.68‡ 35.12± 10.58‡ 68.77± 6.85∗ 28.65± 5.83‡ 0.46± 0.40∗ 2.06± 1.00∗ 0.05± 0.05
∗p ≤ 0.05 †p ≤ 0.01 ‡p ≤ 0.005.

TABLE II: Prediction performance of the considered prediction methods on the ARISES dataset

Methods RMSE (mg/dL) MAE (mg/dL) gRMSE (mg/dL) PTD (min) CEG-Regions (%)
A B C D E

PH = 30 minutes
FCNN 20.23± 3.38 14.67± 2.36 25.20± 4.52 8.36± 4.22 87.24± 5.86 10.60± 4.20 0.02± 0.07 2.14± 1.75 0.00± 0.00

CRNN 20.76± 3.71‡ 15.02± 2.62∗ 26.14± 4.98† 8.64± 4.73 86.92± 6.12 10.79± 4.48 0.03± 0.05 2.27± 1.81 0.00± 0.00

Bi-LSTM 20.95± 3.11‡ 15.29± 2.22‡ 26.54± 4.13∗ 8.49± 4.48 86.63± 6.21 10.92± 4.38 0.02± 0.04 2.43± 1.92 0.00± 0.00

Transformer 22.45± 4.08‡ 16.38± 3.01‡ 28.73± 5.54‡ 10.24± 5.36‡ 85.29± 7.50∗ 12.37± 5.53‡ 0.04± 0.09 2.30± 2.03 0.00± 0.00

SVR 22.26± 4.21‡ 16.85± 3.20‡ 28.19± 5.85‡ 9.52± 4.82 82.57± 8.57‡ 14.45± 6.37‡ 0.03± 0.05 2.94± 2.35 0.00± 0.00

RFR 23.86± 4.44‡ 17.56± 3.18‡ 30.14± 5.99‡ 10.28± 5.21‡ 83.22± 7.19‡ 14.24± 5.44‡ 0.07± 0.11 2.47± 1.85 0.00± 0.00

ARIMA 21.75± 4.02‡ 15.59± 2.70‡ 26.21± 5.23∗ 11.56± 4.89‡ 86.43± 6.07 12.68± 5.42‡ 0.04± 0.06 0.85± 0.72‡ 0.00± 0.00
PH = 60 minutes

FCNN 35.40± 7.04 26.23± 5.00 45.93± 9.60 24.44± 11.05 69.29± 8.91 26.27± 6.51 0.33± 0.46 4.11± 2.60 0.01± 0.02

CRNN 36.08± 6.99∗ 26.86± 5.14‡ 47.58± 10.03‡ 24.84± 11.24 68.52± 9.56 26.99± 7.15 0.24± 0.28 4.24± 2.63 0.01± 0.03

Bi-LSTM 36.83± 7.27‡ 27.44± 5.38‡ 48.13± 10.09‡ 25.53± 11.48 67.50± 9.51‡ 28.00± 7.09‡ 0.30± 0.39 4.18± 2.61 0.01± 0.03

Transformer 36.98± 6.96‡ 27.59± 5.27‡ 48.66± 10.01‡ 26.14± 12.30 67.14± 9.57‡ 28.33± 7.11‡ 0.21± 0.29 4.30± 2.66 0.02± 0.04

SVR 37.06± 7.55‡ 27.94± 5.66‡ 48.74± 10.71‡ 27.32± 12.17 66.42± 10.32† 28.94± 7.88∗ 0.31± 0.38 4.30± 2.80 0.03± 0.06

RFR 39.46± 7.73‡ 29.78± 5.87‡ 51.58± 10.79‡ 26.69± 11.91 64.34± 9.51‡ 30.92± 7.20‡ 0.41± 0.43 4.24± 2.54 0.09± 0.12∗

ARIMA 39.46± 8.13‡ 28.71± 5.62‡ 49.70± 10.97‡ 36.00± 12.44‡ 67.05± 9.52‡ 29.19± 7.76‡ 0.56± 0.53‡ 2.91± 1.65† 0.29± 0.34∗
∗p ≤ 0.05 †p ≤ 0.01 ‡p ≤ 0.005.

TABLE III: Prediction performance of the considered prediction methods on the ABC4D dataset

Methods RMSE (mg/dL) MAE (mg/dL) gRMSE (mg/dL) PTD (min) CEG-Regions (%)
A B C D E

PH = 30 minutes
FCNN 20.25± 2.60 14.50± 1.95 25.00± 3.49 7.76± 3.79 86.50± 3.90 11.54± 2.84 0.03± 0.06 1.93± 1.20 0.00± 0.01

CRNN 20.55± 2.55∗ 14.77± 1.86† 25.44± 3.46∗ 8.23± 4.62 85.94± 3.75† 11.78± 2.46 0.03± 0.06 2.25± 1.47‡ 0.00± 0.00

Bi-LSTM 20.66± 2.45‡ 14.85± 1.77‡ 25.68± 3.22‡ 7.90± 4.42 85.72± 4.15† 11.81± 2.74 0.03± 0.06 2.43± 1.72‡ 0.00± 0.02

Transformer 20.63± 2.66† 14.84± 1.91‡ 25.60± 3.59‡ 8.87± 4.85 85.89± 3.98∗ 11.92± 2.68 0.03± 0.06 2.17± 1.56 0.00± 0.00

SVR 21.90± 2.44‡ 16.73± 1.85‡ 27.70± 3.45‡ 8.71± 4.65 79.87± 6.55‡ 15.59± 3.28‡ 0.03± 0.06 4.51± 4.30‡ 0.00± 0.00

RFR 21.80± 2.48‡ 15.83± 1.81‡ 27.12± 3.34‡ 8.69± 4.63 83.91± 4.30‡ 13.37± 2.65‡ 0.03± 0.06 2.68± 1.93‡ 0.00± 0.01

ARIMA 22.13± 2.60‡ 15.60± 1.90‡ 26.48± 3.56‡ 13.55± 4.65‡ 85.11± 3.81‡ 13.67± 3.18‡ 0.06± 0.06‡ 1.14± 0.77‡ 0.01± 0.02‡

PH = 60 minutes
FCNN 34.03± 4.74 25.26± 3.60 44.06± 6.25 21.47± 7.59 68.01± 5.37 27.07± 3.47 0.23± 0.24 4.67± 2.87 0.03± 0.04

CRNN 34.39± 4.75‡ 25.63± 3.53‡ 44.58± 6.31† 25.56± 10.94† 67.07± 5.53‡ 27.72± 3.29∗ 0.24± 0.29 4.95± 3.35 0.02± 0.05

Bi-LSTM 34.82± 4.44† 25.86± 3.27∗ 45.17± 5.98∗ 22.78± 9.78 66.71± 5.89∗ 28.13± 3.56∗ 0.25± 0.25 4.88± 3.35 0.03± 0.05

Transformer 34.91± 4.43† 25.99± 3.28∗ 45.42± 6.13† 26.08± 11.65∗ 66.68± 5.89∗ 28.26± 3.88 0.22± 0.26 4.82± 3.12 0.02± 0.04

SVR 35.37± 4.70‡ 26.98± 3.50‡ 45.99± 6.43‡ 26.99± 11.30‡ 63.62± 7.01‡ 30.44± 4.04‡ 0.28± 0.29∗ 5.62± 4.54∗ 0.03± 0.05

RFR 36.57± 4.76‡ 27.43± 3.55‡ 47.27± 6.40‡ 24.95± 10.28∗ 64.60± 6.22‡ 30.02± 3.76‡ 0.36± 0.36‡ 4.98± 3.63 0.04± 0.06

ARIMA 38.55± 5.15‡ 28.00± 3.75‡ 47.94± 7.16‡ 39.42± 7.48‡ 65.22± 4.88‡ 30.94± 3.63‡ 0.59± 0.46‡ 3.05± 1.55‡ 0.20± 0.15‡
∗p ≤ 0.05 †p ≤ 0.01 ‡p ≤ 0.005.

ABC4D dataset. The reason for this reduced performance with
the ABC4D dataset might be explained by the large number
of missing data points in several subjects. Supplementary
material S.VII presents the results of mean error (ME), where
we observe that the FCNN achieved smaller ME and thus

lower bias in the estimates when compared with the baseline
methods on the three datasets. Thus, the proposed method
exhibited good average performance in terms of all the mean
errors, but its impact on the clinical benefits needs to be
further improved. This is the reason why we introduced model
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Fig. 4: 1.5-day period forecasting performance of the con-
sidered methods over the 30-minute PH for the OhioT1DM
dataset. The solid black line indicates BG levels measured
by CGM, and the dashed red line indicates the prediction
results of FCNN. The magenta, cyan, green, yellow, blue, and
orange lines respectively indicate the baselines of Bi-LSTM,
Transformer, CRNN, RFR, SVR, and ARIMA.

confidence to predict adverse glycemic events with adjustable
lower and upper bounds (Section IV-E).

Overall, the accuracy of BG prediction decreased as the PHs
became larger. The daily events that might occur within the
60-minute period (e.g. meals, corrections boluses, exercise)
have an affect on BG levels and make the prediction more
challenging. It is worth noting that all the three deep learning
methods outperformed the classic machine learning baselines,
demonstrating the good learning behaviors of DNNs. Regard-
ing the RMSE performance, the transformer is comparable to
the Bi-LSTM, which exhibits better results with the 60-minute
PH in the OhioT1DM dataset, and with the 30-minute PH in
the ABC4D dataset.

Fig. 4 shows the trajectories of the BG predictions on a
subject in the OhioT1DM dataset. Compared with the baseline
methods, we see that the FCNN performed well, especially at
the peaks and troughs of the BG curve. That is, the errors in
the hypoglycemia and hyperglycemia regions are small (e.g.,
the predictions around 9:00 on May 29). Similar performance
can be observed in the ABC4D dataset and the ARISES
dataset. These findings on the BG trajectories are consistent
with the results in the above tables. Supplementary material
S.VII depicts the CEG analysis for FCNN, which is evaluated
on three T1D subjects and two PHs. We observed that the
dots concentrate on the A and B regions. These two regions
include the predictions that are within 20% error with respect
to the actual CGM measurements, and would not lead to
inappropriate treatment. The corresponding numerical results
of each region are presented in Table I, II and III. It is to be
noted that, when evaluated on the OhioT1DM dataset, 98.86%
of FCNN predictions for the 30-minute PH are located within
the A and B regions.

E. Prediction Confidence

Although FCNN achieves substantial improvements in these
regions, a significant delay can still be observed in Fig. 4.
To address this clinical challenge, we incorporated the ev-
idential deep learning and modeled uncertainty defined in
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Fig. 5: Forecasting results corresponding to the proposed
method including prediction confidence on a subject in the
OhioT1DM dataset. The solid black line indicates CGM
measurements, and the dashed red line indicates the prediction
results of FCNN. The dotted blue and green lines respectively
indicate the upper and lower bounds derived by evidential
regression. The shaded light blue area indicates the confidence
interval. The dashed blue and green lines respectively indicate
the thresholds of hyperglycemia and hypoglycemia.

TABLE IV: Performance of hypoglycemia prediction methods
on the OhioT1DM dataset

Method Sensitivity (%) Precision (%) FPPD MCC
PH = 30 minutes

FCNN 84.09± 5.73 65.60± 17.68 6.07± 4.30 0.72± 0.10

CRNN 44.34± 25.53‡ 70.03± 23.33 1.88± 1.43 0.53± 0.23‡

Bi-LSTM 45.12± 23.13‡ 56.58± 19.93 4.71± 3.50 0.48± 0.20‡

Transformer 59.35± 18.82‡ 71.36± 16.48 3.69± 1.94 0.61± 0.15‡

SVR 12.84± 11.73‡ 54.84± 36.37 1.12± 1.04‡ 0.24± 0.18‡

RFR 47.86± 25.16‡ 62.49± 21.08 3.21± 2.21 0.52± 0.21‡

ARIMA 86.32± 6.04 50.94± 9.61∗ 10.87± 4.74 0.63± 0.06
PH = 60 minutes

FCNN 68.58± 14.39 60.64± 18.82 14.45± 15.86 0.59± 0.08

CRNN 15.83± 13.30‡ 42.58± 29.52 2.60± 2.27 0.23± 0.18‡

Bi-LSTM 28.73± 19.32‡ 52.77± 26.34 5.77± 3.78 0.34± 0.17‡

Transformer 38.71± 27.98∗ 53.92± 29.71 5.81± 4.94 0.40± 0.23∗

SVR 9.46± 8.91‡ 34.29± 30.45∗ 3.25± 2.95∗ 0.15± 0.14‡

RFR 19.03± 24.44‡ 32.63± 30.99 2.70± 3.02 0.22± 0.19‡

ARIMA 80.17± 8.99 43.80± 9.51 19.55± 9.33 0.54± 0.07
∗p ≤ 0.05 †p ≤ 0.01 ‡p ≤ 0.005.

Equation (14). Fig. 5 depicts an instance of using the lower
bounds of the confidence interval (CI) to successfully iden-
tify two hypoglycemia regions in the dashed black ellipses,
which are likely to be missed using single prediction values.
Considering epistemic uncertainty interprets the confidence
of predictions, we calculated upper and lower bounds as
[Ĝt+r − f−1N (uet ), Ĝt+r + f−1N (uet )].

Hypoglycemia is more dangerous than hyperglycemia, since
it can lead to acute coma or even death in severe cases [54].
To quantify the effectiveness of the prediction confidence, we
altered the bounds by [Ĝt+r − zf−1N (uet ), Ĝt+r + zf−1N (uet )],
where z is the ratio of the uncertainty and treated as a hyper-
parameter with a range of [0, 1] in this work. We evaluated
the results using four classification metrics (Supplementary
material S.VI): sensitivity, precision, false-positives per day
(FPPD), and Matthews correlation coefficient (MCC). Con-
sidering that hypoglycemia is a minority class, accounting for
3-5% of whole BG trajectories (Supplementary material S.I),
we use FPPD as an alternative way to present the specificity.
It indicates how often the algorithm would lead to false hy-
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poglycemia alarms in decision support systems or closed-loop
systems. Rescue treatment for impending hypoglycemia, such
as rescue carbohydrates, is commonly performed in T1D man-
agement. Hence, a hypoglycemic event was considered when
there was a single BG level below 70 mg/dL. Table IV presents
the hypoglycemia prediction performance of FCNN and the
baseline methods. It is noted that, FCNN outperformed all the
considered baseline methods with higher MCC scores for the
30-minute and 60-minute PHs. Although ARIMA exhibited
the large RMSE and PTD results for BG prediction across the
three datasets, it obtained good performance for hypoglycemia
prediction. A possible explanation is that ARIMA performed
well at the troughs of BG curves but showed significant delay
in other regions (Fig. 4). It is reasonable that FCNN yields
high FPPD due to the use of the lower bounds for detecting
hypoglycemia. However, most false positives occurred around
actual hypoglycemic events. If each event triggers a single
alarm, FCNN can still achieve a small number of false alarms
per day (Supplementary material S.VI) of 0.48± 0.53 for the
60-minute PH.

There is a trade-off between precision and sensitivity, while
high MCC scores can be obtained only if model performs well
on all the confusion matrix categories. To avoid hypoglycemia,
higher sensitivity is preferred in clinical settings at the cost of
slightly less precision (i.e., increase of false positive rate), as
indicated by the dashed black and red ellipses in Fig. 5, but
too low precision might cause alarm fatigue. In this regard,
the ratio z is flexible and can be chosen by clinicians.

F. Adaptation Performance

A common use case of fast adaptation is supposed to be fine-
tuning a meta-model for a new T1D subject with an increasing
amount of data, starting from a very small batch of available
data. In this section, we present a case study assuming that
only the first 14 days of training data are available for a hold-
out target subject in a cohort dataset, aiming to test the day-
to-day performance of fast adaptation. The training data of
the other subjects remain unchanged for the development of
MAML meta-models. We chose a length of 14 days because
the lifespan of most commercial CGM sensors in clinical
settings is between 7 and 14 days.

For comparison purposes, a pretrained model with TL tech-
niques was employed as a baseline, which has been commonly
used in the literature of BG prediction [16], [34], [37], [55].
The TL-pretrained model has the same DNN architecture as
that of FCNN, and developing such a model includes two
steps. First, we excluded the data of the target subject and
combined the training data of the remaining subjects to form
a global set. Then, we pretrained a model with the mini-batch
data randomly sampled from the global set, and each input
batch corresponds to a single subject.

After performing MAML and TL without the hold-out data,
we fine-tuned the meta-model and TL-pretrained model using
the same individual data of the hold-out target subject. In
order to simulate the 14-day use case across a lifespan of
a CGM sensor, we sequentially added one-day data into the
individual data set and repeated the fine-tuning experiments on
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Fig. 6: 30-minute RMSE results of fine-tuning on the FCNN
meta-model and the TL-pretrained model with the small-
size training sets of the OhioT1DM dataset. The solid blue
and orange lines are the mean RMSE of TL and MAML,
respectively, and shaded areas stand for 95% CI.

TABLE V: 30-minute RMSE of the fast adaptation methods
across the three datasets

Day Method OhioT1DM ARISES ABC4D

1
MAML 21.61± 2.59 25.66± 5.26 22.87± 2.81

TL 23.22± 4.27 27.05± 7.03 24.32± 3.78

7
MAML 19.99± 2.35 23.00± 3.95 22.54± 3.16

TL 21.06± 2.56 23.78± 3.65 22.94± 2.60

14
MAML 19.46± 2.48 21.00± 3.62 21.53± 2.53

TL 20.56± 2.81 22.02± 3.78 22.30± 2.66

each experimental day. Each time we used the same testing
sets as those in the previous Section IV-D for evaluation. The
experiments were repeated for all the subjects.

Fig. 6 depicts the performance of FCNN and the TL baseline
on the OhioT1DM dataset. Table V summarizes the results for
the three datasets. In this limit case, when compared with TL,
MAML provided an average RMSE improvement of 1.48 and
0.96 mg/dL on day 1 and day 14, respectively. The meta-
models by MAML exhibited better prediction performance
during the whole fine-tuning process and achieved much
smaller RMSE from the start of the fine-tuning (day 1), when
the size of available data was extremely small. These findings
are consistent with a recent study on MAML, which has
proven that the effectiveness of MAML is primarily due to
feature reuse [56]. That is, the meta-initialized models were
already good at learning representations for a new subject.
MAML achieved an RMSE below 20 on day 7, while it took
much longer for the TL-pretrained models to reach this level.
We further performed the experiments using the data of the
first 25 days, which is the maximum mutual length of the data
in the training sets. It is observed that the RMSE of MAML
keep decreasing until day 18 for the OhioT1DM and ARISES
datasets, and day 20 for the ABC4D dataset, and then become
stable.

In the general case, where enough training data were avail-
able for each subject, the use of MAML significantly reduced
RMSE by 0.2 mg/dL (p < 0.005, Supplementary material
S.VIII). These results indicate that the use of MAML is a
feasible approach to enable fast adaptation and improve model
performance with a small size of available data. It should be
noted that the MAML meta-models are not the population
models for BG prediction, which cannot be directly evaluated
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on the testing data of new subjects. Here we only indicate
that MAML outperformed TL during the fine-tuning of the
development of personalized models.

V. DISCUSSION

To the best of our knowledge, FCNN is the first work
that uses an attention-based GRU model for BG prediction,
while incorporating model confidence and fast adaptation for
the clinical benefits. There are several significant differences
between the attention-based LSTM model presented by Mir-
shekarian et al. [34] and the proposed model in this work.
Firstly, the authors evaluated the model on a previous version
of the OhioT1DM dataset (2018 version), which contains six
of the 12 T1D subjects in the 2020 OhioT1DM dataset that
we used. If we evaluate our models on the six 2018 subjects,
a 30-minute RMSE of 18.10 mg/dL can be obtained, which
is lower than the best result of 18.70 mg/dL that the authors
reported using the same experimental settings (i.e., agnostic
scenarios without what-if events). Secondly, the authors used
an additive form of attention module [28] to obtain a hidden
state of LSTM cells with the largest attention weight, while we
use a general form of attention mechanism [31] to calculate the
weighted sum of the hidden states of bidirectional GRU cells.
Finally, their attention module did not improve BG prediction
for real clinical data, while ours significantly reduced RMSE
by 0.45 mg/dL (p < 0.005) in ablation analysis (Supplemen-
tary material S.VIII).

In the experiments, we have shown that FCNN is a su-
perior prediction method when compared with the chosen
baseline algorithms. In general, it is difficult to perform a fair
comparison with the existing work, due to unavailable code,
data, and experimental settings. A recent work proposed the
glucose variability impact index (GVII) and glucose prediction
consistency index (GPCI) as a method to assess the corre-
lation between RMSE results of BG prediction and glucose
variability [57], which can be used to compare algorithms
across different studies. Here we measured glucose variability
by means of the coefficient of variation (CV) and applied
linear least-squares regression to obtain GVII and GPCI for
each prediction method. However, it is to be noted that the
correlation results on the OhioT1DM and ARISES dataset
are not significant, possibly due to the small numbers of
T1D subjects. Thus, we reported the GVII and GPCI results
with Pearson correlation coefficients (r) and p-values (p) on
the ABC4D dataset in Supplementary material S.VII. It is
worth noting that the FCNN method achieved small GVII and
GPCI results for both PHs, indicating that glucose variability
has a low impact on the accuracy and consistency of BG
prediction. Moreover, the FCNN framework can be adapted
to many existing DNN models to improve their performance,
such as the CNN [35], the CRNN [36] and the dilated
RNN [37]. Particularly, such adaptation only involves three
steps: replacing the dense top layer with evidential output
layer, using the corresponding NLL loss, and applying the
MAML procedures.

A limitation of FCNN is that the model outputs, i.e. the
predictive BG levels, sometimes increase with an input of

bolus insulin. Although it is reasonable when there is an
upcoming meal, it would be more appropriate for a model
to disentangle the effect of meal intake and insulin delivery
before it can be used in clinical settings. This limitation
is also found in other deep learning models, including the
CRNN, Bi-LSTM and the transformer. To this end, there are
two potential solutions for future work. One is to introduce
monotonic constraints in the DNNs to specify the insulin’s
negative effect on BG levels, such as restricting the layer
weights of shallow networks [58] and training with heuristic
regularizations [59]. The other is to incorporate physiological
models to process these events, such as composite minimal
models of glucose regulation [60]. Real-time hypoglycemia
detection based on BG prediction is a challenging task. It
is to be noted that, in the literature, the sensitivity of 75%
and precision of 51% [61], and the sensitivity of 59% and
precision of 68% [55], were obtained for a 30-minute PH,
while an MCC score of 0.51 with the sensitivity of 48.5% was
achieved for a 60-minute PH [62]. Therefore, the performance
of FCNN (Table IV) is better than the state of the art. A
potential improvement can be made by introducing another
regularizer into the loss function to penalize the error of
hypoglycemia detection (Equation (13)), although it may result
in a larger RMSE for BG prediction. Meanwhile, we noted that
the normalized time index used in this work lacks continuity
for the time around midnight. Thus, we will explore sine and
cosine embeddings to model time sequences in the future [16].
We are also planning to include other data features known to
influence BG levels [63], such as the vital signs measured by
wrist bands in the OhioT1DM and ARISES datasets, as well
as the biomarkers that can be easily derived from available
measurements (e.g., heart rate variability [64]). In addition,
developing a population model to enable BG prediction [57]
and hypoglycemia prediction [65] for a new T1D subject
without model fine-tuning or personalized data is an interesting
and relevant future work to be considered. However, a dataset
with a much larger sample size such as the Tidepool Big
Data Donation Dataset [57], may be required to capture the
effects of inter-subject variability. Finally, FCNN can be used
as an encoder in deep reinforcement learning to extract hidden
features from physiological environment and improve decision
support systems and automated insulin delivery algorithms
(e.g., artificial pancreas) [66]–[68].

To translate the potential clinical benefits of FCNN to
people living with T1D, we are planning to evaluate it in
an actual clinical setting, following the system architecture
displayed in Fig. 1. A fast-adaptive meta-model is trained
by using a historic dataset, for which the personalized fine-
tuning will be performed with the newly collected data in
the upcoming trial. Although weeks or months of data are
required to achieve the reported performance in Table I, II
and III, it is not unusual for CGM users to have such an
amount of data collected [69]. As shown in Supplementary
material S.IX, we implement the FCNN model in an iOS
platform to provide real-time predictions and display the upper
and lower bounds in the app interface to indicate the risk of
adverse glycemic events. To test the on-device performance,
we converted the trained model to a mobile-compatible format
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using TensorFlow Lite. It turns out that FCNN only consumes
1.15 MB of storage memory with an average execution time
of 4 ms for model inference, which is proven to be a feasible
approach on a mobile platform to provide real-time glucose
alerts. In future work, the FCNN model with only CGM input
will also be investigated with smartphone implementation and
edge devices [70] to provide sub-optimal BG prediction for
T1D subjects whose meal and insulin data are not available.

VI. CONCLUSION

In this work, we propose a novel deep learning framework
called FCNN to overcome the crucial clinical challenges in
personalized BG prediction: confidence in the predictions
and data availability. Incorporating the meta-learning and
evidential deep learning, we developed a fast-adaptive and
confident deep learning model based on the bidirectional GRU
and attention mechanism. We have shown that FCNN signif-
icantly outperformed the selected baseline methods, in terms
of RMSE, MAE, and gRMSE, when evaluated on the three
clinical datasets. The confidence bounds derived by evidential
regression can notably improved MCC scores of hypoglycemia
detection, especially for the 60-minute PH. Compared with
the classic TL baseline, the use of MAML obtained superior
performance of fast-adaptation when training data are limited.
The FCNN models can be integrated in glycemic control with
smartphone-based implementation, which has great potential
to enhance T1D self-management in clinical settings.
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