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ABSTRACT
This paper investigates the application of graph neural networks
(GNN) in Mergers and Acquisitions (M&A) prediction, which aims
to quantify the relationship between companies, their founders,
and investors. M&A is a critical management strategy to decide
if the company is to grow or downsize, and M&A prediction has
been a challenging research topic in the past few decades. How-
ever, the traditional methods of predicting M&A probability are
only based on the company’s fundamentals, such as revenue, profit,
or news. Instead, GNN takes full advantage of those relationship
data to expand feature dimension and improve the prediction re-
sult. Our M&A prediction solution integrates with the topic model
for text analysis, advanced feature engineering, and several tricks
to boost GNN. The approach achieves a high Area-Under-Curve
score (AUC) 0.952, which is better than the previous record 0.888.
The true positive rate is 83% with a low false positive rate 7.8%,
which performance is better than the previous benchmark record
70.9%/10.6%.
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1 INTRODUCTION
Graph Neural Networks (GNN) offers a step-change in M&A anal-
ysis. M&A is a critical and essential method to boost the growth
of an enterprise through finance transactions. It is a challenging
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task to predict the probability of a target company to be acquired.
With high risk, M&A brings a high return to the Venture Capital
(VC). A M&A prediction model with high precision could help VC
hedging risk and generate the effective investment strategy. Due
to the blurred distinction between mergers and acquisitions, this
research uses M&A and acquisition as synonyms.

The traditional M&A prediction is based on company funda-
mentals, such as company value, revenue, and profit. A Logistic
Regression (LR) or Support Vector Machine (SVM) models are then
applied to complete classification tasks. With the same data input,
all these baseline models have a close prediction result due to ‘No
Free Lunch’ theories [14], because the data quality limits the predic-
tion accuracy upper bound. Data quality means the missing values,
the external information, and the error data.

The core idea presented in this paper is that the company’s
acquisition probability depends on its connected entities, such as
its investors, its founders or its providers. For example, say there
is a famous VC where 50% of its portfolio companies have been
acquired. Hence the next company, funded by the same VC, is likely
to have a higher acquisition probability according to the algorithm.

The main motivation of our research is to add relationships as
external data, quantify the relationships between social network,
and validate whether the Graph Neural Network (GNN) works on
M&A prediction. To achieve this goal, this paper will first review
the current best models for M&A prediction, for example, Bayesian
Networks (BN) integrated with topic model [16], and review graph
neural networks with their applications. Then, the traditional ma-
chine learning methods will be evaluated and implemented as the
benchmark performance. Following these steps, GNN based model
with special feature engineering will be evaluated and the influence
factors of GNN model will be explored.

In general, there are two main challenges that block high accu-
racy M&A prediction: a) finance data is sparse, and b) too many
negative samples in the M&A data.

To be specific, the first challenge is that most company data
have missing features. The primary reason is that small compa-
nies usually do not publish their full fundamental data. Typically,
business information platforms focus on large scale companies and
often ignores the small companies or provide out-of-date data. This
leads to biased data and biased classifiers. For example, the trained
classifier predicts the large company with a higher probability of
being acquired. Although there are some solutions to obtain miss-
ing values, such as Bayesian Gaussian tensor decomposition [4], it
may be incompatible with some classifier.
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The second challenge is imbalanced sample data. In M&A sam-
ple data, the acquisition is often having low probability of occur-
ring. Then, there are nearly 10% positive samples (being acquired
successfully) and 90% negative samples (not being acquired). The
imbalanced samples lead the model to a local optimal and over-
fitting. While backpropagation is applied, the update direction goes
towards negative prediction due to 90% negative samples. Besides,
due to small positive samples, instead of being generalized, the
model tries to record the positive sample features in memory, which
causes the over-fitting.

2 RELATEDWORK
Predicting merger and acquisition via machine learning methods
is not a new approach in financial computing area. The previous
best model, a Bayesian Network (BN) with the topic model, was
proposed by a team from Carnegie Mellon University [16]. They
also found that data quality is the key to improving the prediction
result. For example, integrating the model with article information
from TechCrunch for each company. Using this article information,
the CMU team enhanced the Crunchbase data with external data.
However, the article data provides sparse information. Although
they claim the topic model improved prediction results. The re-
search reported in this paper questions the CMU approach (see
discussion section).

In order to compare the GNN and other methods, our research
has taken the same dataset as the CMU team from CrunchBase
and TechCrunch. TechCrunch is a popular news publication web-
site, reporting on the business of technology, start-ups, venture
capital funding, and Silicon Valley. CrunchBase is a database with
information about start-ups, investors, trends, milestones.

The data used by the CMU team contains 81,219 companies,
107,274 persons, 7,328 financial organizations, 3,955 service providers,
25,895 funding rounds and 6,173 acquisitions from CrunchBase pro-
files. CrunchBase also provides the relation between those entities,
which are applied by the GNN model. The CMU team also down-
loaded the article data about companies from TechCrunch.

Recently, GNN research has developed multiple variants for
different tasks, such as Graph2Seqmodel (G2S) for edge-informative
graph [17], and Graph Structured Recurrent Neural Network model
(GSRNN) for graph data in time series [8]. GNNs are widely applied
in protein interface prediction [6], to simulate physics interaction
network [2], and with social network for recommendation system.
We believe this is the first paper to apply GNNs to M&A prediction
topic.

3 ALGORITHMS
This section introduces the algorithms covering the core concepts
in this research, the basis for graph theory, topic model and graph
neural network. The traditional machine learning methods which
are widely applied in industry will not be discussed.

Graph theory is a branch of mathematics with "graphs" as the
research object, and is an important part of combinatorial and dis-
crete mathematics. A graph is a mathematical structure used to
model the pairwise relationship between objects. It consists of "ver-
tices" (also known as "nodes" or "points") and "edges" (also known
as "arcs" or "lines") that connect these vertices. ") composition. It is
worth noting that the vertex set of a graph cannot be empty, but

the set of edges can be empty. The graph may be undirected, which
means that the edges in the graph need not distinguish directions
when connecting vertices. Otherwise, the graph is directed.

Graph Neural Network: traditional analytics methods for M&A
prediction are typically applied to row-column based data, and
cannot process graph data. For instance, each company has many
investors, and the model is required to quantify investors’ value.
The traditional data preprocessing would list features: (investor 1
value, investor 2 value, ..., investor n value). However, two problems
occur: 1) Each company has variable length investor amount that
it cannot verify variable n in GNN model. 2) The order of investors’
data input would affect the result that each feature column has
different coefficient in training. A potential solution is to calculate
the mean value of the company’s investors. In fact, mean is one
of the aggregators in GNN, which aims to aggregate the informa-
tion around the nodes. Further issues include: 1) All features are
required to do such data preprocessing, which costs time; and 2) It
is equivalent to 1-layer GNN that cannot diffuse node information
and can-not extract the deeper information. GNNs overcome these
issues by providing a solid and general framework for graph data.

In summary, GNNs are connectionist models, which capture
the dependence of graphs via message passing between the node
and graphs [19]. GNNs are a general topic model? containing 4
categories: 1) Re-current Graph Neural Networks (RecGNNs); 2)
Convolu-tional Graph Neural Networks (ConvGNNs); 3) Graph Au-
toencoders (GAEs); and 4) Spatial-temporal Graph Neural Networks
(STGNNs).

Since this research is restricted to node classification tasks and
data quality, the paper would not introduce RecGNNs and only
focuses on ConvGNNs [15]. There are two types of ConvGNN: 1)
spectral-based ConvGNN; and 2) spatial-based ConvGNNs. Both
are used in this research. RecGNN’s main problem is its recurrent
network architecture. Recurrent network architecture is unable to
extract the long-distance dependency (low fitting ability) and does
not support the parallel computation. Natural Language Process
(NLP) domain has replaced the recurrent network architecture with
attention mechanism or convolution layers to process the sequence
text data. Therefore, ConvGNNs propose applying convolutional
operation to extract graph data information, which solves the inef-
ficient computation and information smooth issues.

4 DATA AND FEATURE ENGINEERING
To compare algorithm performance with baseline model from CMU
team, this research use the same dataset as baseline. There are two
parts of data: 1) information on company, person, financial organi-
zation, product, and service-provider downloaded from CrunchBase
updated before January 10, 2012; and 2) the article data of companies
extracted from TechCrunch.

4.1 Exploratory Data
This section reviews the Crunchbase and TechCrunch data used in
the experiments. Crunchbase provides company data, person data,
financial organisation data, service provider data and product data.
Company Data
There are 79111 companies in the dataset. Each company at
most has the following features: name, permalink, crunchbase_url,
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homepage_url, blog_url, blog_feed_url, twitter_username, cate-
gory_code, number_of_employees, founded_year, founded_month,
founded_day, deadpooled_year, deadpooled_month, deadpooled_day,
deadpooled_url, tag_list, alias_list, email_address, phone_number,
description, created_at, updated_at, overview, image, products,
relationships, competitions, providerships, total_money_raised, fund-
ing_rounds, investments, acquisition, acquisitions, offices, milestones,
ipo, video_embeds, screenshots, external_links.
permalink is the primary key of CrunchBase database for each
entity. permalink is the unique ID for each entity while name might
be duplicate. It helps to build the relationship between different
entities. relationships, providerships, products, funding_rounds
define the relationship with person, service-provider, product,
financial-organization respectively. Those url data, overview text
data, video data and picture data are abandoned that they do not
offer effective information.
Person Data
There are 130915 person profiles in dataset. Each person at most
has the following features: first_name, last_name, permalink,
crunchbase_url, homepage_url, birthplace, twitter_username,
blog_url, blog_feed_url, affiliation_name, born_year, born_month,
born_day, tag_list, alias_list, created_at, updated_at, overview, im-
age, degrees, relationships, investments, milestones, video_embeds,
external_links, web_presences. In fact, except born_xxx, degree,
relationships, investments features, the rest of features are no use
for providing no information.
Financial Organization Data
There are 7758 financial-organizations in the dataset with fol-
lowing features: name, permalink, crunchbase_url, homepage_url,
blog_url, blog_feed_url, twitter_username, phone_number, de-
scription, email_address, number_of_employees, founded_year,
founded_month, founded_day, tag_list, alias_list, created_at, up-
dated_at, overview, image, offices, relationships, investments, mile-
stones, providerships, funds, video_embeds, external_links.
Service Provider Data
There are 4348 service-providers in the dataset with follow-
ing features: name, permalink, crunchbase_url, homepage_url,
phone_number, email_address, tag_list, alias_list, created_at, up-
dated_at, overview, image, offices, providerships, external_links.
Product Data
There are 16979 products with following features: name, perma-
link, crunchbase_url, homepage_url, blog_url, blog_feed_url,
twitter_username, stage_code, deadpooled_url, invite_share_url,
tag_list, alias_list, deadpooled_year, deadpooled_month, dead-
pooled_day, launched_year, launched_month, launched_day,
created_at, updated_at, overview, image, company, milestones,
video_embeds, external_links.
TechCrunch Data.
There are 58107 articles for 8688 companies. As shown in Figure 1,
the article distribution is of limited value since most of companies
only have 1 article or 0. There are 88.5% companies with articles
number less than 8. Only the big technology companies, such as
Facebook and Google, have more than a thousand articles. Figure
1 also shows the distribution of word count. Most of the article
are short, typically a paragraph. In this situation, a topic model
designed for document-level analysis may not be the best choice.
For paragraph-level text analysis, current State-Of-The-Art (SOTA)

pretrained language models, such as BERT [5] or XLNet [18], have
better performance on capturing the long-distance dependency.

Figure 1: The distribution of article and word count.

4.2 Feature Engineering
In machine learning, feature engineering is the process of using
domain knowledge to extract features from raw data via datamining
techniques.

Feature engineering is a critical part of the machine learning task.
An elaborate feature engineering model using logistic regression
has the better performance than SOTA model with raw data. This
section covers feature engineering on node data and edge data. This
research has multiple algorithms to implement, and each algorithm
requires different data format with different feature engineering.
Hence, there are three kinds of feature engineering, which are entity
data, integrated entity data and edge data on both directed graph
and undirected graph. The detailed effective features information
and code can be obtained by contacting the lead author.

5 EXPERIMENT SETUP
This section formally presents the GNN algorithm employed in this
research. The algorithms cover the baseline model, graph neural
network, graph neural network with XGBoost, graph neural net-
work with topic model. In the experiment, we split the dataset into
three sets: training set, validation set and test set. We mainly use
5-fold Cross-Validation (CV) [12] to find the optimal parameters.

The loss function for baseline model is cross entropy:

𝐿𝑜𝑠𝑠 (Ȳ,Y) = −
𝑁∑︁
𝑖=1

2∑︁
𝑗=1

Y𝑖 𝑗 log Ȳ𝑖 𝑗 (1)

where Ȳ ∈ R𝑁×2 is the predicted label matrix. GNN model requires
different label data structure Y𝑔𝑟𝑎𝑝ℎ . Because GNN predicts M&A
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Data Description
X𝑐𝑜𝑚𝑝𝑎𝑛𝑦 ∈ R38492×24 single company entity data.
X𝑐𝑜𝑚𝑝𝑎𝑛𝑦

𝑡𝑜𝑝𝑖𝑐
∈ R38492×29 company entity data with topic distribution.

Y ∈ R38492×2 M&A prediction label for baseline model.
X𝑎𝑙𝑙 ∈ R172981×103 integrated node feature matrix for GNN.
X𝑎𝑙𝑙
𝑡𝑜𝑝𝑖𝑐

∈ R172981×108 node feature matrix with topic distribution for GNN.
A𝑗 ∈ R172981×172981 adjacency matrix for undirected graph
E𝑑𝑖 ∈ R206414×13 edge feature matrix for directed graph.
E𝑚𝑢𝑙𝑡𝑖 ∈ R412828×17 edge feature matrix for directed graph with inverse edge.
Y𝑔𝑟𝑎𝑝ℎ ∈ R172981×2 M&A prediction label for GNN.
M ∈ R172981 M&A prediction mask for GNN.

Table 1: The data used in this research.

probability Ȳ𝑔𝑟𝑎𝑝ℎ on each entity while not each entity is the target
of M&A prediction. The mask M is designed to remove the effect
of non-target entity. If 𝑖-th node is the company type, then M𝑖 = 1,
otherwise M𝑖 = 0. Then the loss function for GNN:

𝐿𝑜𝑠𝑠 (Ȳ𝑔𝑟𝑎𝑝ℎ,Y𝑔𝑟𝑎𝑝ℎ) = −
𝑁∑︁
𝑖=1

M𝑖

2∑︁
𝑗=1

Y𝑔𝑟𝑎𝑝ℎ
𝑖 𝑗

log Ȳ𝑔𝑟𝑎𝑝ℎ
𝑖 𝑗

(2)

In the data chapter, it is discussed that the positive/negative sample
is not balanced. To solve, this research uses undersampling instead
of using weighted loss. According to #𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

#𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0.1285, the idea
of undersampling is to sampling the majority class sample that
makes #𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

#𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 1. In each training step, do the undersampling
and obtain the balanced training sample.

5.1 Baseline
The baseline model is XGBoost model. It was supposed to repeat
the former best model [16], which is a BN model. However, the
author did not post the architecture of the BN. Hence, this research
would not implement their model but their baseline model, Logistic
Regression (LR) and Support Vector Machine (SVM).

Those baseline models do not require graph data. In this section,
only X𝑐𝑜𝑚𝑝𝑎𝑛𝑦 and Y would be used. They are not the target of
the research. Hence, the specific mathematical equations would
not listed. Both of two algorithm has two hyper-parameters to
tune, which the optimal hyper-parameter could be found by sin-
gle grid search. Before employing those two algorithms, the data
normalization is required:

X̄ =
X − `
𝜎

(3)

where ` is the mean of X and 𝜎 is the standard deviation of X. It
makes the input data distribution with mean 0 and stand deviation
1. It helps the algorithm converges quickly.
In XGBoost, a boost tree is written in the form:

𝑦 = 𝐹 (x) =
𝐾∑︁
𝑘=1

𝑓𝑘 (x), 𝑓𝑘 ∈ F (4)

where 𝑓𝑘 is Classification and Regression Tree (CART). The specific
training algorithm has been described in Section ??. There are 6
hyper-parameters to tune. If each hyper-parameter has 𝑁 possible
value to validate, then it costs time complexity O(𝑁 6) to find the
optimal hyper-parameters. A better strategy is to find the sub-
optimal hyper-parameters through 3 grid searches.

5.2 Spectral based graph neural network
To operate convolution on graph data, spectral-based ConvGNN
provides the framework that operates convolution in frequency
domain after Fourier transform [10].

Spectral-based ConvGNNs only process the undirected graph,
which contains non-information edge. Spectral-based ConvGNNs
has a solid mathematical foundation in graph signal process related
to Laplacian matrix and Fourier transform [9] [3].

A spectral-based graph neural network is going to use node fea-
ture matrix X𝑎𝑙𝑙 , adjacency matrices A𝑗 , and label data Y𝑔𝑟𝑎𝑝ℎ,M.
Although this algorithm is not invented by this research, it is
adopted to this research task with multiple edge types. Spectral-
based GNN requires undirected graph with non-informative edge,
while spatial-based GNN accepts informative edge. Hence, this al-
gorithm is set as a control group to explore how informative edge
affects the M&A prediction result. This algorithm also needs data
normalization in Eq. 3. After normalization, Eq. ?? is rewritten in
the form:

H(0) =X𝑎𝑙𝑙 (5)

H(𝑘) =𝜎 (
∑︁
𝑗

Ā𝑗H(𝑘−1)W(𝑘 𝑗) ) (6)

where Ā𝑗 = 𝐼 + D−
1
2 A𝑗D−

1
2 , 𝑗 is the edge type, W(𝑘 𝑗) ∈ R𝐵𝑘−1×𝐵𝑘

is the learnable parameters, 𝐵𝑘 is the 𝑘-th layer hidden state di-
mension number H(𝑘) ∈ R172981×𝐵𝑘 . At the last layer 𝑡 , set 𝑏𝑡 = 2
then

Ȳ = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (H(𝑡 ) ) (7)

where Ȳ is the predicted M&A probability.
In general, there are a series of spectral-based ConvGNNsmodels

with solid mathematical foundation and proof, which operates
convolution on graph data. However, spectral-based ConvGNN is
designed for undirected graph with non-informative edge. If turn a
informative edge graph into undirected graph, then the information
of the edge wastes.

5.3 Spatial based graph neural network
We now present our spatial-based graph neural network model.
Spectral-based ConvGNNs are restricted by undirected graph, and
RecGNNs are restricted by recurrent network architecture. Spatial-
based ConvGNNs has the flexible settings with- out the restrictions
of other models. It could process node-level, edge-level and graph-
level task. For instance, edge-level task is to predict the relation
between two nodes, and the graph-level task is to find the optimal
path between two nodes given a graph.

Spatial-based ConvGNNs is based on a simple core idea: aggre-
gate the spatial neighbor hidden information into the center node,
and update the center node. Therefore, the aggregator and updater
is the basis of spatial-based ConvGNN model.
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Algorithm 1 Graph Convolution Layer Block
Input :H = [h1, h2, . . . , h𝑁 ]𝑇 , E = [e1, e2, . . . , e𝑀 ]𝑇
Output :H′, E′

1 for𝑚=1 to M do
2 e′𝑚 ← 𝜙𝑒 (e𝑚, h𝑟𝑚 , h𝑠𝑚 )
3 end
4 for 𝑛=1 to N do
5 let 𝐸 ′𝑛 = {(e′

𝑘
, 𝑟𝑘 , 𝑠𝑘 )}𝑟𝑘=𝑛,𝑘=1:𝑀

ē′𝑛 ← 𝜌𝑒←𝑣 (𝐸 ′𝑛)
h′𝑛 ← 𝜙𝑣 (ē′𝑛, h𝑛)

6 end
7 return (𝐻 ′ = {h′𝑛}𝑛=1:𝑁 , 𝐸 ′ = {(e′𝑚, 𝑟𝑚, 𝑠𝑚)}𝑚=1:𝑀 )

In the implementation, the Graph Nets framework from Deep-
Mind are applied [1]. They denote 𝐸 = {(e𝑚, 𝑟𝑚, 𝑠𝑚)}𝑚=1:𝑀 as the
set of the edge, where 𝑟𝑚 is the index the receiver node (start node),
and 𝑟𝑘 is the index of the sender node (end node).

Algorithm 1 shows the single graph convolution layer in this re-
search, where H = X in the first layer. The main difference between
this algorithm and DeepMind’s Graph Nets [1] is that this algorithm
remove the graph-level operation, which contributes nothing to
the final result. Hence, there are 3 valid operations for updating
and aggregating:

e′𝑚 =𝜙𝑒 (e𝑚, h𝑟𝑘 , h𝑠𝑘 ) (8)
ē′𝑛 =𝜌𝑒→𝑣 (𝐸 ′𝑛) (9)
h′𝑛 =𝜙𝑣 (ē′𝑛, h𝑛) (10)

where 𝜙 is the learnable updater and 𝜌 is the aggregator. Eq. 8
extracts the edge information with connected node information,
Eq. 9 aggregates the edge node information into the receiver node,
Eq. 10 update the node status. 𝜙 is a single layer neural network in
the implementation. Assume the input are concatenated as a single
vector X̂, which is equivalent to individual input. Then Eq. 8 and
Eq. 10 can be simplified as:

𝜙 (X̂) =𝑟 (BatchNormalization(X̂)W\ ) (11)

BatchNormalization(X̂) =Γ X̂ − E[X̂]√︃
Var[X̂]

+ Ω (12)

where Γ and Ω is the learnable parameters for batch normalization,
batch normalization replaces the data normalization, and dropout
is applied to avoid overfitting with rate 𝑟 [11][7].

Figure 2: Updates in three levels: edge, node, global. Blue
element is being updated, and black elements are being in-
volved in the update. [1].

Figure 2 indicates how the three types of elements update. One
deficiency is that directed graph does not diffuse the information.

For example, most of the nodes only receive information not send
information, which obstructs the information diffusion. To solve
this, add an edge with inverse direction to the original direction
edge.
Finally, take the final layer’s node embedding H(𝑡 ) to to classifica-
tion:

Ȳ =𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (H(𝑡 )W\ ) (13)

where W\ ∈ R𝐷𝑡×2 transforms the embedding into 2 kinds of prob-
ability. After predicting M&A probability Ȳ, use Eq. 2 to calculate
the masked cross entropy loss with back propagation updating
weight.

5.4 Graph Attention Neural Network
According to traditional GAT Eq. 14 15, the attention mechanism
is only applied in the aggregation process without considering
informative edge vectors. Moreover, current SOTA attention mod-
els mainly employ self-attention mechanism [13]. Because self-
attention could capture distant dependency. In the adopted GAT
model, Eq. 8 and Eq. 9 are designed to blend edge information:

h(𝑘)𝑣 =𝜎 (
∑︁
𝑢∈N𝑣

𝑎𝑣𝑢W(𝑘−1)h(𝑘−1)
𝑢 ) (14)

𝑎𝑣𝑢 =𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑔(a𝑇 [W(𝑘−1)h𝑣 | |W(𝑘−1)h𝑢 ])) (15)

e′𝑚 =𝜙𝑒 (e𝑚, h𝑟𝑚 , h𝑠𝑚 ) = (e𝑚 | |h𝑟𝑚 | |h𝑠𝑚 )W𝑣𝑎𝑙𝑢𝑒 (16)

ē′𝑛 =𝜌𝑒→𝑣 (𝐸 ′𝑛) =
∑︁

e′(𝑢,𝑣) ∈𝐸
′
𝑛

𝑎𝑢𝑣e′(𝑢,𝑣) (17)

𝑎𝑢𝑣 =

exp
(
(h𝑢W𝑘𝑒𝑦)𝑇 (h𝑣W𝑞𝑢𝑒𝑟𝑦)

)
∑
𝑢 exp

(
(h𝑢W𝑘𝑒𝑦)𝑇 (h𝑣W𝑞𝑢𝑒𝑟𝑦)

) (18)

(19)

where W𝑣𝑎𝑙𝑢𝑒 ,W𝑘𝑒𝑦,W𝑞𝑢𝑒𝑟𝑦 are learnable parameters for self at-
tention [13]. Self-attention mechanism treats both neighbor nodes
and corresponding edge as key and value simultaneously, the center
node as the query. Then, calculate the attention weight for each
contributor and aggregate the weighted sum instead of the sum.
The node updater Eq. 10 remains the same. Moreover, it could
be extended to multi-head mechanism. Regarding above equation
(e′𝑚, ē′𝑛, 𝑎𝑢𝑣)𝑖 as a single head of self attention mechanism with
index 𝑖 , the output is the concatenation of weighted values from all
the head. However, multi-head self attention mechanism requires
high hardware specification and large dataset. This research cannot
support such model and only applies single head.

6 EXPERIMENT RESULTS
This section lists the result of different models. Firstly, this section
argues themetrics of the task and the previous best record. Then, the
result of different models is shown, with analyzing the advantage
and disadvantage of each model. Finally, this ssection explores the
potential influence factor to M&A prediction.

6.1 Indicators and Records
We use true positive rate (TPR) and false positive rate (FPR) as
the main evaluation indicators. We also considered the area under
the ROC curve (AUC) as a metric. However, TRP and FPR cannot
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accurately measure the performance of the model, which leads to
errors in CMU baseline model Table 3 lists the model performance
under the "computer" industry category. There are two main prob-
lems in model training: 1) The baseline cannot train LR and SVM
well. 2)The topic model cannot improve the BN model because
TPR and FPR can mislead performance. This study proves the first
problem. The specific results will be shown in the next section. The
first problem may be caused by abnormal data points and no data
standardization.

Model TPR FPR AUC 𝐹1 score precision
LR 2.8% 0.3% not given 0.053 not given
SVM 39.6% 0.1% not given 0.564 not given
BN 59.9% 2.2% 0.882 0.677 not given
BN+5 topic 70.9% 10.6% 0.888 0.559 not given
Table 2: The model performance from former record [16].

In the second problem, it is observed that AUC still remains the
same, where AUC is the most accurate metrics to evaluate model.
It could be proved in another way. In the ‘Computer’ category,
there are 2,668 positive samples and 20,777 negative samples that
#positive
#negative = 0.128. 0.128 is the accuracy baseline that if someone
predicts the M&A of all companies success, then he can at least
achieve accuracy 0.128

0.128+1 = 11.35%.

Label True Label False
Predict True 1598 457
Predict False 1070 20320

Label True Label False
Predict True 1892 2202
Predict False 778 18575

Table 3: The top confusion table is plain BN result and the
bottomone is BNwith topicmodel result. The plainBNmodel
predicts 1598 True Positive (TP) cases, 1070 False Negative
(FN) cases, 20320 True negative (TN) cases, 457 False Positive
(FP) cases, while the BN model with topic model predicts
1892 TP cases, 778 FN cases, 18575 TN cases, 2202 FP cases.

According to Table 3, within topic model, TP cases increases 294
and FP cases increases 1745 that #𝑇𝑃

#𝐹𝑃 = 0.168. It means it is only
little better than predicting M&A of all companies success. Hence,
topic model does not extremely improve the model but improve
the TPR. The precision is the metrics drawing greatest attention of
investors, because they are not interested in companies predicted
as unsuccessful. However, the precision depends on the threshold.
With different threshold, the same result would produce the dif-
ferent precision, TPR, FPR metrics. Although all company M&A
probabilities would be computed, the investors only care about the
most potential company indeed. In another word, investors only
focus on the companies with highest probability. Therefore, this
research chooses precision as the main metrics with 0.95 thresh-
old. Besides, AUC score does not depend on threshold value. If the
model has a higher AUC score, then tuning threshold value could
always achieve a higher score on other metrics.

This research mainly adopts AUC and precision (0.95 threshold)
as the main metrics, and also considers 𝐹1 score, TPR, FPR (0.5
threshold) as the auxiliary metrics.

6.2 Baseline model
Figure 3 and Table 4 list the confusion matrix and performance of
the three benchmark models.

Model TPR FPR AUC 𝐹1 score precision
LR 54.5% 0.6% 0.863 0.684 0.556
LR+5 topic 57.8% 1.7% 0.853 0.675 0.778
SVM 51.0% 0.4% 0.808 0.655 0.968
SVM+5 topic 55.6% 1.0% 0.865 0.677 0.923
XGBoost 69.9% 3.1% 0.909 0.716 0.885
XGBoost+5 topic 66.5% 2.6% 0.899 0.710 0.867
Table 4: Baseline model performance from this research.

LR and SVMmodels have an extreme low FPR, which means both
of them predict M&A with a prudent investment style. LR tends
to over-fitting on the outlier and get a low precision value. In the
meanwhile, SVM is not sensitive to the outlier value, and is suitable
for classification task. Then SVM acquires a low AUC score but
high precision value. The cost is to neglect more positive samples.
Based on ensemble algorithm, XGBoost achieves the benchmark
level performance that it makes an extraordinary AUC score, 0.909.
XGBoost also predicts M&A precisely with high precision 0.885,
which is a balanced investment investment style. Figure 4 lists the
feature importances of XGBoost algorithm. According to the feature
importance, it concludes following important factors for a company
to get M&A: the company experience, the received investment,
and the environment market (conclusion from the currency type
feature).

Compared with this research baseline in Figure 3 (a), [16] base-
line does not gain the best performance. It was mainly caused
by feature engineering on abnormal values and no data normal-
ization. Since this research LR achieves TPR/FPR/AUC/𝐹1 score
54.5%/0.6%/0.863/0.684, their BN model achieves TPR/FPR/AUC/𝐹1
score 59.9%/2.2%/0.882/0.677 that does not improve too much.

In Figure 3 (b), it shows that topic model does not improve the
model that sometime it even hurts the model. In fact, it is proved
in last section that topic model does not improve their BN model
but only increase TPR and FPR meaninglessly. It also convinces the
metrics choice of this research.

6.3 Graph Neural Network
Compared with the baseline XGBoost, 2 layers spectral-based GNN
model (Model 1) does not improve AUC score or precision. Spectral-
based GNN does not gain the effect of the neighbor nodes informa-
tion. However, regarding plain neural network is a weak learner,
Model 1 competitor should be LR and SVM. In that view, GNN
architecture takes slight effect of neighbor nodes information in
this task. In addition, spectral-based GNN does not use the edge
information. As its control group, 2 layers spatial-based GNNmodel
(Model 2) has a higher AUC score, which confirms edge information
is helpful. Due to under-fitting, Model 2 has a lower precision. It is
proved in the following comparisons.
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(a) The baseline model LR, SVM trained this research (blue) and trained
by [16] (orange). X axis means FPR and Y axis means TPR. The point size
means the 𝐹1 score.

(b) The comparison between plain baseline model and baseline model
integrated with topic model. X axis means FPR and Y axis means TPR.
The point size means the precision score rank. The point color means
the AUC rank.

Figure 3: The comparison between all baseline models.

This research set 1 layer, 2 layers, 4 layers spatial-based GNN
models together to validate whether information diffusion improves
the result. Those three models means the central node could receive
the information from 1st order, 2nd order, 4th order neighbor nodes
respectively. With number of layers increases and information
diffusion strengthens, the result shows that 4-layers spatial-based
GNN achieves the best AUCs core and precision. It explains the
high order neighbor nodes do affect the central nodes.

Figure 4: The feature importance of XGBoost algorithm. XG-
Boost algorithm sorts company age as the most important
features, which is the most related to acquisition.

Index Model TPR FPR AUC 𝐹1 score precision
1 spectral: 2 layers 76.2% 12.4% 0.885 0.556 0.917
2 spatial: 0 layer 84.4% 14.0% 0.919 0.565 0.817
3 spatial: 2 layers 87.8% 15.5% 0.937 0.572 0.841
4 spatial: 4 layers 81.5% 7.0% 0.943 0.683 0.890
5 spatial: 4 layers, 5-topics 82.0% 7.3% 0.935 0.689 0.930
6 spatial: 4 layers, 5-topics, inverse edge 86.5% 11.3% 0.952 0.638 0.946
7 GAT: 1 layers, 5-topics, inverse edge 82.0% 9.3% 0.938 0.646 0.900

Table 5: Graph Neural Network performance table.

Index Dataset Dropout Node dimension Edge dimension
1 A,X𝑎𝑙𝑙 ,Y𝑔𝑟𝑎𝑝ℎ,M 0 [100,100,2] []
2 E𝑑𝑖 ,X𝑎𝑙𝑙 ,Y𝑔𝑟𝑎𝑝ℎ,M 0.2 [2] [2]
3 E𝑑𝑖 ,X𝑎𝑙𝑙 ,Y𝑔𝑟𝑎𝑝ℎ,M 0.2 [200,100,2] [100,50,50]
4 E𝑑𝑖 ,X𝑎𝑙𝑙 ,Y𝑔𝑟𝑎𝑝ℎ,M 0.2 [80,80,80,80,2] [30,30,30,30,50]
5 E𝑑𝑖 ,X𝑎𝑙𝑙

𝑡𝑜𝑝𝑖𝑐
,Y𝑔𝑟𝑎𝑝ℎ,M 0.2 [80,80,80,80,2] [30,30,30,30,50]

6 E𝑚𝑢𝑙𝑡𝑖 ,X𝑎𝑙𝑙
𝑡𝑜𝑝𝑖𝑐

,Y𝑔𝑟𝑎𝑝ℎ,M 0.2 [80,80,80,80,2] [30,30,30,30,50]
7 E𝑚𝑢𝑙𝑡𝑖 ,X𝑎𝑙𝑙

𝑡𝑜𝑝𝑖𝑐
,Y𝑔𝑟𝑎𝑝ℎ,M 0 [40,2] [20,50]

Table 6: Graph Neural Network hyper parameters setting.

The above experiment only explores single direction informa-
tion diffusion, which information is allowed to flow from neighbor
nodes to central node but not allowed to flow from central node
to neighbor nodes. Therefore, inversed edge mentioned is applied.
Compared with Model 5, Model 6 with inverse edge improves both
of AUC score and precision. Then inverse edge could enhance and
speed up the information diffusion. In addition, it is observed that
Model 5 with topic model does not improve the AUC score from
Model 4. It is proved repeatedly that topic model cannot benefit the
performance and sometimes hurts the performance.

In the Model 7, due to limitation of computation resource and
small scale dataset, its performance is close to the plain spatial-
based GNN model. In fact, the result is reasonable that attention
mechanism does not bring new information. Observing the Table 5,
every time performance boost is caused by adding new information.
It adds neighbors node information from baseline to spectral-based
GNNmodel, adds edge information from spectral-based GNNmodel
to spatial-based GNN, adds higher order neighbors node informa-
tion from Model 2 to Model 4, brings the inverse direction neighbor
node information from Model 5 to Model 6. Among those influence
factor, the edge information from spectral-based GNN model to
spatial-based GNN increases the highest score.
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In the dataset, 23.9% company entities do not have any neighbors.
The GNN improves the rest 76.1% company entities. 89.2% com-
pany entities has less than 10 neighbors, which most of the edges
are inverse edge with no information. The validate edge amount
for each company entities is only 1.95. Although the average edge
amount is not adequate, edge information and inverse edge still
boost significant performance. The neighbor node does not boost
too much score as expected. The main reason is that most of neigh-
bor nodes are non-company entities. According to Data Chapter,
except company entities, there are low quality data for other enti-
ties. Hence, with the low quality data, the neighbor nodes cannot
offer enough effective information.

Figure 5: The comparison between all GNN models. X axis
means FPR and Y axis means TPR. The point size is the pre-
cision score rank. The point color means the AUC rank.

In general, GNN Model 6 achieves the best performance in both
of AUC score and precision. Although SVM obtains the same level
precision, it gives up the recall rate (TPR). Compared with SVM,
GNN has a higher TPR, which provides the investor with a wider
choices.

7 CONCLUSION
This research firstly selects AUC score and precision as main met-
rics and explains why other metrics is not reliable to measure the
model. Then list the performance of 6 baseline models and 7 GNN
models. Among those models, the baseline XGBoost achieves bench-
mark level performance, and all GNN models raises the varying
degrees of AUC scores as expected. Based on experiment result, it
concludes: • Topic model based on company article cannot boost the
performance. • GNN architecture helps company entities prediction
by adding other entities information. • Neighbor node information,
edge information, information diffusion, and inverse edge are all
helpful to aggregate new information on company entities. • In
this dataset and this task, edge information is the most essential
influence factor.
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