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à Reducing cognitive load
à AR-based Safety Trade-offs
à Technological challenges
à Bridging gap between 

studies and systems
à In-the-wild deployments
à New techniques

• Domestic and everyday use (35)
• Industry (166)
• Entertainment (32)
• Education and training (22)
• Social interaction (21)
• Design and creative tasks (11)
• Medical and health (36)
• Remote collaboration (6)
• Mobility and transportation (12)
• Search and rescue (35)
• Workspace and knowledge work (9)
• Data physicalization (12)
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4 | Types of information

• Demonstration (97)
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• User studies (122)

8 | Evaluation strategies

Internal information External information Plan and activity Supplemental content

Tangible Touch Controller Gesture Voice ProximityGaze

6 | Interaction modalities

5 | Design components and strategies
User interface 
and widgets

Menus

Spatial 
references and 
visualizations

Embedded 
visual effects

Information 
panels

Labels and 
annotations

Controls and 
handles

Monitors and 
displays

Points and 
location

Paths and 
trajectories

Areas and 
boundaries

Other 
visualizations

Anthropomorphic 
effects

Virtual replicas 
and ghost effects

Texture mapping 
effects

Location where 
augmentation 
device is 
positioned:

Target location 
of visual 
augmentation:

Figure 1: Visual abstract of our survey and taxonomy of augmented reality interfaces used with robotics, summarizing eight
key dimensions of the design space. All sketches and illustrations are made by the authors (Nicolai Marquardt for Figure 1
and 3 and Ryo Suzuki for Figure 3-15) and are available under CC-BY 4.0 LM with the credit of original citation. All materials
and an interactive gallery of all cited papers are available at https://ilab.ucalgary.ca/ar-and-robotics/

ABSTRACT
This paper contributes to a taxonomy of augmented reality and
robotics based on a survey of 460 research papers. Augmented and
mixed reality (AR/MR) have emerged as a new way to enhance
human-robot interaction (HRI) and robotic interfaces (e.g., actuated
and shape-changing interfaces). Recently, an increasing number of
studies in HCI, HRI, and robotics have demonstrated how AR en-
ables better interactions between people and robots. However, often
research remains focused on individual explorations and key design
strategies, and research questions are rarely analyzed systemati-
cally. In this paper, we synthesize and categorize this research field
in the following dimensions: 1) approaches to augmenting reality; 2)
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characteristics of robots; 3) purposes and benefits; 4) classification
of presented information; 5) design components and strategies for
visual augmentation; 6) interaction techniques and modalities; 7)
application domains; and 8) evaluation strategies. We formulate key
challenges and opportunities to guide and inform future research
in AR and robotics.
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1 INTRODUCTION
As robots become more ubiquitous, designing the best possible
interaction between people and robots is becoming increasingly
important. Traditionally, interaction with robots often relies on the
robot's internal physical or visual feedback capabilities, such as
robots' movements [106, 280, 426, 490], gestural motion [81, 186,
321], gaze outputs [22, 28, 202, 307], physical transformation [170],
or visual feedback through lights [34, 60, 403, 427] or small dis-
plays [129, 172, 446]. However, such modalities have several key
limitations. For example, the robot's form factor cannot be easily
modi�ed on demand, thus it is often di�cult to provide expres-
sive physical feedback that goes beyond internal capabilities [450].
While visual feedback such as lights or displays can be more �exible,
the expression of such visual outputs is still bound to the �xed phys-
ical design of the robot. For example, it can be challenging to present
expressive information given the �xed size of a small display, where
it cannot show the data or information associated with the physical
space that is situated outside the screen. Augmented reality (AR)
interfaces promise to address these challenges, as AR enables us to
design expressive visual feedback without many of the constraints
of physical reality. In addition, AR can present visual feedback in
one's line of sight, tightly coupled with the physical interaction
space, which reduces the user's cognitive load when switching the
context and attention between the robot and an external display.
Recent advances in AR opened up exciting new opportunities for
human-robot interaction research, and over the last decades, an
increasing number of works have started investigating how AR can
be integrated into robotics to augment their inherent visual and
physical output capabilities. However, often these research projects
are individual explorations, and key design strategies, common
practices, and open research questions in AR and robotics research
are rarely analyzed systematically, especially from an interaction
design perspective. With the recent proliferation of this research
�eld, we see a need to synthesize the existing works to facilitate
further advances in both HCI and robotics communities.

In this paper, we review a corpus of 460 papers to synthesize the
taxonomy for AR and robotics research. In particular, we synthe-
sized the research �eld into the following design space dimensions
(with a brief visual summary in Figure 1): 1) approaches to aug-
menting reality for HRI; 2) characteristics of augmented robots;
3) purposes and bene�ts of the use of AR; 4) classi�cation of pre-
sented information; 5) design components and strategies for visual
augmentation; 6) interaction techniques and modalities; 7) applica-
tion domains; and 8) evaluation strategies. Our goal is to provide
a common ground and understanding for researchers in the �eld,
which both includes AR-enhancedhuman-robot interaction[151]
androbotic user interfaces[37, 218] research (such as actuated tangi-
ble [349] and shape-changing interfaces [16, 87, 359]). We envision
this paper can help researchers situate their work within the large
design space and explore novel interfaces for AR-enhanced human-
robot interaction (AR-HRI). Furthermore, our taxonomy and de-
tailed design space dimensions (together with the comprehensive
index linking to related work) can help readers to more rapidly
�nd practical AR-HRI techniques, which they can then use, iterate
and evolve into their own future designs. Finally, we formulate

open research questions, challenges, and opportunities to guide
and stimulate the research communities of HCI, HRI, and robotics.

2 SCOPE, CONTRIBUTIONS, AND
METHODOLOGY

2.1 Scope and De�nitions
The topic covered by this paper is�robotic systems that utilize AR
for interaction�. In this section, we describe this scope in more detail
and clarify what is included and what is not.

2.1.1 Human-Robot Interaction and Robotic Interfaces.�Robotic sys-
tems�could take di�erent forms�from traditional industrial robots
to self-driving cars or actuated user interfaces. In this paper, we
do not limit the scope of robots and include any type of robotic or
actuated systems that are designed to interact with people. More
speci�cally, our paper also coversrobotic interface[37,218] research.
Here,robotic interfacesrefer to interfaces that use robots and/or
actuated systems as a medium for human-computer interaction1.
This includes actuated tangible interfaces [349], adaptive environ-
ments [154, 399], swarm user interfaces [235], and shape-changing
interfaces [16, 87, 359].

2.1.2 AR vs VR.Among HRI and robotic interface research, we
speci�cally focus on AR, but not on VR. In the robotics literature,
VR has been used for many di�erent purposes, such as interactive
simulation [173, 276, 277] or haptic environments [291, 421, 449].
However, our focus is on visual augmentationin the real world
to enhance real robots in the physical space, thus we speci�cally
investigate systems that use AR for robotics.

2.1.3 What is AR.The de�nition of AR can also vary based on the
context [405]. For example, Azuma de�nes AR as�systems that have
the following three characteristics: 1) combines real and virtual, 2)
interactive in real time, 3) registered in 3D�[32]. Milgram and Kishino
also describe this with the reality-virtuality continuum [293]. More
broadly, Bimber and Rasker [41] also discuss spatial augmented
reality (SAR) as one of the categories in AR. In this paper, we
take AR as a broader scope and include any systems that augment
physical objects or surroundings environments in the real world,
regardless of the technology used.

2.2 Contributions
Augmented reality in the �eld of robotics has been the scope of
other related review papers (e.g., [100, 155, 281, 356]) that our tax-
onomy expands upon. Most of these earlier papers reviewed key
application use cases in the research �eld. For example, Makhataeva
and Varol surveyed example applications of AR for robotics in a
5-year timeframe [281] and Qian et al. reviewed AR applications
for robotic surgeryin particular [356]. From the HRI perspective,
Green et al. provide a literature review research for collaborative
HRI [155], which focuses in particular on collaboration through
the means of AR technologies. And more recently, human-robot
interaction and VR/MR/AR (VAM-HRI) have also been the topic of
workshops [466].

1We only coverinternally actuated systems but do not coverexternallyactuated
systems, which actuate passive objects with external force [298, 331, 339, 422].
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