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A B S T R A C T   

As the global energy demand increases, a sustainable and environmentally friendly methane (CH4) extraction 
technique must be developed to assist in the transition off of fossil fuels. In recent years, supercritical carbon 
dioxide (CO2) has been poised as a candidate for enhanced gas recovery (EGR) from CH4-rich source rocks, 
potentially with the reservoir serving as a carbon sink for CO2. However, the underlying molecular-scale 
mechanisms of CO2-EGR processes are still poorly understood. Using constant chemical potential molecular 
dynamics (CμMD), this study investigates the CH4 recovery process via supercritical CO2 injection into immature 
(Type I-A) and overmature (Type II-D) kerogens in real-time and at reservoir conditions (365 K and 275 bar). A 
pseudo-second order (PSO) rate law was used to quantify the adsorption and desorption kinetics of CO2 and CH4. 
The kinetics of simultaneous adsorption/desorption are rapid in immature kerogen due to better connected pore 
volume facilitating fluid diffusion, whereas in overmature kerogen, the structural heterogeneity hinders fluid 
diffusion. Estimated second order kinetic rate coefficients reveal that CO2 adsorption and CH4 desorption in Type 
I-A are about two times and an order of magnitude faster, respectively, compared to those of in Type II-D. 
Furthermore, overmature Type II-D kerogen contains inaccessible micropores which prevent full recovery of 
CH4. For every CH4 molecule replaced, at least two and six CO2 molecules are adsorbed in Type-II-D and Type I-A 
kerogens, respectively. Overall, this study shows that CO2 injection can achieve 90 % and 65 % CH4 recovery in 
Type I-A and Type II-D kerogens, respectively.   

1. Introduction 

A net-zero emission future is vital in controlling global heating and 
preventing adverse climate disasters to come. Despite the increasing 
demand for renewable energy, it is projected that fossil fuels will remain 
the largest share in the global energy portfolio for many years. Of all the 
fossil fuels, natural gas consisting of mainly methane (CH4) is considered 
the cleanest, generating less air pollution and greenhouse gas emissions 
when burnt in the same quantity as coal and petroleum. In recent years, 
significant effort has gone into exploring unconventional sources of 
natural gas such as shale gas, tight gas, and coalbed methane (CBM) [1, 
2]. To date, a significant amount of source rock reserves have been 
discovered, of which 647.95 trillion m3 of shale gas are technically 
recoverable [3], and successful commercial exploitation could help to 
alleviate a potential energy crisis. The combination of both horizontal 
drilling and hydraulic fracturing techniques has accelerated the pro-
duction of shale gas and coal seam gas, however, unconventional gas 

production still faces a low recovery rate of 20 % or less and CH4 
emissions are at least 30 % higher than that of conventional natural gas 
reserves [4–7]. To reach these yields, chemical additives are introduced 
into hydraulic fracturing fluids in the amount of 0.05–1.5 wt. % of the 
total hydraulic fracturing fluid. Though these are seemingly small 
quantities, a substantial amount of additives are used over the full life-
time of a well (150–600 m3). There is very little published data 
regarding the composition or identity of the chemical additives used 
owing to trade secret protection. The US EPA has identified over 1000 
chemical substances that have been used as chemical additives between 
2005 and 2013 [8]. The FracFocus database [9] indicates that chemical 
additives that may eventually break down to perfluoroalkyl and poly-
fluoroalkyl substances (PFAS), also known as “forever chemicals”, have 
been used commercially since 2011. The impacts of these additives on 
human health and biodiversity in the environment remain largely un-
known, through preliminary studies suggest those additives can cause 
developmental and reproductive harm to mammals [10,11]. In order to 
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achieve a long-term safe and sustainable production whilst achieving 
global climate targets over the coming decades, i.e., net-zero emissions, 
it is vital to eliminate or replace the toxic chemical additives used in 
hydrofracking fluids. 

One method that could eliminate the use of water-based fluids and 
the additives they require is the use of supercritical CO2 as a means of 
enhanced gas recovery (EGR) that may or may not be coupled with 
geological CO2 sequestration (GCS) [12–16]. Techniques such as CO2 
injection [17–20] and liquid CO2 fracturing [21] can be used to deliver 
CO2 into unconventional reservoirs. The latter has shown great promise 
with an increased extraction efficiency by up to 50 %, whereas tradi-
tional hydraulic fracturing extraction is often hindered by the formation 
of ordered water in the micro and mesopores, causing low gas produc-
tivity [22–24]. Thus far, CO2 injection-based EGR has yet to be devel-
oped to its fullest potential, and doing so requires that we learn more 
about the molecular-scale behaviours that influence gas recovery and 
the gas recovery mechanisms; a vital step towards achieving economic 
viability of a CO2-based process [25]. 

Methane exists in various dynamic fluid states within the shale mi-
cropores, i.e., free (in fractures and pores), adsorbed (surfaces of shale 
matrix), and dissolved (absorbed within organic matter like kerogen) 
states [26–28]. It has been established that the adsorbed gas dominates 
the total gas in place (GIP) – up to 85 % of the GIP is adsorbed CH4 [29, 
30]. Adsorbed gas is located mainly in the organic parts of the shale 
matrix that are dominated by waxy substances known as kerogen 
[31–36]. Kerogens are derived from geological transformations of 
buried marine microorganisms exposed to elevated temperatures and 
pressures within the earth. As a result, kerogen composition varies with 
the age and T/P history of the source rock, with kerogens becoming 
more carbon-rich, lower molecular mass, and increasingly dense with 
increasing T, P, and time. However, in general kerogens are composed of 
large hydrocarbon backbones functionalized with some oxygen-bearing 
groups with the molecular units packed together in a disordered 
manner, leading to a diversity of complex and heterogeneous micropo-
rous and mesoporous structures. 

Several experimental and theoretical studies have demonstrated that 
kerogen or proxies of it (e.g., carbon nanotubes (CNTs), graphite, and 
etc.) preferentially adsorb CO2 over CH4 [37–51], though the mecha-
nisms that underpin gas recovery are not fully understood. Probing the 
phase behaviour of fluids in confined kerogen micropores poses a 
challenge for experimental studies, as do the length and time scale 
involved for time-dependent dynamic processes such as competitive 
adsorption and gas displacement at the nanoscale. Molecular simula-
tions have become one of the most popular methods to provide 
molecular-scale insight into fluid–kerogen interactions, complementing 
experimental observations [39,52]. In recent years, atomistic simulation 
techniques such as grand canonical Monte Carlo (GCMC) [53–55] and 
molecular dynamics (MD) [56–60] have been used to study fluid 
adsorption and diffusion/transport in model shale matrices. The hybrid 
GCMC/MD simulations [61–63] has advanced our understanding of 
adsorption in shale by taking into account sorption-induced strain. A 
great deal of literature has been reviewed in our recent study [64] 
examining various packing procedures to generate kerogen matrices of 
different maturity levels and the effects the packing procedure has on 
the CH4 diffusion behaviour. In the remainder of this introduction, we 
will focus on recent progress made modelling CO2-EGR in kerogen 
systems. 

In 2017, Sun et al. [40] offered molecular insights into CH4 
displacement by CO2 injection in a 21 Å wide slit-shaped nanopore of 
mature kerogen developed by Collell et al. [65]. They reported higher 
CO2 adsorption capacities compared to CH4 in kerogen. They also show 
that the fluid diffusion rate is slowest for pores within the kerogen 
matrix < internal surface of slit pore < central pore region due the 
varying degree of fluid interactions with the kerogen pore surfaces. CH4 
and CO2 adsorption energies on the surface of the kerogen fragments 
showed that CH4 has a weaker interaction with the kerogen surfaces 

compared to that of CO2. In addition, the former has been shown to 
adsorb relatively uniformly across the kerogen surface, whereas the 
latter adsorbs more strongly to hydroxyl groups. Through NVT MD 
simulations at varying bulk CO2 pressures between 6 and 20 MPa, they 
demonstrated that the higher the bulk pressure, the higher the CH4 re-
covery rate, reporting a maximum recovery of 84 % at 20 MPa. Impor-
tantly, their result shows that a small amount of CH4 adsorbed within the 
matrix remained unrecoverable. Through simulated annealing, Pathak 
et al. [58] showed the sorption induced volumetric strain of a kerogen 
matrix made up of 15 Type II-C kerogen molecules when exposed to a 
total of 750 molecules of CH4 and/or CO2 at 400 K and 300 atm. They 
found that the diffusion coefficient of CH4 is an order of magnitude 
higher than that of CO2 and that CH4 imbibition resulted in swelling of 
the kerogen matrices. However, replacing the CH4 with CO2 led to 
shrinkage of the kerogen matrix volume of 75 % or higher. They sug-
gested that a greater volume of CO2 must be injected than the GIP to 
ensure the kerogen matrix does not deform. More recently, Babatunde 
et al. [66] modelled CH4/CO2 adsorption in shale through GCMC sim-
ulations using a slit-shaped nanocomposite made of 60 % clay minerals 
(montmorillonite and illite), 10 % Type II-D kerogen and 30 % quartz. 
The proposed shale model was found to have a superior adsorption ca-
pacity and surface area compared to that of its individual components. 
Their results also match those observed in earlier studies where CO2 
exhibits a stronger affinity for adsorption than CH4 on the kerogen 
components and confined fluids are predominantly in adsorbed state 
rather than as free gases. In the same vein, Huang et al. [67] studied the 
fluid states (adsorbed, dissolved, and free) of CH4 and CO2 in a confined 
wet shale environment using an organic-inorganic nanocomposite con-
sisting of Na-montmorillonite sheets and Type I-A kerogen clusters made 
up of three kerogen molecules. Through hybrid GCMC-MD simulations 
at 338 K, they quantitatively determined the dynamic distributions of 
the fluid states of CH4 and CO2 during a three-stage shale gas recovery 
process (initial pressure depletion from 200 to 96 atm, subsequent CO2 
injection at 113 atm, and final pressure depletion from 113 to 96 atm) 
whilst permitting structure relaxation of the nanocomposite. They un-
covered the trend that pressure depletion stages produce mainly free 
CH4 whereas CO2 injection mostly displaces the CH4 adsorbed within 
the kerogen. Zhang et al. [68] investigated the competitive adsorption of 
CO2 and CH4 in both silicalite-1 (zeolite) and Type II-D kerogen (organic 
matter) using GCMC simulations between 300 and 425 K and fluid 
pressures up to 45 MPa. They showed that both adsorbents exhibit high 
affinity towards CO2, with kerogen showing the largest preference for 
CO2 and the highest CO2/CH4 selectivity. In a follow up study [69], they 
reported that the adsorption of CH4 and CO2 becomes less favourable in 
the presence of water, however, the strong interactions between CO2 
and kerogen allow the CH4/CO2 replacement process to proceed. Using 
graphite and a model Type II-D kerogen matrix, Li et al. [70,71] utilised 
GCMC simulations to probe the adsorption behaviours of pure CH4 and 
binary mixture of CH4/CO2 in environments with varying salinity (up to 
6 mol/L NaCl), moisture content (up to 5 wt. % H2O) and ethane (up to 
5 wt. % C2H6). They noted that the presence of other compounds in-
hibits the adsorption of CH4, with the greatest inhibition at the highest 
C2H6 concentration. Despite the negative impacts on CH4 loading, the 
presence of said compounds improves the CO2/CH4 selectivity, which 
could facilitate EGR. More recently, Zhou et al. [72] presented the 
wettability transition mechanisms on the surface of model Type II-D 
kerogen (low oxygen content) through 5 ns long MD simulations in 
NVT ensemble and the supporting DFT calculations. They outlined that 
at low CO2 pressures, the kerogen surface is likely to be water-wet and 
the transition into CO2-wet state occurs at high CO2 pressures, hindering 
capillary trapping of CO2, which makes CO2-EGR favourable. Fig. 1. 

Overall, these studies offer valuable insights into the adsorption 
process as well as the CO2 for CH4 gas displacement to a certain degree. 
However, they do not offer a detailed picture describing the CH4 
displacement mechanisms during the CO2 injection process. Stochastic 
non-physical moves are sampled during GCMC simulations, such as 
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particle deletion and reinsertion. While these enable equilibrium to be 
reached quickly at a given bulk chemical potential, they do not allow the 
system to evolve over time, meaning that time-dependent properties 
such as diffusion and displacement/replacement kinetics cannot be 
quantified. Furthermore, some of the MD studies that do capture time- 
dependent behaviour suffer from a short simulation time that may not 
represent the equilibrium state of the system. We recently investigated 
CH4 adsorption and diffusion in kerogens of different types and maturity 
levels using GCMC and equilibrium MD methods [64]. The results show 
that each individual kerogen matrix exhibits unique physical charac-
teristics such as CH4 loading, pore size distribution, and helium acces-
sible volume. In addition, this work shows that CH4 diffuses faster in 
both immature Type I-A (high H/C ratio) and overmature Type II-D (low 
H/C ratio) kerogens as compared to the other kerogen types. 

In this study, we set out to gain a better understanding of the 
mechanisms and kinetics of in-situ replacement of CH4 by CO2 in model 
kerogen systems using a constant chemical potential molecular dy-
namics (CμMD) approach. CμMD works by employing self-adjusting bi- 
directional bias forces to control the chemical potential of fluids in 
designated volumes. This way non-equilibrium modelling of 
concentration-driven processes can be carried out. The CμMD method 
was first demonstrated to study crystal growth/dissolution at constant 
solution concentration [74,75]. Then it was extended to research gas 
transport and separation in porous membranes. This was achieved by 
maintaining two control volumes of different fluid concentrations at the 
feed and permeate sides, thereby creating a concentration gradient 
across a membrane that facilitates the diffusion of molecules [76,77]. 
Using CμMD, Loganathan and co-workers [78] showcased adsorption of 
CH4 and CO2 onto the surfaces of Na-montmorillonite when exposed to 
fluids external to the slit-pore at constant reservoir composition. In this 
work, we used the CμMD technique to understand the recovery mech-
anisms of CH4 from organic matter (kerogen) when it is injected with 
supercritical CO2. In the CμMD simulations, kerogen slabs pre-adsorbed 
with CH4 were exposed to supercritical CO2. This allowed adsorption 
kinetics of CO2 and the consequent desorption of CH4 to be quantified at 
constant thermodynamic driving force. In addition, we also provided a 
contrast between the recovery rate of CH4 in both immature (Type I-A) 
and overmature (Type II-D) kerogens (see Fig. 1) by mimicking the real 
ERG process via CO2 injection. 

2. Methods 

2.1. Construction of kerogen slabs 

The kerogen slabs used in this study were based on bulk kerogen 
matrices created in our earlier study [64]. Type I-A (Mw =

3805.1 g/mol, ρ = 0.964 g/cm3) and Type II-D (Mw = 2468.8 

± 0.004 g/mol, ρ = 1.119 ± 0.060 g/cm3) kerogen macromolecules 
were designed by Ungerer et al. [79] based on Green River Shale and 
Duvernay Shales, respectively. Firstly, we used three matrix structures 
for Type I-A and Type II-D kerogens from our previous study. Then, we 
loaded the structures with CH4 based on estimates from earlier GCMC 
simulations through the RASPA molecular simulation package [80]. In 
order to create the kerogen slabs, we first replicated the CH4-loaded 
kerogen matrices two times in the z-direction, such that the resulting 
slabs were roughly 10 nm thick in the z-direction, while retaining their x 
and y dimensions. The kerogen slabs were then centred in a simulation 
box 30 nm-long in the z-direction, while maintaining the other di-
rections to the same x and y-dimensions as the original kerogen 
matrices. The remaining void regions of the box were then filled with 
supercritical CO2 at density equivalent to 365 K and 275 bar, mimicking 
reservoir-relevant conditions, at roughly 9.0916 CO2 molecules per nm3.  
Fig. 2 shows the initial configuration of CH4–CO2 kerogen systems. 

2.2. Simulation settings 

All MD simulations were performed using GROMACS 2020.4 mo-
lecular dynamics simulation software [81], which was patched with a 
modified PLUMED version 2.7.1 [82,83] to enable CμMD within the 
NVT ensemble. Newton’s equations of motion were integrated with a 
time step of 1 fs via the leapfrog algorithm. To control the system 
temperature, Nosé–Hoover thermostat [84,85] with a coupling time of 
0.5 ps was used. The interatomic potentials for the flexible kerogen slabs 
were obtained from CVFF [86]. The CH4 and CO2 molecules were rep-
resented by the TraPPE-UA [87] and EPM2-based [88] models, respec-
tively. Short-range non-bonded interactions were described through 
Lennard–Jones (LJ) potentials. Lorentz-Berthelot mixing rules were used 
to calculate the LJ interactions of unlike atom pairs in different kerogen 
macromolecules or further than three bonds of the same macromolecule. 
Long ranged Coulombic interactions were calculated using a smooth 
particle mesh Ewald (PME) method [89] of a fourth order polynomial 
with a mesh width of 0.12 nm. In all simulations, periodic boundary 
conditions were imposed in all three directions. A cut-off radius of 
1.4 nm was used for both the LJ interactions and the real part of the 
Ewald summation. Dispersion corrections for long range van der Waals 
interactions were not applied to energy or pressure. The width of the 
transition regions, control regions, and bias force regions, which are 
shown in Fig. 2, were set to 2.5, 2.5 and 0.25 nm, respectively. The 
target density of CO2 in the control regions was set to reproduce the 
density of CO2 at 365 K and 275 bar. The target density of CO2 in the 
control regions were maintained by using the force constants, FL = FR =

10,000 kJ nm3 mol− 1, which were applied at the centre of the bias force 
regions (Fig. 2). The concentration of CO2 in the control regions were 
monitored over the course of the simulations at intervals of 0.5 ps to 
ensure the density of CO2 remains close to the target value. To prevent 
any shift of the kerogen slabs, we defined a freeze region of 0.5 nm thick 
in the middle of the simulation box, in which the motion of the kerogen 
atoms were frozen in the z-direction only. All simulations were carried 
out at 365 K and for 200 ns in the case of Type I-A and 400 ns for Type 
II-D kerogen systems. Sample input files, including force field parame-
ters and initial configurations, are available as supplemental material to 
this article. Details on how to incorporate the CμMD method within 
PLUMED is available on GitHub (see https://github. 
com/mme-ucl/CmuMD). 

Fig. 1. van Krevelen diagram [73]. The crosses mark the kerogen types 
investigated in this work. Adapted with permission from Yu et al. [64]. Copy-
right 2022 American Chemical Society. 
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2.3. Adsorption/desorption kinetics and diffusion of CH4 and CO2 in 
kerogen 

Adsorption is a three-step process, which first involves two mass 
transport steps external to the adsorption surface (film diffusion and 
subsequently intraparticle diffusion) and finally surface reaction on the 
internal surface of the adsorbent. The adsorption rate is the sum of all 
three steps [90]. Classical kinetics models, namely, pseudo-first order 
(PFO) and pseudo-second order (PSO) were used to fit the uptake and 
desorption profiles of CO2 and CH4, respectively [91,92]. The linearised 
forms of the models were provided in Ho and McKay’s work [93]. A 
linear fit can be obtained by plotting ln Qe

Qe − Q(t) vs t and t
Q(t) vs t for PFO and 

PSO, respectively, where Q(t) is the adsorbate adsorbed at given time, t, 
or at equilibrium, Qe. The rate coefficient, k, and equilibrium loading, 
Qe, can then be estimated through the slope and intercept of the line of 
best fit. There is very little consensus regarding the validity of the PFO 
model, some [94,95] argued it is valid at the initial stage, where the 
initial concentration is high, while others [96,97] at the final stage of 
adsorption (near equilibrium). In the case of the PSO model, its supe-
riority compared to the PFO model and wide applicability during 
adsorption has been reported in the literature [90]. In this study, we 
compared both the PFO and the PSO models to assess the quality of the 
fits through the coefficient of determination,R2, and estimated the 
adsorption kinetics and/or equilibrium loading amount of CH4 and CO2 
in Type I-A and Type II-D kerogens. 

Gas transport in shale primarily occurs through diffusion, which 
influences gas recovery as well as the kinetics of the recovery process 
[27]. In order to improve our understanding of gas transport, we 
calculated the mean square displacement (MSD) of adsorbed CO2 in both 
Type I-A and Type II-D kerogens in the last 50 ns of the simulations. 
Moreover, the MSD for inaccessible and recovered CH4 were calculated 
at the initial (50–100 ns) and final (last 50 ns) stages for Type II-D 
kerogen systems. The final frames of each simulation were analysed, 
only CO2 molecules that have penetrated deeper than 10 Å from the 
outermost atoms belonging to the kerogen slab at both ends are 
considered to be in an adsorbed state. In the same way, any remaining 
CH4 molecules in Type II-D kerogens are deemed to be in isolated pores 
or otherwise recovered. 

3. Results and discussion 

3.1. Kerogen swelling 

An earlier study by Pathak et al. [58] suggested that CH4 replace-
ment with an insufficient amount of CO2 may lead to kerogen defor-
mation. To assess sorption induced volumetric strain upon CH4 
displacement, Fig. 3 compares the z-density profiles of kerogen slabs 
before and after simulation in various runs. The z-density profiles of 
Type I-A and Type II-D kerogen show that Type I-A swells in the z di-
rection more than Type II-D as CH4 is displaced by CO2. Initially, the 
CH4-loaded Type I-A kerogen slabs have smooth density profiles, 
whereas the density profiles of CH4-loaded Type II-D kerogen slabs show 
large fluctuations indicative of a less homogenous structure in Type II-D 
(Fig. 3, orange lines). Swelling in the z-direction is observed in the width 
of the density profile for both kerogen types after CO2 adsorption and 
CH4 desorption (Fig. 3, green lines). The swelling is more significant in 
Type I-A kerogen, and is reflected in both the density and the slab width. 
Comparing the density profiles of CH4 and CO2 in the z-direction in Type 
I-A and Type II-D kerogens shows that the CH4 density in the kerogen 
slabs decreases over time while the CO2 density increases (Figs. S1 and 
S2). The final density profiles for CO2 in Type I-A kerogen slabs appear 
similar and have final CO2 densities that fluctuate around 5 CO2 mole-
cules/nm3. The huge variations in density across the z-direction for Type 
II-D kerogens highlight the structural heterogeneity, which could arise 
from the preferential parallel stacking arrangement of Type-D kerogen 
macromolecules [98]. We also observe that, up on CO2 adsorption, Type 
II-D kerogens retain more CH4 than that of Type I-A, suggesting that CO2 
either cannot access or cannot effectively compete with CH4 for some 
adsorption sites in the kerogen structures. 

3.2. CH4 recovery in kerogen through supercritical CO2 exposure 

Fig. 4 shows the evolution of CO2 and CH4 loadings in Type I-A and 
Type II-D kerogens as a function of the simulation time. In general, CO2 
is adsorbed more quickly than the CH4 is desorbed, with the system 
attaining equilibrium in approx. 100 and 150 ns for Type I-A and Type 
II-D kerogens, respectively. Looking at Fig. 4, it is apparent that there are 
two distinct stages for CO2 uptake, an initial rapid increase and followed 
by a more gradual uptake before reaching a plateau. Together, the data 

Fig. 2. The initial configuration of the CH4–CO2 kerogen systems, where external forces (FL and FR) were applied on both sides to maintain constant chemical 
potential in the control regions (CRL and CRR). 
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Fig. 3. Density profiles (z-direction) of kerogen slabs in various simulation runs for a) Type I-A and b) Type II-D kerogens.  

Fig. 4. Methane and carbon dioxide loadings as a function of simulation time in various kerogen slab samples.  
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suggest that the kinetics of CO2 adsorption is faster in Type I-A than in 
Type II-D kerogen. Indeed, MSDs of adsorbed CO2 molecules in Type I-A 
and Type II-D computed in the last 50 ns of the simulations show that 
CO2 diffuses two to three orders of magnitude faster in Type I-A kero-
gens compared to that of in Type II-D kerogens (Fig. 5). This suggests 
that in Type I-A kerogens pores are better connected compared to in 
Type II-D kerogens. In the case of CH4 desorption, there is a gradual 
continuous decrease in CH4 loading over time, which asymptotically 
approaches a very low equilibrium loading. Indeed, when the number of 
CH4 molecules that remain in Type I-D and Type II-D kerogens at the end 
of the simulations are compared against the initial number of CH4 
molecules, one can see that in Type I-A kerogen, almost all CH4 mole-
cules are replaced by the adsorbed CO2 molecules; whereas, in Type II-D 
kerogen a significant fraction of the CH4 molecules still remain adsor-
bed. This clearly indicates that in Type II-D kerogens, there are CH4 
molecules in isolated pores that are inaccessible to diffusing CO2 
molecules. 

Table 1 provides a summary of CH4 recovery when the kerogen slabs 
of different maturity levels were exposed to supercritical CO2. While 
both kerogens take up more CO2 molecules than the methane molecules 
they release, Type I-A kerogen takes up much more CO2 per initially 
adsorbed methane than Type II-D. We observe that the inaccessible CH4 
molecules; i.e, those not replaced by CO2, in Type II-D are an order of 
magnitude more than the same in Type I-A kerogen. According to the 
date in Table 1, one CH4 molecule was replaced by two CO2 molecules in 
Type II-D kerogen, whereas in Type I-A kerogens, the replacement ratio 
is approximately six CO2 molecules for one CH4 molecule. Further 
analysis also shows that CO2 is most effective at recovering CH4 in Type 
I-A with a recovery factor of at least 90 %. For Type II-D kerogen, the 
recovery factor is in between 65 % and 83 %. 

3.3. Kinetics of CH4 recovery 

Figs. S3 and S4 show that the PSO model is a good fit to the CO2 and 
CH4 adsorption/desorption kinetics in Type I-A and Type II-D kerogens, 
with the fit parameters provided in Table 2. The data show that the 
equilibrium loadings of CH4 and CO2 predicted via the PSO model 
(Table 2) are in agreement with the average number of CH4 and CO2 
molecules that are in the kerogen slabs in the last 5 ns of the simulations 
(Table 1). At first glance, the rate constants show that the CH4 
displacement rate is higher than the adsorption rate of CO2 in both 
systems. Closer inspection shows that the rate constants for CH4 
desorption in Type I-A systems are two orders of magnitude higher than 
in Type II-D. A possible explanation for this might be that CH4 diffusion 
in Type I-A is faster than in Type II-D [64]. One unexpected result was 
that in Run 2 of Type I-A kerogens, the desorption kinetics of CH4 occur 

at a rate about two times larger than other runs. This inconsistency may 
be due to the random packing procedure we used to prepare the un-
derlying kerogen matrix, where structural heterogeneity may emerge 
[64]. We also observe that the rate of CH4 desorption in Type II-D sys-
tems is at least 3 times faster than CO2 adsorption rate. It is widely 
accepted that CO2 has a higher affinity towards kerogen than CH4. The 
lower adsorption rate of CO2 when compared to CH4 suggests that 
diffusion might play a more important role in setting the overall rate 
than the actual adsorption process at the surface. It can thus be sug-
gested that the CH4/CO2 replacement process could be a 
diffusion-controlled process. The low statistical noise for Type II-D 
methane desorption is a result of the comparatively small numbers of 
residual methane molecules in Type I-A kerogen, leading to large fluc-
tuations in the curve at longer times. 

Furthermore, we applied the PFO model to obtain the 1st order rate 
coefficient (k1) for CO2 adsorption in kerogens as shown in Fig. S5. It can 
be seen from Fig. S5 that the quality of fit for the PFO model are subpar 
as compared to the PSO model (Fig. S4). Since the R2 values for the fits 
were all below 0.5, it can be concluded that the PFO model is not suit-
able for modelling adsorption kinetics for the systems we investigated. 
CH4 displacement being well-fit by a PSO process suggests that the rate 
limiting step in the displacement mechanism is a bimolecular process, 
though it is unclear what specific species are involved (eg. two CH4 
molecules vs. one CH4 and one CO2). 

3.4. Analysis of inaccessible CH4 in Type II-D kerogen 

We earlier mentioned that in Type II-D kerogens a fraction of the CH4 
molecules remain trapped despite being exposed to supercritical CO2. To 
provide a contrast between recovered and trapped CH4 molecules in 
Type II-D kerogens, we computed their used MSD profiles separately. We 
did this by assigning different labels to the CH4 molecules that remain in 

Fig. 5. The MSD plots of adsorbed CO2 in Type I-A and Type II-D kerogens in the last 50 ns of various simulation runs.  

Table 1 
Number of CH4 and CO2 molecules in the kerogen slabs in various simulation 
runs and the corresponding CH4 recovery factor and replacement ratio.  

Kerogen Run CH4 CO2 CH4 

Replacement 
Ratio Initial Final 

* 
Recovery 
Factor (%) 

Final 
* 

Type I-A  1  170  15  91.18  958  6.18  
2  170  8  95.29  932  5.75  
3  164  17  89.63  1040  7.07 

Type II- 
D  

1  394  142  63.96  588  2.33  
2  426  114  73.24  668  2.14  
3  502  93  81.47  810  1.98  

* Averaged over the last 5 ns. 

K.B. Yu et al.                                                                                                                                                                                                                                    



Journal of CO2 Utilization 62 (2022) 102105

7

and outside the kerogen slabs at the end of the simulations; i.e. recov-
ered and residual, respectively. It is worth pointing out that the initially 
adsorbed CH4 molecules in Type I-A kerogens were almost completely 
replaced by CO2 molecules and hence not included in this analysis. Fig. 6 
compares the MSDs of CH4 molecules in Type II-D kerogen systems. 
There are two important differences between the recovered and residual 
CH4. One, the recovered CH4 molecules display about an order of 
magnitude faster diffusion rate as compared to residual CH4 molecules 
in the kerogen slabs of Type II-D at any stage of the simulations; and two, 
at the beginning of the simulations (50–100 ns), where the adsorbed 
CH4 content is still high, the MSD of recovered CH4 is lower than that of 
recovered CH4 towards the end of the simulations (350–400 ns), where 
all recovered CH4 molecules are outside the kerogen. This is because at 
the earlier stages, the recovered CH4 molecules are still in the kerogen 
matrix where the diffusion is slower compared to that of outside the 
kerogen. On the other hand, the MSDs of residual CH4 molecules offer a 
consistent pattern with no significant differences in magnitude regard-
less of the progression of the simulations. These observations imply that 
the residual CH4 is in a highly constrictive environment, i.e., in narrowly 
confined pores, thereby inaccessible, and that CO2 could only displace 
accessible CH4 and that inaccessible CH4 would remain unrecoverable in 

isolated pores. Comparing the MSDs of both adsorbed CO2 and trapped 
CH4 within Type II-D kerogen slabs, in Figs. 5 and 6, respectively, it is 
clear that the MSD profiles of the former is higher than that of the latter. 

4. Conclusions 

In this study, we investigated the kinetics associated with the use of 
supercritical CO2 as a means of EGR and GCS through injection in to 
methane-bearing organic matter, i.e., kerogen. Kerogen in the environ-
ment exists at many maturity levels, and it is essential to assess the re-
covery of CH4 at the start (immature) and end (overmature) of their 
lifecycle. This paper offers a comprehensive picture of how kerogen 
maturity and heterogeneity may impact gas recovery and also the 
challenges that may arise due to the difference in sorption kinetics. 
Through CμMD simulations carried out under reservoir-relevant condi-
tions (365 K and 275 bar), this study shows that CO2 injection can 
theoretically achieve 90 % and 65 % CH4 recovery in Type I-A and Type 
II-D kerogens, respectively. For every CH4 molecule being replaced, 
approx. 2–3 and 6–7 CO2 molecules are being stored in Type II-D and 
Type I-A kerogens, respectively, where a minute swelling can also be 
observed during this process. The relatively large number of 

Table 2 
Parameters of the linear fit for the PSO kinetic model.  

Run Qe (mmol/g)* k2 (g (mmol ns)− 1) 

Type I-A Type II-D Type I-A Type II-D 

CH4 CO2 CH4 CO2 CH4 CO2 CH4 CO2  

1  0.0313  2.6317  0.5620  2.4618  -1.4057  0.0351  -0.0816  0.0255  
2  0.0160  2.5130  0.4344  2.8573  -3.3487  0.0720  -0.0765  0.0162  
3  0.0392  2.8012  0.3550  3.4152  -1.3601  0.0414  -0.0673  0.0172  

* To convert no. of mmol of fluid per g kerogen to no. of fluid molecules per kerogen slab, which contains 100 kerogen macromolecules, one needs to multiply the Qe 

value by 
Mw

10
, where Mw is the molecular weight of the respective kerogen macromolecules.  

Fig. 6. The MSD plots of recovered and isolated CH4 in Type II-D kerogen at the initial (50–100 ns) and final (350–400 ns) stages of various simulation runs.  
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unrecovered CH4 in Type II-D kerogens is due to the higher density and 
relatively low pore connectivity of the kerogen slabs, which contain CH4 
in isolated pores that remains trapped within those pores and therefore 
inaccessible by CO2. The CO2 adsorption process is well modelled by a 
PSO rate law, which is superior to the PFO model at fitting the CO2 
adsorption kinetics. Overall, rapid replacement kinetics can be observed 
in immature Type I-A kerogens, primarily as a result of fast fluid diffu-
sion through the more porous and flexible slabs, whereas in Type II-D, 
the kinetics are considerably slower. To the best of our knowledge, 
this is the first study to quantify the kinetics of the replacement process, 
i.e., adsorption of CO2 and the consequent desorption of CH4, in kero-
gens. A key strength of this study is the ability to monitor the replace-
ment process in real time while maintaining a constant thermodynamic 
driving force. The present study lays the groundwork for future molec-
ular level modelling research that can aid improve our understanding of 
EGR via CO2 injection into kerogen to achieve net-zero emissions. 
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Gromacs: high performance molecular simulations through multi-level parallelism 
from laptops to supercomputers, Softw. 1–2 (2015) 19–25, https://doi.org/ 
10.1016/j.softx.2015.06.001. 

K.B. Yu et al.                                                                                                                                                                                                                                    

https://doi.org/10.1016/j.coal.2012.02.005
https://doi.org/10.1016/j.cej.2020.124341
https://doi.org/10.1016/j.cej.2020.124341
https://doi.org/10.1016/j.orggeochem.2012.03.012
https://doi.org/10.1007/978-3-642-87813-8
https://doi.org/10.1016/j.fuel.2017.09.060
https://doi.org/10.1007/s12517-018-3762-5
https://doi.org/10.1007/s12517-018-3762-5
https://doi.org/10.1021/acs.energyfuels.9b02815
https://doi.org/10.1021/acs.energyfuels.9b02815
https://doi.org/10.1021/acs.jpcc.7b02618
https://doi.org/10.1016/j.coal.2013.01.001
https://doi.org/10.1016/j.coal.2013.01.001
https://doi.org/10.1016/j.juogr.2014.06.001
https://doi.org/10.1016/j.juogr.2014.06.001
https://doi.org/10.1016/j.apenergy.2017.10.122
https://doi.org/10.1021/acs.energyfuels.5b02751
https://doi.org/10.1021/acs.energyfuels.5b02751
https://doi.org/10.1016/j.fuel.2018.02.186
https://doi.org/10.1016/j.fuel.2018.03.156
https://doi.org/10.1016/j.fuel.2018.03.156
https://doi.org/10.1016/j.fuel.2018.08.023
https://doi.org/10.1038/s41598-017-13123-7
https://doi.org/10.1038/s41598-017-13123-7
https://doi.org/10.1038/s41598-021-83179-z
https://doi.org/10.1016/j.cej.2021.130292
https://doi.org/10.1016/j.cej.2021.130292
https://doi.org/10.1016/j.coal.2014.04.014
https://doi.org/10.1016/j.rser.2021.111391
https://doi.org/10.1016/j.jngse.2016.03.097
https://doi.org/10.1016/j.jngse.2016.03.097
https://doi.org/10.1021/acs.jpcc.8b02061
https://doi.org/10.1021/acs.jpcc.8b02061
https://doi.org/10.1021/acs.energyfuels.9b00409
https://doi.org/10.1021/acs.energyfuels.9b00409
https://doi.org/10.2118/184058-MS
https://doi.org/10.1021/acs.energyfuels.7b00626
https://doi.org/10.1016/j.jngse.2017.12.021
https://doi.org/10.1016/j.jngse.2017.12.021
https://doi.org/10.1021/acs.jpcc.8b00162
https://doi.org/10.1021/acs.jpcc.8b12328
https://doi.org/10.1039/c8cp01068d
https://doi.org/10.1039/c8cp01068d
https://doi.org/10.1021/acs.jpcc.8b07123
https://doi.org/10.1021/acs.jpcc.0c10362
https://doi.org/10.1021/acs.energyfuels.1c02167
https://doi.org/10.1016/j.micromeso.2014.06.016
https://doi.org/10.1016/j.micromeso.2014.06.016
https://doi.org/10.1016/j.apsusc.2020.148789
https://doi.org/10.1016/j.apsusc.2020.148789
https://doi.org/10.1016/j.cej.2021.128423
https://doi.org/10.1016/j.cej.2021.128423
https://doi.org/10.1016/j.fuel.2019.03.061
https://doi.org/10.1016/j.fuel.2019.03.061
https://doi.org/10.1016/j.fuel.2021.120312
https://doi.org/10.1016/j.jngse.2021.104151
https://doi.org/10.1021/acs.langmuir.1c02274
https://doi.org/10.1021/acs.langmuir.1c02274
https://doi.org/10.1016/j.cej.2021.132020
http://refhub.elsevier.com/S2212-9820(22)00224-4/sbref69
http://refhub.elsevier.com/S2212-9820(22)00224-4/sbref69
https://doi.org/10.1021/acs.jctc.8b00191
https://doi.org/10.1063/1.4917200
https://doi.org/10.1063/1.4917200
https://doi.org/10.1021/acs.chemmater.9b04907
https://doi.org/10.1021/acs.chemmater.9b04907
https://doi.org/10.1039/c6sc04978h
https://doi.org/10.1039/c6sc04978h
https://doi.org/10.1039/c9cp00851a
https://doi.org/10.1039/c9cp00851a
https://doi.org/10.1021/ef502154k
https://doi.org/10.1080/08927022.2015.1010082
https://doi.org/10.1016/j.softx.2015.06.001
https://doi.org/10.1016/j.softx.2015.06.001


Journal of CO2 Utilization 62 (2022) 102105

10

[82] G.A. Tribello, M. Bonomi, D. Branduardi, C. Camilloni, G. Bussi, PLUMED 2: new 
feathers for an old bird, Comput. Phys. Commun. 185 (2014) 604–613, https://doi. 
org/10.1016/j.cpc.2013.09.018. 

[83] The PLUMED consortium, Promoting transparency and reproducibility in enhanced 
molecular simulations, Nat. Methods 16 (2019) 670–673, https://doi.org/ 
10.1038/s41592-019-0506-8. 
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