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Abstract

Metaheuristic algorithms are employed to solve complex and large-scale optimization problems in many different fields, from transportation and smart cities to finance. This paper discusses how metaheuristic algorithms are being applied to solve different optimization problems in the area of bioinformatics. While the text provides references to many optimization problems in the area, it focuses on those that have attracted more interest from the optimization community. Among the problems analyzed, the paper discusses in more detail the molecular docking problem, the protein structure prediction, phylogenetic inference, and different string problems. In addition, references to other relevant optimization problems are also given, including those related to medical imaging or gene selection for classification. From the previous analysis, the paper generates insights on research opportunities for the Operations Research and Computer Science communities in the field of bioinformatics.
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1. Introduction

According to Glover and Kochenberger (2006), metaheuristics are iterative processes that guide a set of subordinate heuristics in order to generate high-quality solutions for an optimization problem. When the optimization problem is NP-hard, metaheuristics are required to solve large-scale instances in reasonable computing times. As discussed in Gendreau and Potvin (2019), most metaheuristics have to keep a balance between diversification, that is, exploring the space of possible solutions, and intensification, that is, focusing the search in a given region of the solution space.
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Evolution in computer power and advances in methodological research have transformed these algorithms into one of the most popular approaches for solving NP-hard optimization problems, especially when dealing with large-scale instances. Hence, multiple applications of metaheuristics can be found in areas such as transportation and logistics (Gruler et al., 2018), telecommunication networks (Alvarez et al., 2018), bioinformatics (Sperschneider, 2008; Axelson-Fisk, 2010; Blum and Festa, 2016), quantitative finance (Soler-Dominguez et al., 2017), simulation–optimization (Gruler et al., 2017; Guimarans et al., 2018), etc. Bioinformatics has become an interdisciplinary knowledge area that combines computer science, life sciences, and data science in order to get insights from large biological datasets. There are a high number of applications in this field. Some of the most important applications are diagnosis of disease and disease risks, custom-tailored therapy, genetic counseling-carrier status, and drug discovery. Today, the landscape of bioinformatics is changing dramatically as a consequence of the increasing availability of data with growing quality, quantity, and variety. There is more quantitative data, more precise, and more comprehensive, as well as new ways to recombine data and a new set of tools for analysis and applications (Lesk, 2019).

This data deluge has led to the proliferation of massive databases. Some examples are GenBank (https://www.ncbi.nlm.nih.gov/genbank/), which contains 93 million of protein sequences, and the Protein Data Bank (https://www.rcsb.org/), which holds roughly 147,000 known structures.¹ For instance, databases of protein structures are critical in the research of diseases caused by protein folding, for example, Alzheimer, cystic fibrosis, cancer, and neurodegenerative disorders. Some experimental methods, such as X-ray crystallography or nuclear magnetic resonance, are costly to implement and time-consuming. In this context, the use of databases makes this research more efficient. There are multiple works applying metaheuristics in bioinformatics problems. Some examples are the studies of Blum and Festa (2016), Cohen (2004), Corne and Fogel (2003), Sperschneider (2008), or Axelson-Fisk (2010). In addition, there seems to be an increasing interest in applying metaheuristics to the analysis of motifs in DNA sequences, multiple sequence alignment of DNA sequences, and 3D protein structure prediction (PSP) (Fig. 1). All these applications can be modeled as NP-hard combinatorial optimization problems (COPs).

The main goal of this paper is to provide insights on how metaheuristic algorithms have been used in solving optimization problems in bioinformatics. In particular, we have focused on those problems that we consider especially relevant. Still, we have also included others in order to provide an “extended road map” of metaheuristics applications in the area. We consider that such a map can be very valuable for researchers and practitioners in the areas of bioinformatics and optimization. Of course, there are other ways to deal with most of these problems, for example, simulation-based methods, machine learning methods, fuzzy methods, classical optimization methods, and “black-box” commercial software. Nevertheless, it is our view that metaheuristics (and potential combinations of metaheuristics with simulation and machine learning) are one of the most powerful “white-box” scientific tools that both researchers and practitioners have in their hands to cope with bioinformatics optimization problems of large size.

The rest of the paper follows the structure described next. Section 2 considers some of the most popular optimization problems in the area of bioinformatics. Section 3 offers a quick review of metaheuristic algorithms. Sections 4 and 5 discuss the existing work on how metaheuristics have been applied to address the molecular docking problem and the PSP problem. Sections 6 and 7
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analyze metaheuristic approaches for dealing with problems in phylogenetics and string problems in bioinformatics. Section 8 discusses the use of metaheuristics in other bioinformatics problems. Section 9 elaborates on open challenges and emerging trends related to the use of metaheuristics in bioinformatics. Finally, Section 10 highlights the main results of this work. To enhance the readiness of the paper, a list of acronyms is provided in Table 1.

2. Optimization problems in bioinformatics

As studies in the field of bioinformatics progress, new research questions arise. A number of them may be modeled as optimization problems, where the goal is to identify the best solution among all the feasible ones. Optimization problems can be classified depending on the associated variables, which can be either continuous or discrete. The standard form of an optimization problem includes a single (or multiple) objective function to either maximize or minimize, equality and inequality constraints, and the variables’ domain. In particular, many optimization problems are COPs, which aim at finding optimal solutions within a vast set of possible ones. Some examples of COPs are the following ones: the vehicle routing problem (Belloso et al., 2019), the flow-shop scheduling problem (Hatami et al., 2018), the facility location problem (Pagès-Bernaus et al., 2019), and the arc routing problem (González-Martín et al., 2012). In the area of bioinformatics, some of the most relevant COPs are as follows.

• Molecular docking problem (Section 4): Its main goal is to identify a minimum binding energy conformation between a receptor molecule and a small molecule (ligand). Solving this problem is important for drug discovery, among other applications.
Table 1
List of acronyms employed in this document

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC</td>
<td>Artificial bee colony</td>
</tr>
<tr>
<td>ACO</td>
<td>Ant colony optimization</td>
</tr>
<tr>
<td>AIS</td>
<td>Artificial immune systems</td>
</tr>
<tr>
<td>C-LCS</td>
<td>Constrained longest common subsequence</td>
</tr>
<tr>
<td>CMSA</td>
<td>Construct, merge, solve, and adapt</td>
</tr>
<tr>
<td>COP</td>
<td>Combinatorial optimization problem</td>
</tr>
<tr>
<td>CRW</td>
<td>Chaotic random walk</td>
</tr>
<tr>
<td>CSA</td>
<td>Cuckoo search algorithm</td>
</tr>
<tr>
<td>CSP</td>
<td>Closest string problem</td>
</tr>
<tr>
<td>CT</td>
<td>Computed tomography</td>
</tr>
<tr>
<td>CTMSP</td>
<td>Close to most string problem</td>
</tr>
<tr>
<td>DE</td>
<td>Differential evolution</td>
</tr>
<tr>
<td>EA</td>
<td>Evolutionary algorithm</td>
</tr>
<tr>
<td>FA</td>
<td>Firefly algorithm</td>
</tr>
<tr>
<td>FAP</td>
<td>Fragment assembly problem</td>
</tr>
<tr>
<td>FFMSP</td>
<td>Far from most string problem</td>
</tr>
<tr>
<td>FSP</td>
<td>Farthest string problem</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td>GC-LCS</td>
<td>Generalized constrained longest common subsequence</td>
</tr>
<tr>
<td>GRASP</td>
<td>Greedy randomized adaptive search procedure</td>
</tr>
<tr>
<td>GSA</td>
<td>Gravitational search algorithm</td>
</tr>
<tr>
<td>IBEA</td>
<td>Indicator-based evolutionary algorithm</td>
</tr>
<tr>
<td>ICA</td>
<td>Imperialist competition algorithm</td>
</tr>
<tr>
<td>IILP</td>
<td>Integer linear programming</td>
</tr>
<tr>
<td>ILS</td>
<td>Iterated local search</td>
</tr>
<tr>
<td>LCS</td>
<td>Longest common subsequence</td>
</tr>
<tr>
<td>LNS</td>
<td>Large neighborhood search</td>
</tr>
<tr>
<td>MCSP</td>
<td>Minimum common string partition problem</td>
</tr>
<tr>
<td>MOEA/D</td>
<td>Multiobjective evolutionary algorithm based on decomposition</td>
</tr>
<tr>
<td>MR</td>
<td>Magnetic resonance</td>
</tr>
<tr>
<td>MSFBC</td>
<td>Most strings with few bad columns</td>
</tr>
<tr>
<td>NB</td>
<td>Naïve Bayes</td>
</tr>
<tr>
<td>NSGA</td>
<td>Nondominated sorting genetic algorithm</td>
</tr>
<tr>
<td>OLC</td>
<td>Overlap-layout-consensus</td>
</tr>
<tr>
<td>PBHS</td>
<td>Population-based harmony search</td>
</tr>
<tr>
<td>PSO</td>
<td>Particle swarm optimization</td>
</tr>
<tr>
<td>PSP</td>
<td>Protein structure prediction</td>
</tr>
<tr>
<td>RF-LCS</td>
<td>Repetition-free longest common subsequence</td>
</tr>
<tr>
<td>SA</td>
<td>Simulated annealing</td>
</tr>
<tr>
<td>SBH</td>
<td>Sequencing by hybridization</td>
</tr>
<tr>
<td>SS</td>
<td>Scatter search</td>
</tr>
<tr>
<td>SVM</td>
<td>Support vector machine</td>
</tr>
<tr>
<td>TFBS</td>
<td>Transcription factor binding sites</td>
</tr>
<tr>
<td>TS</td>
<td>Tabu search</td>
</tr>
<tr>
<td>UMCSP</td>
<td>Unbalanced minimum common string partition problem</td>
</tr>
<tr>
<td>VNS</td>
<td>Variable neighborhood search</td>
</tr>
</tbody>
</table>
• PSP (Section 5): It aims at predicting the minimum-energy structure of a protein by setting the angles that the amino acid forms. Determining the 3D structure of proteins is necessary to understand their functions at a molecular level.

• Phylogenetic trees (Section 6): Phylogenetics is the scientific study of the evolutionary history and relationships among individuals or groups of organisms such as species or populations. Inference methods are used to discover these relationships by evaluating observed heritable traits, such as DNA sequences. Phylogenetics has contributed to many scientific fields, for example, medicine, systematic biology, and epidemiology (Felix, 2015).

• String problems (Section 7):
  – The alignment problem aims at aligning biological sequences (generally proteins, DNA, or RNA) to determine their similarity or difference. This contributes to identifying functionally relevant DNA regions and spot mutations and evolutionary relationships.
  – DNA sequencing, which, given a DNA molecule, aims at determining the content and the order of the nucleotides. As an example of application, fast DNA sequencing technologies provide support to customized medical care.
  – Finding motifs has the goal to abstract the task of discovering short and conserved sites in genomic DNA. These patterns, motifs, play an essential role in recognizing transcription factor binding sites that help in learning the mechanisms for regulation of gene expression.
  – Consensus string problems aim to find a “consensus” string representing all the strings considering a set of criteria. Among others, some applications of these problems are related to the discovering of potential drug targets or primer design.
  – Longest common subsequence (LCS) problems aim at identifying the largest string that is a subsequence of every string in a set. Several variants include additional constraints.
  – Unbalanced minimum common string partition (UMCSP) problems, which rearrange a given string in order to obtain a specific one.
  – Most strings with few bad columns (MSFBC) problems aim at identifying outliers in a set of DNA sequences that come from a nonhomogeneous population.
  – Also, some optimization problems are related to genome rearrangements.

Finally, as discussed in Section 8, other COPs can be found in the following.

• Medical imaging: It involves the acquisition of in vivo data from inside our bodies. Here, the application of metaheuristic algorithms to improve standard image-based procedures seems to be far from reaching its full potential.

• Gene selection for classification: The selection of relevant genes for classification is an essential task in almost all gene expression studies. Researchers aim at finding the smallest set of genes that achieve a relatively good predictive performance.

3. Basics of metaheuristics

There is a wide range of methods that may be employed to tackle NP-hard COPs. The use of exact methods usually requires simplifying the model (objective functions, constraints, or variable domains) or solving only small-sized instances of these problems. Otherwise, the computational
resources required (times and memory) tend to be exceedingly high. Heuristic and metaheuristic approaches overcome this issue, enabling us to solve large-sized instances employing a reasonable amount of computational resources. Heuristic methods are simple and fast procedures based on the COP tackled. Thus, they are relatively flexible but do not guarantee the optimality of the solutions obtained (Talbi, 2013). They are recommended for addressing more realistic and richer models. Regarding metaheuristic methods, they constitute a heterogeneous family of algorithms developed to address diverse COPs without having to deeply adapt them to each problem. Some of these methods are nature-inspired, have stochastic components, and have a number of parameters that must be fine-tuned (Boussaïd et al., 2013; Calvet et al., 2016). According to Feo and Resende (1995), the effectiveness of metaheuristic methods depends on factors such as their ability to adapt to a given instance and exploit the structure of the problem, while avoiding entrapment at local optima. During the last decades, the popularity of metaheuristics has grown and, nowadays, there is a wide range of applications in a number of fields, for instance: logistics and transportation (Onggo et al., 2019), telecommunication networks (Alvarez et al., 2018), bioinformatics (Ali and Hassanien, 2016), finance (Doering et al., 2019; Panadero et al., 2020), scheduling (Ferrer et al., 2016), etc. Talbi (2009) proposes the following criteria to classify metaheuristics: memory usage versus memory-less methods; iterative versus greedy; deterministic versus stochastic; and single solution-based search versus population-based search (i.e., exploitation vs. exploration-oriented). In addition, metaheuristics may be designed to deal with a single objective or with multiple objectives. In the following, we mention some of the most common and cite some reference works: artificial bee colony (ABC) (Karaboga, 2005), ant colony optimization (ACO) (Dorigo, 1992), artificial immune systems (AIS) (Farmer et al., 1986), differential evolution (DE) (Storn and Price, 1997), genetic algorithms (GA) (Holland, 1962), greedy randomized adaptive search procedure (GRASP) (Feo and Resende, 1995; Ferone et al., 2019), iterated local search (ILS) (Martin et al., 1992), particle swarm optimization (PSO) (Eberhart and Kennedy, 1995), simulated annealing (SA) (Kirkpatrick, 1984), scatter search (SS) (Glover, 1977), tabu search (TS) (Glover, 1986), and variable neighborhood search (VNS) (Mladenovic, 1995). In addition, many hybrid approaches have been proposed in recent years providing good results in a number of fields. Among the most popular we have matheuristics (i.e., the combination of metaheuristics with mathematical programming) (Archetti and Speranza, 2014), simheuristics (i.e., the combination of metaheuristics with simulation) (Cabrera et al., 2014), learnheuristics (i.e., the combination of metaheuristics with machine learning) (Bayliss et al., 2020), etc.

4. Molecular docking

In molecular docking, the goal is to identify the best conformation, regarding root median square deviation and energy, between a ligand molecule and a macro-molecule, also called receptor. Since more than one criteria can be considered, the problem can be formulated as a multiobjective one. Typically, the relation between the receptor and the ligand molecule is represented as an objective function that includes several components: (i) the translation of the ligand across a 3D coordinate system, which is represented by a vector of coordinates \((x, y, z)\); (ii) the orientation of the ligand, represented as a vector which also includes the angle slope \((\omega)\); and (iii) the flexibility parameters,
which model the degrees of torsion of the ligand and the receptor. This way, a solution to this problem can be represented as a vector with $n + 7$ variables, as depicted in Fig. 2.

Each solution to the molecular docking problem can be assessed using an energy-based objective function. Some of the most popular scoring functions are reviewed in Liu and Wang (2015). For example, the free binding energy function refers to the differences between the receptor and the ligand in both a bonded and an unbounded state. García-Godoy et al. (2015) analyze several optimization algorithms for the multiobjective version of the problem, in which the goal is to minimize the intermolecular and intramolecular energies. Among the algorithms considered in this work, the authors employ two versions of the nondominated sorting genetic algorithm II (NSGA-II) (Deb et al., 2002), a PSO, a DE algorithm, an evolutionary algorithm (EA), and the $S$-metric evolutionary algorithm. The authors analyze the performance of these algorithms by measuring several indicators, including their capability to find scattered points in the associated Pareto front. In a more recent work, Pérez-Serrano et al. (2018) test different metaheuristic algorithms like GRASP, GA, and SS. Likewise, García-Godoy et al. (2019) discuss how hybrid metaheuristics have inspired new solvers and local search methods, which can be effectively used to deal with docking problems. Korb et al. (2007) present the docking algorithm PLANTS (protein–ligand ANT system), which is based on the ACO metaheuristic and compare the results to a popular GA, confirming that ACO algorithms can contribute toward the state of the art for solving the practically relevant protein–ligand docking problems.

5. Protein structure prediction

Nuclear magnetic resonance and X-ray crystallography are the main experimental methods used for protein structure determination. They are time-consuming and expensive. To avoid these
impediments, computational methods are applied, which take less time and are cheaper. The main computational methods can be classified into three categories: (i) homology or comparative modeling based in the similarity of the sequences; (ii) threading or fold recognition, used when there is no match to the sequence of some known structure; and (iii) the \textit{ab initio} or \textit{de novo} approach, where the 3D structure is predicted from the primary sequence alone, based on properties of amino acids. In real life, the latter approach is, computationally speaking, very expensive. Current energy functions have limited accuracy as the length of the sequence increases.

Our review focuses on the last method. Here, metaheuristics can help to predict the fold of proteins without homology of known structure, as well as to understand the folding process.

5.1. Computational model

The model on which the PSP is based tries to minimize the free energy of the protein with respect to all possible conformations, based on thermodynamical laws. A function that represents the free energy has been suggested by Li et al. (1996) and is defined in Equation (1):

$$E = \sum_{i<j}^{} e(r_ir_j)\Delta(r_i - r_j).$$

where: $r_i$ and $r_j$ are the $i$th and $j$th amino acids of the sequence, while $\Delta(r_i - r_j)$ takes the value of 1 if amino acids $r_i$ and $r_j$ have a nonlocal bond, being 0 elseways. Depending of the type of contact between amino acids, the energy $e_{HP}$, $e_{HH}$, or $e_{PP}$ corresponds to H-P, H-H, or P-P contacts.

Lattice models are the predominant class of simplified models, and are divided into HP lattice models and AB off-lattice models. These models were proposed by Dill (1985) and Stillinger et al. (1993), respectively, and classify the 20 amino acids according to their hydrophobic or hydrophilic properties. In the HP lattice model, the bond angle—that is, the angle between two bonds—is a 90° angle, while in the AB off-lattice model its folding angle can be any value between 0 and 360. In other words, in the AB off-lattice model any adjacent three amino acids are in the same plane. In addition, the AB off-lattice model considers the impact of nonlocal effects between nonadjacent amino acids. Hence, the AB off-lattice model is closer to real protein structures than the HP lattice model. For that reason, the PSP problem is addressed using the AB off-lattice model.

In the AB off-lattice model, the 20 different amino acids that can conform to a protein are simplified to 2 different monomers. These monomers represent the amino acids: $A$ and $B$ represent hydrophobic and polar amino acids, respectively. The primary structure of any protein can be simplified to a sequence of $As$ and $Bs$. The monomers are connected by bonds, whose separation is also simplified to 1 unit. The angle formed by the bonds is represented by $\theta$. A total of $n - 2$ bend angles are needed for any protein structure formed by $n$-monomers addressed with the AB off-lattice model. Figure 3 represents a protein composed of nine monomers. The model is represented in 2D and 3D.

Figure 4 represents a 3D model as extension of a 2D model by adding the torsion angle to each bond. The 3D structure of a chain conformed by $n$ monomers is specified by $2n - 5$ angle parameters $(\theta_1, \theta_2, \ldots, \theta_{n-2}, \beta_1, \beta_2, \ldots, \beta_{n-3})$, where the $\theta_i$ represent bond angles $(\forall i \in \{1, 2, \ldots, n - 2\})$, and the $\beta_j$ represent the twist angles $(\forall j \in \{1, 2, \ldots, n - 3\})$. The energy value ($E$) that the model
intends to minimize is composed of the bending potential energy ($E_1$) of the peptide chain and by the gravitational potential energy ($E_2$) between the nearby amino acids, as shown in Equation (2):

$$E = \sum_{i=1}^{n-1} E_1(\theta_i) + \sum_{i=1}^{n-2} \sum_{j=i+2}^{n} E_2(r_{ij}, \xi_i, \xi_j).$$  \hspace{1cm} (2)

Equation (3) shows that bending potential energy only takes into account the bond angles, while the gravitational potential energy considers the distance $r$ between the two nonadjacent peptides and polarity, as shown in Equation (4):

$$E_1 = \sum_{i=1}^{n-1} \frac{1}{4}(1 - \cos \theta_i).$$  \hspace{1cm} (3)
Table 2
Energy values for monomer combinations

<table>
<thead>
<tr>
<th>i/j</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>−1/2</td>
</tr>
<tr>
<td>B</td>
<td>−1/2</td>
<td>+1/2</td>
</tr>
</tbody>
</table>

\[ E_2 = \sum_{i=1}^{n-2} \sum_{j=i+2}^{n} 4[r_{ij}^{-12} - C(\xi_i, \xi_j)r_{ij}^{-6}] \].

(4)

Here, \( r_{ij} \) indicates the separation between amino acids \( i \) and \( j \) in the protein. In Equation (5), \( \xi \) indicates the type of peptide and \( C \) indicates the polarity between monomers. The energy value for ‘A’ monomers is 1, while it is −1 for ‘B’:

\[ C(\xi_i, \xi_j) = \frac{1}{8}(1 + \xi_i + \xi_j + 5\xi_i\xi_j). \]

(5)

Equation (5) takes the value 1 if \( \xi_i = \xi_j = 1 \), takes the value 0.5 if \( \xi_i = \xi_j = -1 \), and takes the value −0.5 otherwise. Given two amino acids \( i \) and \( j \) of two species \( \xi_i \) and \( \xi_j \), the different values allowed of energy calculated in Equation (5) can be collected in Table 2.

Analyzing these values, we can deduce that correlations between AA pairs are stronger than BB pairs, and other pairs have a weaker repulsion. Therefore, the minimum protein energy \( E \) can be computed through optimal values of the bond and twist angles associated with the protein energy function, that is, \((\theta_1, \theta_2, \ldots, \theta_{n-2}, \beta_1, \beta_2, \ldots, \beta_{n-3})\).

5.2. State of the art

A list of recent works on PSP based on the 3D AB off-lattice is provided in Table 3 and presented in this subsection. Bošković and Brest (2020) suggest to divide the optimization process into two phases in order to improve the efficiency of the algorithm. According to the results, the proposed two-phase optimization mechanism improves the efficiency of the previous algorithm proposed by the authors in Bošković and Brest (2016). Jana et al. (2018a) present a DE algorithm with a fast convergence rate. For testing the algorithm, a selection of amino acid sequences frequently used in literature was performed. The proposed algorithm shows significant performance in terms of accuracy and convergence speed to obtain global optimum solution. In Jana et al. (2018c), the experimental results on standard benchmark functions show that ruggedness and deception measures are appropriately detected by the proposed chaotic random walk (CRW) algorithm. Li et al. (2015a) have demonstrated that balance-evolution ABC can outperform other state-of-the-art approaches from the literature with sequences shorter than 100 amino acids. Lin et al. (2014) introduce a combination of SA and TS algorithms in a method (SATS). Various strategies are adopted successfully for high-speed searching the optimal conformation. Experimental results show that some of the results obtained by the improved SATS are better than those reported in previous works.
Table 3
Recent articles on metaheuristics dealing with protein structure prediction

<table>
<thead>
<tr>
<th>Article</th>
<th>Metaheuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bošković and Brest (2020)</td>
<td>DE</td>
</tr>
<tr>
<td>Narloch and Dorn (2019)</td>
<td>DE</td>
</tr>
<tr>
<td>Jana et al. (2018a)</td>
<td>DE</td>
</tr>
<tr>
<td>Jana et al. (2018b)</td>
<td>PSO-DE</td>
</tr>
<tr>
<td>Jana et al. (2018c)</td>
<td>CRW</td>
</tr>
<tr>
<td>Narloch and Parpinelli (2017, 2016)</td>
<td>DE</td>
</tr>
<tr>
<td>Oliveira et al. (2017)</td>
<td>DE</td>
</tr>
<tr>
<td>Bošković and Brest (2016)</td>
<td>DE</td>
</tr>
<tr>
<td>Li et al. (2015a, 2015b)</td>
<td>Balance-evolution ABC</td>
</tr>
<tr>
<td>Lin and Zhang (2014)</td>
<td>Local adjust TS</td>
</tr>
<tr>
<td>Parpinelli et al. (2014)</td>
<td>Swarm intelligence</td>
</tr>
<tr>
<td>Sar and Acharyya (2014)</td>
<td>GA</td>
</tr>
<tr>
<td>Scalabrin et al. (2014)</td>
<td>Population-based harmony search</td>
</tr>
<tr>
<td>Zhou et al. (2014)</td>
<td>TS</td>
</tr>
<tr>
<td>Kalegari and Lopes (2013)</td>
<td>Parallel DE</td>
</tr>
<tr>
<td>Băutu and Luchian (2010)</td>
<td>PSO</td>
</tr>
<tr>
<td>Zhang et al. (2010)</td>
<td>GA</td>
</tr>
</tbody>
</table>

literature. Parpinelli et al. (2014) compare four different algorithms: PSO, ABC, gravitational search algorithm (GSA), and bat algorithm. The algorithms were evaluated using two criteria: quality of solutions and the processing time. The results show that the PSO algorithm presented the overall best balance. Also, both PSO and GSA displayed potential to evolve even better solutions, if more iterations were given. Sar and Acharyya (2014) have taken six variants of GA and compared their performances. The variant that uses elitist selection method with two points crossover outperforms other variants in minimizing energy. Scalabrin et al. (2014) present a new EA based on the standard harmony search strategy, called population-based harmony search (PBHS). To achieve multiple function evaluations at the same time, a parallelization method for the proposed PBHS was done. PBHS achieved significantly better quality of solutions and speed-ups than harmony search. Zhou et al. (2014) present an algorithm that combines PSO, GA, and TS algorithms. Experiments show that the proposed method outperforms single algorithms on the accuracy of calculating the protein sequence energy value especially for long protein sequences. However, the proposed algorithm needs more computation cost and more function evaluations. In Kalegari and Lopes (2013) three different implementations of the DE algorithm were developed, one sequential and two parallel. A better performance was shown in the parallel implementations than the sequential one. The sequence benchmark length used to perform the experiments was from 13 to 55 monomers. For most of the sequences where DE was implemented, good results were achieved compared with other works in the literature but not achieving optimal values. The growing interest in this topic has led scientists to create a biennial community named Critical Assessment of Techniques for Protein Structure Prediction (CASP) where participants build models of three-dimensional structures for amino acid sequences provided. In 2018, CASP13 experienced a noticeable progress in structure modeling without the need for using structural templates—historically ab initio modeling (Kryshtafovych et al., 2019). The AlphaFold 1 program (Torrisi et al., 2020) is a deep learning...
system that explores large databanks of related DNA sequences from different organisms and searches for changes at different residues that seem to be correlated—the residues may not be consecutive in the main chain. The observed correlations reveal that the residues may be close to each other physically, thus allowing for the estimation of a contact map. The second version of the program, AlphaFold 2, has won CASP14 in 2020 (Jumper et al., 2021). Basically, AlphaFold 1 combines local physics with a guide potential derived from pattern recognition. Researchers found that the program had a tendency to over-account for interactions between residues that were nearby. Hence, they modified it in the second version to further improve its performance.

5.2.1. Evolution-based metaheuristic algorithms
Gradient-based mathematical methods cannot solve the PSP problem due to the fact that energy function may not be differentiable. For this reason, researchers commonly use EA to address the PSP problem. DE is one of the most effective search strategies for complex problems, including the PSP (Narloch and Parpinelli, 2016, 2017; Oliveira et al., 2017). An ab initio method with a variation-adding problem-domain knowledge to enhance the search mechanism has been recently proposed by Narloch and Dorn (2019). As amino acids can assume different torsion angle values depending on their secondary structure, these occurrences consider information to reduce the search space while enhancing algorithms with better search capabilities. This allows for achieving better results—when compared with other approaches—in terms of energy and root mean square deviation.

5.2.2. Swarm intelligence based metaheuristic algorithms
The PSO metaheuristic is based on the principles of swarm intelligence, that is, it uses a set of potential solutions (called particle swarm) to address optimization problems. Particles navigate in the problem landscape communicating and collaborating with each other searching for high-quality solutions. Various off-lattice models have been addressed successfully with the real-valued PSO (Pérez-Hernández et al., 2009; Zhu et al., 2009). Despite the wide search space, PSO is endowed by the off-lattice models with freedom to explore it as well as feedback. Băutu and Luchian (2010) propose a PSO for the PSP using 2D lattice models.

5.2.3. Hybrid algorithms
Oftentimes, using a single optimization technique to solve a problem is not enough. In this way, different techniques are merged to get the benefits of each of them. During the last decade, several articles have been published with hybrid algorithms to tackle the PSP problem. For instance, Zhang et al. (2010) propose a hybrid algorithm where crossover and mutation operator of GA are improved by using TS. Zhou et al. (2014) introduce a hybrid optimization algorithm, which combines PSO, GA, and TS. In the proposed method each algorithm is improved itself using some improvement strategy. Another hybrid technique, named GAPSO and suggested by Lin and Zhang (2014), combines GA and PSO to predict the native conformation of proteins. In Jana et al. (2018b), an integrated framework of hybridization has been proposed. In this framework, called the hybrid PSO-DE algorithm, interleaving between improved versions of PSO and DE are performed for solving multimodal problems such as the PSP. The improved version of PSO is designed by...
incorporating adaptive polynomial mutation to the global best particle of PSO in order to increase the diversity in the swarm.

6. Phylogenetics

A phylogenetic tree (also called phylogeny) is a leaf-labeled tree representing the evolutionary relationships among various biological species. Figure 5, adapted from Villalobos-Cid et al. (2019), shows examples of phylogenetic trees, where a set of species (A through G) can be grouped in different ways. While the leaves represent the species being considered, the internal nodes constitute divergence events, and the length of the branches show the evolutionary time or distance.

Trees can be classified as rooted—if a common ancestor exists—or unrooted. Felsenstein (1978) presented a simple method based on recurrence relations to count the number of possible evolutionary trees. Given $n$ species, the number of possible rooted, $r(n)$, and unrooted, $u(n)$, trees can be computed applying these equations:

$$r(n) = \frac{(2n - 3)!}{(n - 2)! \ 2^{n-2}}$$

$$u(n) = \frac{(2n - 5)!}{(n - 3)! \ 2^{n-3}}.$$
There are several approaches to assemble phylogenetic trees (De Bruyn et al., 2014), which are classified in distance- and character-based methods. The former apply clustering techniques using a distance measure from the input sequences. Some examples are unweighted pair group method with arithmetic mean, weighted pair group method with arithmetic mean, neighbor-joining (NJ), and bio-NJ (BioNJ). Other distance-based methods return approximated solutions by optimizing a single criterion, such as the minimum evolution or least-squares error. In contrast, the character-based methods compare all sequences simultaneously considering one character/site at a time. This category includes the following methods: maximum parsimony (e.g., Hoang et al. 2018), maximum likelihood (Kozlov et al., 2019), and Bayesian inference (Dang and Kishino, 2019). One can see the phylogenetic inference as an optimization problem in which the goal is to find, for a given criterion, the best-fit tree among a number of topologies. Indeed, several metaheuristic-based methodologies have been proposed recently. Traditionally, phylogenetic trees were built based on comparisons among individuals of morphological and physiological characters. Molecular phylogenetics (Scornavacca et al., 2020) was born in the middle of the 20th century, but the emergence of high-throughput sequencing in the new century revolutionized this field, reshaping the methodological challenges. Having access to genome-scale data calls for more intensive algorithmic optimization approaches, which can consider the most widely used tree-building methods. The use of massive datasets requires from the study of issues such as data quality (bias, inconsistency, etc.) and model adequacy.

6.1. State of the art

A list of recent works on phylogenetics is provided in Table 4 and presented in this subsection. Zambrano-Vega et al. (2016) present a phylogenetic inference software called MO-Phylogenetics. This software combines the multiobjective optimization techniques of jMetalCpp (López-Camacho et al., 2014), the bioinformatics libraries of the framework BIO++ (Dutheil et al., 2006) and the optimized functions of the phylogenetic likelihood library (Flouri et al., 2015). In fact, jMetalCpp is a C++ based framework that includes well-known EAs such as NSGA-II and the
multiobjective EA based on decomposition (MOEA/D) (Zhang and Li, 2007). Similarly, BIO++ includes methods to read, store, and manipulate phylogenetic trees and functions to reconstruct phylogenies from sequence data using maximum parsimony, maximum likelihood, and distance-based methods. Finally, the phylogenetic likelihood library offers some utilities for reducing the high memory requirements and allow the analysis of large datasets. The goal is to return a set of phylogenetic trees that represent trade-off solutions between parsimony and likelihood. A set of computational experiments based on three nucleotide datasets is described. This software is freely accessible from GitHub.

Santander-Jiménez et al. (2019) present the multiobjective shuffled frog-leaping algorithm, which combines parallel searches and swarm-based operators. Three different design alternatives are considered: a dominance-based approach, an indicator-based alternative, and an adaptive proposal incorporating both strategies. It is validated with instances containing protein data with divergent characteristics regarding the number of sequences and sequence length. The multiobjective quality metrics evaluated are set coverage and the indicator $I_{HF}$. The results are compared against state-of-the-art algorithms such as the NSGA-II algorithm. Villalobos-Cid et al. (2019) put forward a memetic algorithm based on the NSGA-II algorithm and aims to maximize both parsimony and likelihood. The authors carried out computational experiments with four different crossover operators and three mutation operators that are also used in the local search strategies. The experiments allow them to compare different configurations of their algorithm and to validate the proposed approach by comparing their results with those from state-of-the-art optimization algorithms using several benchmark instances. The algorithms are implemented in R (R Core Team, 2021). The methodology described is enhanced in Villalobos-Cid et al. (2022). This work introduces an \textit{ad hoc} multimodal operator that includes information about the decision space in order to increase the diversity of solutions. An optimization problem is labeled as multimodal when it has more than one Pareto set of solutions. Zhang et al. (2019) propose a parallelized multiobjective EA by deploying on the Spark open-source unified analytics engine. The algorithm uses consensus information in each subpopulation (to improve convergence) and has a membrane structure that limits the number of trees in each subpopulation (to eliminate the imbalance between parallel working nodes). Both parsimony and likelihood criteria are considered in the objective function. Computational experiments are based on three real nucleotide datasets. An interalgorithm cooperative approach is presented in Santander-Jiménez et al. (2020). It relies on three algorithms: the NSGA-II, the indicator-based EA (IBEA) (Zitzler and Künzli, 2004), and the MOEA/D. The cooperation among the algorithms is supervised by an elite island component. Experiments are based on five protein datasets with different number of sequences and sequence length. According to the results, this approach shows greater benefits, in terms of parsimony and likelihood, than stand-alone algorithms, standard island models, and other state-of-the-art algorithms.

Phylogenetic inference is becoming increasingly complex as a result of more realistic formulations and larger input datasets. Acknowledging this, Santander-Jiménez et al. (2022) explore the combination of multilevel parallelism and heterogeneous computing. In particular, they describe a parallel metaheuristic, which establishes joint exploitation of parallel tasks at the algorithm, iteration, and solution levels. The computational experiments are based on five real-world biological datasets and report accelerations up to $396\times$ over the baseline metaheuristic and relevant energy savings in comparison to different parallel approaches. The baseline metaheuristic is a multiobjective frog-leaping optimization described in Santander-Jiménez et al. (2018).
An approach to construct a species tree from a set of estimated gene trees, considering several optimization criteria, is designed by Nayeem et al. (2020a). Gene trees may significantly differ from each other, which makes challenging the species tree estimation. The authors develop the summation of normalized objectives, and they use a GA to address the problem. Actually, their GA is an adaptation of the NSGA-II one. The experiments are based on challenging simulated datasets and compare the results of several popular methods. The multiple sequence alignment problem is studied as a previous task for estimating phylogenetic trees by Nayeem et al. (2020b). These authors state that the aforementioned task is usually carried out considering a single objective. This work shows that even high-quality alignments (according to popular measures) may fail to achieve acceptable accuracy when generating phylogenetic trees. In this context, they present an application-oriented multiobjective approach for computing MSAs for the purpose of phylogeny inference. Their approach relies on the multivariate linear regression and domain knowledge methods. The NSGA-II, the NSGA-III (Deb and Jain, 2013), and MOEA/D are implemented using an open-source framework called jMetalMSA (https://github.com/jMetal/jMetalMSA), while experiments are based on both simulated and biological datasets.

Also in the context of phylogenetics, Garnier et al. (2018) analyze a different problem. The aim is to build large-scale phylogenetic trees of plant species from completely sequenced chloroplast genomes. This is a challenging task because of a few core genes disturbing the phylogenetic information. Thus, it is necessary to identify these genes and remove them from the analysis. Computational experiments, based on a large set of chloroplasts, are carried out to assess and compare the performance of three metaheuristics: a GA, a PSO, and a SA. The effects of genes on tree topology and supports are assessed using Lasso tests.

From this subsection it can be concluded that several challenging optimization problems emerge from phylogenetics inference. There are many recent and diverse works. The researchers identify the following topics as highly relevant for future research: multiobjective, parallel computing, cooperation among algorithms, heterogeneous computing, energy savings, parameter fine-tuning (sensitivity analysis), deep learning, and use of prior knowledge, among others.

7. String problems

The DNA store most of the genetic instructions of living organisms and can be represented in the form of a string. For this reason, there is a number of string problems in bioinformatics. In addition, there are problems involving protein sequences. Blum and Festa (2016) study the following string problems in bioinformatics that can be naturally addressed with metaheuristics: the minimum common string partition (MCSP) problem, the LCS problem, the most strings with few bad columns problem, the consensus string problem, the alignment problem, the DNA sequencing problem, and the founder sequence reconstruction problem. This section briefly introduces some of the most relevant string problems and reviews recent work related to them.

7.1. Multiple sequence alignment problem

Comparing genomic sequences of individuals from different species means to determine their similarity or difference. This comparison may help to identify DNA regions with relevant
functionality, evolutionary relationships, and spot mutations. Given two (or more) sequences, a measure of similarity is designed/chosen, which constitutes a number related to the cardinality of subsets composed of corresponding elements/symbols. The correspondence must be order-preserving, and gaps may be considered. To decide which is the best option among all possible alignments (Fig. 6), a score reflecting the quality of each one is computed.

The pairwise alignment problem refers to two sequences, while the multiple alignment problem deals with a higher number of them. Multiple sequence alignments are more informative in terms of revealing patterns of conservation. Alignment problems can also be split in global or local: the global considers the entire length of the sequences, while the local discards regions of the sequences without similarity.

Solving the alignment problem is a primary phase for finding conserved motifs, performing phylogenetic analysis, predicting protein function, anticipating the secondary structure of protein or classifying proteins. However, this problem is a complex one, and its computational intractability was proven by Wang and Jiang (1994). Accordingly, many heuristics have been developed for addressing it, among others: MULTALIGN (Corpet, 1988), Clustal (Higgins and Sharp, 1988), ClustalW (Thomson et al., 1994), T-Coffee (Notredame et al., 2000), CHAOS/DIALIGN (Brudno et al., 2003), MUSCLE (Edgar, 2004), ProbCons (Wallace et al., 2004), and Kalign (Lassmann and Sonnhammer, 2005). The use of metaheuristics is also extensive. For instance, Chowdhury and Garai (2017) review works proposing multiobjective GAs. To measure the performance of many GAs against ClustalW the benchmark database of reference alignments BALiBASE is used (Thompson et al., 1999). The authors conclude that GAs are widely used to face this problem and, once more, verify the no-free-lunch theorem in this field: there is no single algorithm that outperforms all the others considering all objective functions and all the benchmark instances.

A list of recent works on the sequence alignment problem is shown in Table 5. Most of them study a multiobjective version of the problem (Ortuno et al., 2013; Rubio-Largo et al., 2015; Zhu et al., 2015a; Rani and Ramyachitra, 2016; Rubio-Largo et al., 2016; Manikandan and Ramyachitra, 2017; Rubio-Largo et al., 2018a; Dabba et al., 2019). Common measures of the objective functions are BALiscore scores, structural information, nongaps percentage, and number of totally conserved columns.

Note that all the metaheuristics proposed are population based. Thus, a usually complex parameter fine-tuning process is required. This issue is tackled by Rubio-Largo et al. (2018b). The authors present a framework to increase both the accuracy and the conservation of the alignment obtained. This framework, for a given input dataset, runs the aligner with the best parameter configuration found for another dataset with similar biological characteristics. The high number of benchmark
Table 5
Recent articles on metaheuristics dealing with the sequence alignment problem

<table>
<thead>
<tr>
<th>Article</th>
<th>Metaheuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dabba et al. (2019)</td>
<td>Artificial fish swarm algorithm</td>
</tr>
<tr>
<td>Hussein et al. (2019)</td>
<td>Flower pollination algorithm</td>
</tr>
<tr>
<td>Chaabane (2018)</td>
<td>PSO and GA</td>
</tr>
<tr>
<td>Mohsen et al. (2018)</td>
<td>Harmony search algorithm</td>
</tr>
<tr>
<td>Rani and Ramyachitra (2018, 2016)</td>
<td>ABC and bacterial foraging optimization</td>
</tr>
<tr>
<td>Rubio-Largo et al. (2018a, 2015)</td>
<td>Memetic metaheuristic</td>
</tr>
<tr>
<td>Yadav (2018)</td>
<td>Biogeography-based optimization</td>
</tr>
<tr>
<td>Zemali and Boukra (2018b)</td>
<td>GSA</td>
</tr>
<tr>
<td>Manikandan and Ramyachitra (2017)</td>
<td>Bacterial foraging optimization and GA</td>
</tr>
<tr>
<td>Rubio-Largo et al. (2016)</td>
<td>ABC</td>
</tr>
<tr>
<td>Zhu et al. (2015b)</td>
<td>EA based on decomposition</td>
</tr>
<tr>
<td>Ortuno et al. (2013)</td>
<td>GA</td>
</tr>
<tr>
<td>Sievers et al. (2011)</td>
<td>GA</td>
</tr>
</tbody>
</table>

instances used is also remarkable, as well as the use of advanced statistical analysis to compare different algorithms’ performance. The methods described in this subsection may provide optimal (or near-optimal) alignments, but an optimal alignment may not correspond to the biologically correct one. Thompson and Schulz (1999) proposed a scoring system in their program CLUSTALW, in which parameters such as gap penalties are adjusted according to the characteristics of input sequences (e.g., sequence divergence, length, and local hydropathy). Katoh et al. (2002) designed a method for rapid multiple sequence alignment based on fast Fourier transform named MAFFT.

7.2. DNA sequencing

DNA sequencing refers to the process of determining the content and the order of the nucleotides in a DNA molecule. This knowledge is relevant in many application fields. In medical diagnosis, for example, comparing healthy and mutated DNA sequences can help to diagnose diseases such as different cancers (Chmielecki and Meyerson, 2014). In addition, being able to sequence DNA in a rapid way boosts a faster and individualized medical care (Abate et al., 2013). In medical research, DNA sequencing can contribute to the detection of the genes associated with acquired or hereditary diseases. Yet another application can be found in forensic science, where DNA sequencing can constitute valid proof in trials. Since the first DNA sequences were obtained, in the early 1970s, constant advances in both sequencing technology and algorithmic development have made DNA sequencing increasingly faster (Myers, 2016). The process of DNA sequencing may be modeled as a COP. Since there are diverse sequencing technologies (with different features), there are different optimization models as well.

A widely used and relatively basic technology is shotgun sequencing. As explained by Parla et al. (2011), in shotgun sequencing large pieces of DNA are sheared into smaller fragments that are then sequenced. Then these smaller pieces must be realigned and arranged into longer contiguous sequences representative of the initial DNA fragment. Due to the arbitrariness of the process,
to increase the probability of most of the original DNA fragment will be represented by overlapping fragments is necessary to use redundancy. Thus, generating a large number of sequences is typically required. Another example is DNA sequencing by hybridization (SBH), in which sets of oligonucleotides are hybridized under certain conditions that allow the detection of complementary sequences in the target nucleic acid. According to Drmanac et al. (2002), the sequence search parallelism of this strategy has enabled the creation of high-throughput, low-cost, miniaturized sequencing processes on arrays of DNA samples or probes. The use and progress of genome sequencing have advanced with the help of technological innovations that have improved the speed and quality and reduced the price, meaning that sequencing is feasible without large financial resources. At the very least, the price drop in DNA sequencing is as important as the efficiency, and for that reason, the National Human Genome Research Institute (NHGRI) has tracked the costs associated with DNA sequencing performed using this information as an important benchmark for assessing improvements in DNA sequencing technologies.

7.3. The fragment assembly problem

The DNA fragment assembly problem (FAP) constitutes a challenging problem where copies of DNA strands have to be sequenced and the resolution consists in assembling the pieces into the most plausible DNA sequence. It is usually linked to shotgun sequencing. The invention of gel sequencing techniques led to early fragment assembly methods, which followed the overlap-layout-consensus (OLC) paradigm (Kececioglu and Myers, 1995). This approach decomposes the FAP into three subproblems: (i) overlap, where all approximate overlaps between fragments are computed considering potential base call errors; (ii) layout, in which a credible ordering is set for joining overlapping fragments; and (iii) consensus, which is complex as a consequence of base call errors and unknown orientation. Most articles address the layout problem, which is the most challenging one due to the redundancy and the fact that the fragment can be in either orientation. A classical goal is to maximize the sum of overlap lengths between each fragment and the consequent one in the layout. In addition to the OLC paradigm, other popular strategies are greedy graph-based algorithms (Chikhi et al., 2016) and de Bruijn graphs, based on sequence k-mers, as the SPAdes program developed by Bankevich et al. (2012). For instance, Hughes et al. (2016) present a collection of GA variations: recentering–restarting GA, island model GA, and a GA that employs ring species. An interesting contribution is made by Vidal and Olivera (2018). This work develops a discrete firefly algorithm (FA) on a graphics processing unit (GPU) architecture aiming to speed up the search process for solving the FAP. More recently, Ali et al. (2020) design and implement variants of the PSO algorithm, which use heuristic information and local search.

A list of recent articles dealing with the fragment assembly problem is shown in Table 6. Most works have a single objective: the sum of overlap lengths. Other measures of performance reported sometimes are the computational time and the average number of fitness evaluations. The most common benchmarks are presented in Mallén-Fullerton et al. (2013).

7.3.1. Sequencing by hybridization

SBH was first presented by researchers in the early 1980s. This process consists of two phases. First, a biochemical experiment is carried out in a solvent, where the unknown, fluorescently labeled
Table 6
Recent articles on metaheuristics dealing with the fragment assembly problem

<table>
<thead>
<tr>
<th>Article</th>
<th>Metaheuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ali et al. (2020)</td>
<td>PSO</td>
</tr>
<tr>
<td>Allaoui et al. (2018)</td>
<td>Hybrid crow search algorithm</td>
</tr>
<tr>
<td>Vidal and Olivera (2018)</td>
<td>FA</td>
</tr>
<tr>
<td>Zemali and Boukra (2018a)</td>
<td>ABC</td>
</tr>
<tr>
<td>Gheraibia et al. (2016)</td>
<td>Penguins search optimization</td>
</tr>
<tr>
<td>Huang et al. (2016)</td>
<td>Memetic gravitation search algorithm</td>
</tr>
<tr>
<td>Hughes et al. (2016)</td>
<td>Recentering–restarting GA</td>
</tr>
<tr>
<td>Ülker (2016)</td>
<td>Harmony search algorithm</td>
</tr>
<tr>
<td>Huang et al. (2015)</td>
<td>Memetic PSO</td>
</tr>
<tr>
<td>Indumathy et al. (2015)</td>
<td>Cuckoo search algorithm (CSA)</td>
</tr>
<tr>
<td>Rajagopal and Maheswari Sankareswaran (2015)</td>
<td>PSO</td>
</tr>
</tbody>
</table>

Table 7
Recent articles on metaheuristics dealing with DNA sequencing by hybridization

<table>
<thead>
<tr>
<th>Article</th>
<th>Metaheuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swaminathan et al. (2019)</td>
<td>Hypergraph-based GA</td>
</tr>
<tr>
<td>Kwarcia et al. (2016)</td>
<td>ACO</td>
</tr>
<tr>
<td>Caserta and Voß (2014)</td>
<td>Matheuristic</td>
</tr>
<tr>
<td>Kwarcia and Formanowicz (2014)</td>
<td>TS</td>
</tr>
<tr>
<td>Blazewicz et al. (2013)</td>
<td>Hyperheuristics</td>
</tr>
</tbody>
</table>

DNA sequence hybridizes to a DNA chip. The examined DNA sequence hybridizes only to those oligonucleotides that are complementary on the chip. The result of the experiment is a spectrum, which is a set of subfragments of the unknown DNA sequence being examined. In this first phase, two different types of errors can take place: (i) positive errors, which are the oligonucleotides in the spectrum but not in the subfragments of the studied sequence; and (ii) negative errors, which are represented by the oligonucleotides that are not in the spectrum despite being subfragments of the DNA sequence. The second phase is the reconstruction of the unknown DNA sequence using the elements in the spectrum. For instance, Caserta and Voß (2014) model the DNA SBH problem as an orienteering problem, which is a variation of the popular traveling salesman problem with profits. The authors present a matheuristic, which is validated using 400 benchmark instances. Kwarcia et al. (2016) explore the same problem. These authors develop a multilevel ACO and test two realistic multiplicity information models, which seem to enable their algorithm to outperform the existing ones. Finally, Swaminathan et al. (2019) present a hypergraph-based GA to address this problem.

A list of recent articles on DNA SBH is shown in Table 7. Performance measures commonly reported are related to similarity scores and computational times. Benchmark instances are described in Blazewicz et al. (2006). Typically, authors perform diverse computational experiments, considering different values for the percentage of both positive and negative errors.
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Table 8
Recent articles on metaheuristics dealing with finding motifs in DNA

<table>
<thead>
<tr>
<th>Article</th>
<th>Metaheuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge et al. (2019)</td>
<td>Random projection and PSO</td>
</tr>
<tr>
<td>Gohardani et al. (2019)</td>
<td>ICA</td>
</tr>
<tr>
<td>Huan et al. (2015)</td>
<td>ACO</td>
</tr>
<tr>
<td>González-Álvarez et al. (2013)</td>
<td>ABC and GSA</td>
</tr>
</tbody>
</table>

7.4. Finding motifs in DNA

The process in which a gene is transcribed to form an RNA sequence is known as gene expression. The RNA sequence enables the production of the related protein sequence. This process begins when the transcription factor (a macromolecule) is bounded to a transcription factor binding site (TFBS), which is a short subsequence in the promoter region of the gene (Zare-Mirakabad et al., 2009). These TFBSs are characterized by highly similar domains with consensus patterns, so called motif. Motifs tend to be distributed in promoter sequences and have a length of 8–15 amino acids. The promoter is generally the base sequence with length 1000–2000 base pairs. The goal here is to recognize motifs. Finding motifs in DNA enables the uncovering of the underlying regulatory relationship and the understanding of the evolutionary mechanism associated with living organisms.

González-Álvarez et al. (2015) compare the performance of seven multiobjective metaheuristics for finding motifs. Gohardani et al. (2019) propose a multiobjective imperialist competition algorithm (ICA). The performance of the metaheuristics is assessed by many metrics, such as hypervolume and coverage relation. In these two articles, the goal is to maximize the length, support, and similarity of the motif simultaneously. Similarly, Ge et al. (2019) present a PSO and random projection-based algorithm. The nucleotide-level performance coefficient is selected to assess the performance of the metaheuristic. It depends on the number of nucleotide positions in both known and predicted sites. A list of recent articles on finding motifs in DNA is shown in Table 8, while benchmark instances are described in Tompa et al. (2005).

7.5. Consensus string problems

Consensus string problems aim to determine a consensus string for a given finite set of strings. Blum and Festa (2016) describe four different problems.

- The closest string problem (CSP): The consensus is a new string that minimizes the total distance from all the strings.
- The close to most strings problem (CTMSP): The consensus is a new string close to most of the strings.
- The farthest string problem (FSP): The consensus is a new string that maximizes the total distance from all the strings.
Table 9
Recent articles on metaheuristics dealing with consensus string problems

<table>
<thead>
<tr>
<th>Article</th>
<th>Metaheuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferone et al. (2016)(^b)</td>
<td>GRASP</td>
</tr>
<tr>
<td>Gallardo and Cotta (2015)(^b)</td>
<td>GRASP-based memetic algorithm</td>
</tr>
<tr>
<td>Blum and Festa (2014)(^a)</td>
<td>ACO</td>
</tr>
<tr>
<td>Della Croce and Garraffa (2014)</td>
<td>Multistart</td>
</tr>
<tr>
<td>Pappalardo et al. (2014)(^b)</td>
<td>SA</td>
</tr>
<tr>
<td>Ferone et al. (2013)(^b)</td>
<td>GRASP and VNS</td>
</tr>
<tr>
<td>Mousavi et al. (2012)(^b)</td>
<td>GRASP</td>
</tr>
<tr>
<td>Tanaka (2012)(^a)</td>
<td>TS</td>
</tr>
</tbody>
</table>

\(^a\)CSP.
\(^b\)FFMSP.

- The far from most strings problem (FFMSP): The consensus is a new string far from most of the strings.

There are related problems, such as the center string problem, which is a restricted version of the CSP where the solution string must be taken from the given set of strings (Nicolas and Rivals, 2005). It is also worthwhile to mention that different metrics may be used (such as Hamming or Levenshtein distances), which implies various versions of the problem, each with its own distinct complexity. A list of recent articles on consensus string problems is shown in Table 9.

7.6. Longest common subsequence problems

Given a set \(S = \{s_1, s_2, \ldots, s_n\}\) of \(n\) strings over a finite alphabet, the LCS problem consists in finding the longest string \(t\) that is a subsequence of all the strings in \(S\). It is considered that the string \(t\) is obtained by deleting characters of a string \(s\). The LCS problem has applications in many fields, bioinformatics is one of them. It can be solved through dynamic programming, but this approach becomes impractical for large sizes of \(n\). Other restricted versions have been tackled in the literature, being the most important ones.

- The repetition-free LCS (RF-LCS) problem: There are two input strings, \(s_1\) and \(s_2\), over a finite alphabet; the aim is to obtain the LCS of \(s_1\) and \(s_2\), taking into account that no letter may appear more than once in a valid solution.
- The constrained LCS (C-LCS) problem: There are three input strings, \(s_1\), \(s_2\), and \(s_c\), over a finite alphabet; the aim is to obtain the LCS of \(s_1\) and \(s_2\) that contains \(s_c\) as a subsequence.
- The generalized constrained LCS (GC-LCS) problem: There are three input strings, \(s_1\), \(s_2\), and \(t\), over a finite alphabet; the aim is to obtain the LCS of \(s_1\) and \(s_2\) that includes (or excludes) \(t\) as a subsequence.

A list of recent articles on LCS problems is shown in Table 10. Most algorithmic proposals for these problems have been evaluated using randomly generated instances or real data, but there are
Table 10
Recent articles on metaheuristics dealing with longest common subsequence problems

<table>
<thead>
<tr>
<th>Article</th>
<th>Metaheuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Islam et al. (2019)</td>
<td>Chemical reaction optimization</td>
</tr>
<tr>
<td>Blum and Blesa (2018a)</td>
<td>Matheuristic algorithm</td>
</tr>
<tr>
<td>Blum and Blesa (2018b)</td>
<td>Matheuristic algorithm</td>
</tr>
<tr>
<td>Blum and Blesa (2016)</td>
<td>Construct, merge, solve, and adapt (CMSA) algorithm</td>
</tr>
<tr>
<td>Markvica et al. (2015)</td>
<td>ACO</td>
</tr>
<tr>
<td>Blum et al. (2013)</td>
<td>Beam-ACO</td>
</tr>
<tr>
<td>Castelli et al. (2013)</td>
<td>GA</td>
</tr>
<tr>
<td>Mousavi and Tabataba (2012)</td>
<td>Beam search</td>
</tr>
<tr>
<td>Tabataba and Mousavi (2012)</td>
<td>Hyperheuristic</td>
</tr>
<tr>
<td>Blum (2010)</td>
<td>Beam-ACO</td>
</tr>
<tr>
<td>Lozano and Blum (2010)</td>
<td>VNS</td>
</tr>
</tbody>
</table>

LCS.
RF-LCS.

no benchmark instances. As far as we are aware, there is no metaheuristic approach that deals with the C-LCS problem or with the GC-LCS problem.

### 7.7. Unbalanced minimum common string partition problem

The MCSP is a special case of the UMCSP problem. Let \( s_1 \) and \( s_2 \) be two strings, both with the same length, over an alphabet such that each letter appears the same number of times in each string \( s_1 \), \( s_2 \). The MCSP problem is to find the smallest partition \( P \) of nonoverlapping substrings of \( s_1 \) such that \( P \) is a partition of nonoverlapping substrings of \( s_2 \) too. The following example from Blum and Festa (2016) illustrates the problem: Let there be two DNA sequences: \( s_1 = AGACTG \) and \( s_2 = ACTAGG \); clearly, \( s_1 \) and \( s_2 \) are related, since each letter appears the same number of times in both strings; a trivial valid solution would be \( P = \{ A, A, C, T, G, G \} \); the objective function value of this solution is \(|P| = 6\); but the optimal solution, \( P = \{ ACT, AG, G \} \), has an objective function value of 3.

There is only one difference between the UMCSP and the MCSP problems: the first does not require the input strings to be related. It may be formally defined in this way: let there be two strings, \( s_1 \) and \( s_2 \), of lengths \( n_1 \) and \( n_2 \), respectively, over a finite alphabet. A solution is built by partitioning \( s_1 \), into a set \( P_1 \) of nonoverlapping substrings, and \( s_2 \), into a set \( P_2 \) of nonoverlapping substrings, such that (i) a subset \( S_1 \subseteq P_1 \) and a subset \( S_2 \subseteq P_2 \) exist, with \( S_1 = S_2 \); and (ii) no letter \( a \) is simultaneously present in a string \( x \in P_1 \setminus S_1 \) and in a string \( y \in P_2 \setminus S_2 \). Let \( S \) represent the largest subset \( S_1 = S_2 \) that meets the aforementioned conditions. The objective is to minimize \(|S|\).

The MCSP problem was first studied by Goldstein et al. (2004). Blum et al. (2015) present the first integer linear programming (ILP) model for this problem, as well as an ILP-based heuristic. More efficient ILP models have been later proposed by Blum and Raidl (2016) and Ferdous and Rahman (2015). A list of recent articles on the MCSP problem is shown in Table 11. In contrast, the UMCSP has only been studied by Blum (2016), who proposed a CMSA algorithm.
Table 11
Recent articles on metaheuristics dealing with the minimum common string partition problem

<table>
<thead>
<tr>
<th>Article</th>
<th>Metaheuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blum (2020)</td>
<td>CMSA algorithm and reduced VNS</td>
</tr>
<tr>
<td>Ferdous and Rahman (2017, 2013)</td>
<td>MAX-MIN ant system</td>
</tr>
<tr>
<td>Blum et al. (2016)</td>
<td>CMSA algorithm</td>
</tr>
<tr>
<td>Blum et al. (2014)</td>
<td>Iterative probabilistic tree search</td>
</tr>
</tbody>
</table>

7.8. The most strings with few bad columns problem

The most strings with a few bad columns (MSFBC) problem was initially described by Boucher et al. (2013). It can be worded as follows: Let there be a set $I$ of $n$ input strings of length $m$ over a finite alphabet, that is, $I = \{s_1, s_2, \ldots, s_n\}$; let there be a parameter of the problem denoted by $k$; then, the aim is to create a subset $S \subseteq I$ of maximum size such that the strings in $S$ differ in no more than $k$ positions. A position $j$ in which the strings from $S$ differ is termed a bad column.

Boucher et al. (2013) prove that the MSFBC problem has no polynomial-time approximation unless $NP$ has randomized polynomial-time algorithms. Later, Lizárraga et al. (2015) present an ILP model to address this problem, as well as a simple greedy heuristic and an extension, called the greedy-based pilot method. As expected, the authors find that using CPLEX to tackle the ILP model provides the optimal solution for small and medium instances in reasonable amounts of time, but the heuristic methods scale much better for large instances. Finally, Lizárraga et al. (2017) present a large neighborhood search (LNS) approach, which relies on the ILP solver CPLEX as a subroutine to get, at each iteration, the best possible neighbor in a large neighborhood of the current solution. According to the results, the LNS tends to outperform greedy strategies.

7.9. Genome rearrangement

The most common and most studied mutations operating on DNA sequences are local: they affect only a very small stretch on DNA sequence. These mutations include nucleotide substitutions (where one nucleotide is substituted for another), as well as nucleotide insertions and deletions. Most phylogenetic studies have been based on these types of mutations. Genome rearrangement is a different class of mutation affecting very large stretches of DNA sequence. A genome rearrangement occurs when a chromosome breaks at two or more locations (called the breakpoints), and the pieces are reassembled in a different order. This results in a DNA sequence that has essentially the same features as the original sequence, except that the order of these features has been modified. Although molecular biology gave birth to it, combinatorics of genome rearrangements is now a mathematical and algorithmic field with several studies that has found its own coherence (Pevzner, 2000; Fertin et al., 2009). For instance, Siqueira et al. (2020) analyze the reversal distance between genomes with duplicated genes when the orientation of genes is unknown. This work describes three approaches of metaheuristics using random maps, local search, and GAs. The comparison shows that the heuristic proposed based on local search and GA techniques tend to produce very
good solutions in terms of average distance estimation error. In this paper, the authors plan to extend the heuristics by considering other genome rearrangement events as transposition, insertion, and deletion opening new challenges for readers.

8. Other combinatorial optimization problems

There are other COPs in bioinformatics that are interesting for both operational researchers and computer scientists. Since a detailed analysis would significantly increase the size of the manuscript, this section offers just a brief description and provides some relevant references for the interested reader.

8.1. Medical image analysis

Nowadays, medical imaging is the facto standard for acquiring in vivo visual information from inside our bodies. There are several ways to do it, among them: ultrasound, computed tomography (CT), magnetic resonance (MR), X-ray, or intraoperative cameras. The application of metaheuristic algorithms in medical imaging has been rather limited and mainly related to image segmentation. Recently, Natarajan and Kumarasamy (2019) use fuzzy logic with a spiking neuron model for segmenting brain tumors in MR images that optimized the weight and bias parameters applying a chicken behavior-based swarm intelligence metaheuristic. Another example is Rodrigues et al. (2017) who apply GAs over CT images to precisely delineate and detect the pericardium contour of the human heart. Image registration also has had some metaheuristic proposals, such as using memetic search optimization for improving multimodal registration through the optimal processing of the signal intensity relationship between image modalities (Hering et al., 2016; Bejinariu and Costin, 2018). Image registration is a classical optimization problem from medical imaging, and an essential step for diagnosis and prognosis. Hering et al. (2016) successfully validated their method using diffusion weighted images with important noise artifacts. This is a diffusion MR fitting method used to study the neuron spatial behavior that is composed of a high number of 3D volumes, which are acquired with different $b$-values (Zhang et al., 2012). It is key that all the 3D volumes are very well aligned for getting a clear representation of the neurite distribution in each voxel. Similarly, Bejinariu and Costin (2018) compare three different metaheuristic approaches (CSA, PSO, and multiswarm optimization) for registering two images of different modalities.

8.2. Gene selection for classifying

Selecting key genes for classification (e.g., to differentiate between people with and without a given disease) constitutes an essential task in the majority of gene expression studies (Li et al., 2002; Hua et al., 2004; Jirapech-Umpai and Aitken, 2005; Lee et al., 2005; Yeung et al., 2005). The objective of the researchers when they address this gene selection problem tends to be one of the following ones.
• Identifying key genes for future research, which involves selecting a set of genes related to the outcome of interest. These genes may perform similar functions and be highly correlated.
• Identifying small sets of genes that may be useful to diagnose diseases and conditions. This entails selecting the smallest set of genes that achieve a good predictive performance.

Metaheuristics have been largely used for gene selection for classifying (high-dimensional) microarray data, either considering just two classes or more. For instance, recently Pashaei et al. (2019) design a binary PSO and a binary black hole algorithm. Their framework works with the following classifiers: $k$-nearest neighbor, naive Bayes (NB), and discriminant analysis. These authors test the aforementioned algorithms on different benchmarks and microarrays data with the following measures: convergence rate, accuracy, and number of selected genes. Similarly, Prasad et al. (2018) present a recursive PSO approach for gene selection that is combined with a linear support vector machine (SVM) with the aim of maximizing accuracy. An adaptive GA is proposed by Shukla et al. (2018). It employs an SVM and an NB classifier. The latter is used as a fitness function that allows to identify discriminating genes, as well as to maximize the accuracy of the classification process.

9. Open issues and trends

Despite the growing number of works addressing COPs in bioinformatics, there are many open challenges and some interesting trends that we discuss in this section. First, the technological development of the last decades has brought more powerful computers, making it possible to develop parallel and distributed implementations of metaheuristics. Boosted by this development, during recent years, experts on metaheuristics have presented more advanced and complex designs, such as multiobjective approaches or hybrid metaheuristics. Moreover, there is an increasing amount of available data in bioinformatics, as a consequence of new high-throughput technologies (microarray genomic data, protein and DNA sequences, image-based biomarkers, clinical test, bibliographic data, etc.). This poses new challenges and problems, as well as a need for knowledge discovery algorithms (Talbi, 2013). In the past, small benchmarks helped us to experiment with the concepts, and now it is possible to use evolved algorithms to explore large-scale and real-world data, which might show the true potential of these algorithms (Hughes et al., 2014).

Over the following years, metaheuristic algorithms are called to play a relevant role in variable selection within the context of artificial intelligence methods. For example, nowadays disease modeling is a vibrating research field within bioinformatics that requires a great amount of data—patient information from different sources and sample size: number of subjects and time points per subject. However, the biggest challenge for any disease modeling approach is that increasing the number of input variables will also raise the confounding factors that affect the performance and robustness of the proposed models. For this reason, there is a clear need for an optimal selection of the relevant information that will help our models to efficiently delineate the path of any disease progression.

10. Conclusions and future work

Bioinformatics constitutes an interdisciplinary and active field of science. The number of potential applications has grown during recent years. This has been caused by an increase of the quality,
quantity, and variety of available data, which has led to new challenges and problems, as well as to the development of related methods and technologies. Many of the related problems may be modeled as NP-hard COPs involving large amounts of data. With the purpose of tackling these problems, the research community increasingly relies on metaheuristic approaches, which enable the solving of large-scale instances using a reduced number of computational resources, including computational time and memory.

Hence, metaheuristic algorithms constitute a powerful tool to solve large-scale optimization problems in the area of bioinformatics. Even when other approaches might also be available for many of these optimization problems, due to their flexibility metaheuristics are always an effective tool that can provide “high-quality” solutions in reasonably low computing times. Among the main advantages of using metaheuristics applied to bioinformatics we can highlight that optimization problems in this field are usually large scale and NP-hard, which impose severe limitations on the use of exact optimization methods. In addition, data provided by researchers and scientists inherently involve errors, and here is where extended metaheuristics methods, such as simheuristics (Chica et al., 2020) and learnheuristics (Bayliss et al., 2020) are more flexible than exact approaches. Several tasks in bioinformatics involve the optimization of different objectives, thereby making the application of metaheuristics more appropriate and natural.

Among the most popular COPs in bioinformatics, one can highlight the PSP problem and several string-related problems. The latter ones cover several optimization problems, such as finding motifs in DNA, alignment problems, etc. In addition, metaheuristics play an essential role in medical imaging and disease modeling (through variable selection, parameter fine-tuning, etc.).

Although computers are becoming increasingly powerful, time complexity will continue to be an issue in bioinformatics due to the huge amount and variety of data, and the need for relatively fast answers. Thus, there are several lines of future research related to metaheuristics and bioinformatics. Some of these seem particularly interesting in our eyes: (i) the development of more powerful algorithms relying on distributed and parallel paradigms, and the hybridization of different algorithms; (ii) the development of more robust algorithms, which take into account the uncertainty or stochasticity in bioinformatics (due to the nature of the data used or to errors caused by the technology employed to capture data); (iii) the deployment of multiobjective approaches to consider the diverse objectives (often conflicting ones) in most problems; and (iv) the design of frameworks for parameter fine-tuning to exploit instance-specific features in order to improve results.
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