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Abstract

The manufacturing process of photovoltaic devices, such as solar cells, relies on
the production of Transparent and Conductive Oxide (TCO) films. One of the
techniques for creating these films is based on Aerosol-Assisted Chemical Vapour
Deposition (AACVD). The AACVD process comprises the atomisation of a pre-
cursor solution into aerosol droplets, which are transported to a heated chamber
for the synthesis of films such as the TCOs, as well as coatings, powders, com-
posites and nanotubes. At present, AACVD has not been used as an industrial
deposition technique. However, it has the potential to be scaled-up due to its ver-
satility and the ease through which effective functional coatings can be deposited at
a laboratory-scale. Computational simulations are pivotal to study the feasibility of
such a scale-up.
This thesis presents, therefore, an integrated model to support the AACVD pro-

cess scale-up. The model is comprised of four stages: aerosol generation, transport,
delivery and chemical deposition. The generation of aerosol is described by a dis-
tribution of droplet sizes, which is the input to a transport model that incorporates
the impact of aerosol losses. The output distribution provides sufficient information
to predict the amount and sizing of aerosol reaching the deposition site. Experi-
mental validation has shown the model to be effective at predicting transport losses
and droplet sizes. The delivery stage includes the solvent evaporation, accounting
for uncertainties in the temperature profile of the deposition site. This is a key
factor for the solvent evaporation, setting the precursors free to react and form the
desired products. For the chemical deposition stage, reactions in the solid and gas
phases were studied. The model presented is suitable for application on the scale of
industrial processes and is also suitable for processes that rely on atomisation and
transport of particles, for example, spray drying or cooling and fuel combustion.
Lessons learned in modelling uncertainties and their impact on process scale-up

motivated the research into formulation, modelling and solution methods for such
applications. Therefore, as an additional contribution, this thesis introduces Un-
certainty.jl, a modelling framework focused on the treatment of uncertainty. The
framework aims at a concise and natural syntax, allowing for a traditional mathem-
atical notation without having to compromise between speed and code readability.
Methods and operators were defined so that users can easily write down models with
intrinsic parameter uncertainty and evaluate these models. Examples are presented
to show the ease with which models can be developed using the framework. The
contributions of this thesis are freely available on GitHub [1].



Impact Statement

Ever-growing energy demand coupled with increasing air pollution and depletion
of fossil-fuel resources are key indicators of the need for sustainable energy alternat-
ives. The demand for solar cells has been increasing steadily and the advancement
of their manufacturing process is crucial. This thesis aims at contributing with such
an advancement. Solar cells rely on the production of Transparent Conducting Ox-
ide (TCO) films, which can be done via the Chemical Vapour Deposition (CVD)
process. This technique involves the vaporisation of volatile precursors and their
transport to the reaction site, where the deposition and film formation take place.
A modification of the CVD technique results in the Aerosol-Assisted Chemical Va-
pour Deposition (AACVD), which generates aerosol droplets from the precursor
solution instead of vaporising it. More options of precursors become available and
the deposition rate at the substrate is higher.
Since AACVD is still being developed in the laboratory-scale, modelling the pro-

cess is essential for scaling it up. This thesis provides models whose applications
range from obtaining information about how sensitive variables are to the scale of
the process through to assessing the viability and robustness of the industrial-scale
process. Simulations also work as a proof-of-concept for the feasibility of keeping the
current CVD equipment used in the industry to operate using the AACVD tech-
nique instead. Additionally, the collaboration in the Engineering and Chemistry
interface is fostered: industrial requirements interact with in silico experiments,
which interact with laboratory experiments.
The models and methodology of this thesis are also suitable for applications that

rely on atomisation and transport of particles; for example, spray drying or cool-
ing, ink-jet printing, agricultural sprays and fuel combustion. Additionally, in the
context of the current COVID-19 pandemic, another possible application is the pre-
diction of the extent of deposition of virus-contaminated aerosol in human airways.
Finally, as a free and open-source software, which fosters collaboration, free ex-

change of ideas and drives creative, scientific and technological advancements; this
thesis introduces Uncertainty.jl, an intuitive modelling framework that allows the
rapid development of complex models under uncertainty. The framework is user-
friendly and straight forward to be employed, inviting users who are not experts
in computer programming. The Uncertainty.jl framework and the AACVD models
developed and presented in this thesis are freely available on GitHub [1].
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1 Introduction and Background

This thesis finds itself under the scope of mathematical modelling and design for
process scale-up under uncertainty. The main application is on the Aerosol-Assisted
Chemical Vapour Deposition (AACVD) process scale-up.

1.1 Motivation

Competition in a global market and governmental regulations pose many chal-
lenges to the chemical industry and, therefore, to process systems engineers. The
concerns for any successful process are mainly economic, environmental and social
[2, 3]. A prosperous process must deliver products that satisfies the needs of the
consumers while generating profit. The process should also be sustainable, given
that society’s perception is now greatly affected by environmental matters. As an
example, products are now often designed with the “cradle to cradle” model [4]. The
selection of raw materials and reactants already minimises possible by-products such
as dangerous pollutants, while also considering product recycling and circularity.
One of the main challenges for sustainable development is in the energy field. In

particular, low-cost and efficient solar cells have become more and more relevant
for the generation of clean, affordable and reliable energy [5–7]. The manufacturing
process of such photovoltaic devices relies on the production of Transparent and
Conductive Oxide (TCO) films. One of the techniques showing growing potential for
the production of these films relies on Aerosol-Assisted Chemical Vapour Deposition
(AACVD), however it still needs further research before it can actually be used in
the context of an industrial-scale production of thin films. In summary, AACVD
comprises the atomisation of a precursor solution into aerosol droplets, which are
transported to a heated chamber for the synthesis of films such as the TCOs, as
well as coatings, powders, composites and nanotubes. At present, AACVD has not
been used as an industrial deposition technique. However, it has the potential to
be scaled-up due to its versatility and the ease through which effective functional
coatings can be deposited at a laboratory-scale. Computational simulations are
pivotal to study the feasibility of such a scale-up.
A key aspect of mathematical models is their capabilities to deal with uncertainty.
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The design of an industrial process or the improvement of an existing one has differ-
ent stages to be analysed. Uncertain parameters may be present throughout, from
synthesis, design, planning, and scheduling through to the control of processes, where
unexpected variations may occur in some parameters. Not taking into account un-
certainties may lead to sub-optimal operation or even failure of the process. As
an example, the production of functional thin films is subject to reaction rate con-
stants and transfer coefficients that may not be known or cannot be specified with
certainty, leading to uncertain deposition rates. Such a process is ideally built after
comparing many proposed design options, which must account for the uncertainties.
Therefore, simulating the process and considering uncertainties at the design stage
is essential.

1.2 Research Contributions

The main focus of this work is to use mathematical models to simulate the
AACVD process and to study the viability of bringing it from a laboratory-scale
to an industrial-scale. The aim is at keeping the models simple and yet effective,
using lumped parameters when possible to reduce the computational requirements
and make them suitable for use in a future model-based design procedure. The
models are also used to understand the sensitivity of the design variables to the
scale of the process and, subsequently, to investigate the robustness of the design to
the impact of uncertainties. In particular, the focus is on parameters, measurements
and process uncertainties, which become the main sources of model uncertainties.
An integrated model to support the AACVD process scale-up is introduced. The

model is comprised of four stages: aerosol generation, transport, delivery and chem-
ical deposition. There is a range of droplet sizes obtained when generating aerosol,
which are represented accordingly. The generation of aerosol by ultrasonic vibration
is described by a distribution of droplet sizes. Such a distribution is the input to
a transport model that incorporates the impact of aerosol losses, which depend on
the properties of the droplets, the flow and the piping system. The output distri-
bution provides sufficient information to predict the amount and sizing of aerosol
reaching the deposition site. The transport model is tested through different scen-
arios, using horizontal, inclined and vertical pipes of different lengths connected by
bends. Experimental validation will show that the model introduced is effective at
predicting transport losses and droplet sizes. The delivery stage includes the droplet
evaporation after leaving the transport system and accounts for uncertainties in the
temperature profile of the deposition site. This is a key factor for the solvent evap-
oration, setting the precursors free to react and form the desired products. For the
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chemical deposition stage, reactions in the solid and gas phases are studied, where
obtaining a correct description of the mechanisms of reaction is a key challenge to
predict the film growth rate. The model presented is suitable for application on the
scale of industrial processes and is also suitable for processes that rely on atomisation
and transport of particles, for example, spray drying or cooling and fuel combustion.
Lessons learned in modelling uncertainties and their impact on process scale-up

motivated the research into formulation, modelling and solution methods for such
applications. Therefore, as an additional contribution, this thesis introduces Uncer-
tainty.jl, a modelling framework focusing on the treatment of uncertainty. Such a
framework is based on Julia, given that it is an open-source modern computationally
efficient language (scripted but with just-in-time compilation) providing support for
the design of domain specific languages via abstract types, multi-dispatch, operator
overloading and full Unicode support. The framework aims at a concise and natural
syntax, allowing for a traditional mathematical notation. For instance, the user
can write t = 700 ± (3δ) (simple range of uncertainty), X ∼ N (µ, σ2) (probab-
ility distribution function) or F0 = V 3 + [21.3, 21.7] (interval arithmetic) without
having to compromise between speed and code readability. A number of methods
and operators were defined, which allow users to easily write down models with in-
trinsic parameter uncertainty and evaluate these models. In addition to the AACVD
scale-up model, several examples are presented to show the ease with which models
can be developed using the framework, while the solutions obtained demonstrated
its viability. The Uncertainty.jl framework and the AACVD models developed and
presented in this thesis are open-source and freely available on GitHub [1].

1.3 Thesis Structure

Chapter 2 develops in detail the context and background of this thesis, including a
review of the relevant literature on process design and scale-up. Chapter 3 introduces
Uncertainty.jl, a modelling language designed to model uncertainties while writing
computational models. Chapter 4 presents the mathematical models used to study
the the AACVD process. Chapter 5 presents the results of the AACVD models and
experimental validation, while Chapter 6 presents the results for an industrial-scale
AACVD process. Finally, a summary and the conclusions of the work presented in
this thesis is found in Chapter 7.
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2 Process Design and Scale-up

In the context of the contributions previously introduced, the following sections
will outline the relevant concepts, some of the work done so far by fellow scient-
ists and engineers, as well as possible advancements yet to be achieved, towards
which this thesis leaves a humble contribution. Firstly, Aerosol-Assisted Chemical
Vapour Deposition process will be reviewed. Then, mathematical modelling under
uncertainty is discussed with the process scale-up application, along with the related
methods and tools.

2.1 Aerosol-Assisted Chemical Vapour Deposition
(AACVD)

Aerosol-Assisted Chemical Vapour Deposition (AACVD) is a modification of the
conventional atmospheric pressure Chemical Vapour Deposition (CVD) process for
the production of functional thin films. In both processes, chemical precursors
react and/or decompose on a substrate, forming the desired product. Both CVD
and AACVD can be used in the synthesis of films, coatings, powders, composites
and nanotubes [8–12]. Each one of these products has a particular application, for
example, in electronics and optoelectronic applications [13–17], self-cleaning surfaces
[18–21], and transparent conducting oxide (TCO) films; the latter are a special class
of glass coating which can be used in solar cells and smart glasses [22–25].
Conventional CVD is based on the vaporisation of the precursors before deliver-

ing them to the reaction site, while AACVD generates an aerosol from a solution
containing the precursors. For AACVD, although the precursors still need to be va-
porised to undergo the chemical vapour deposition at the reaction site, they do not
need to be transported in the vapour phase, which means that a wide range of safe
and easy to handle precursors can be used. The aerosol-assisted method allows easy
doping, since the stoichiometric ratio of dopant precursors to film precursors in the
solution can be closely related to the stoichiometric ratio in the resultant film. On
the other hand, conventional CVD would require precise control over gas flow rates,
which can be unreliable. There are also cost benefits when using AACVD since it
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is no longer necessary to heat and vaporise the precursors and to heat the piping
system to prevent condensation during transport of the vaporised precursors as is
done for the conventional CVD. The morphology of the films deposited via AACVD
can also be controlled as a function of the solvent used for the precursor solution
and different morphologies will lead to different properties, customised according to
the final application. Lastly, AACVD does not need a sophisticated reactor, since
it can operate in open atmosphere [8, 9, 26].

In the laboratory-scale, AACVD has been shown to produce low-cost, high-
efficiency and high-quality products with optical and electrical properties compar-
able to industry standards [8, 27–39]. The challenge is to predict the behaviour of
an AACVD process at industrial-scale. With that aim, this thesis will use mathem-
atical models along with the experimental data from the successful laboratory-scale
AACVD implementations. The success of the large-scale process can be specified in
terms of the highest specific product formation rate obtained that meet the industry
standard properties for the products. The scale-up procedure of the AACVD process
involves assigning values for design variables that will impact the aerosol drop size
distribution, the loss of aerosol during transport, the solvent evaporation, and the
chemistry in the deposition site. Finally, as an alternative to designing a new plant,
the AACVD process could potentially be suited to being incorporated into current
CVD industrial plants for thin film deposition. The objective is, therefore, to look at
the feasibility of generating aerosol and transporting it to the processing line using
existing CVD facilities. Challenges are mainly due to the distributed nature of drop
sizes in the aerosol, the prediction of losses over long distances, the need to model
the evaporation of the solvent in the delivery, and the complex reactions potentially
taking place in the deposition site. This thesis will introduce an integrated model
of the AACVD process for use in industrial-scale design. The model is comprised of
the following sub-processes: aerosol generation, aerosol transport, aerosol delivery,
and the chemical deposition itself, as shown and described in Figure 2.1.

Finally, it is important to mention that the atomisation of particles is an im-
portant process, given that many industrial applications require the production of
droplets with a particular size, for example, spray drying or cooling, film coating,
incineration/combustion of liquid fuels/waste or fuel injection in internal combus-
tion engines, production of fine emulsions, ink-jet printing, agricultural sprays, mass
spectrometry, pulmonary drug delivery, DNA microarray printing and controlled re-
lease drug delivery, among others [40, 41]. Ideally, the atomisation process should
control as tightly as possible the droplet median size, size distribution range, mor-
phology, and possibly the droplet composition, according to the application. For
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Figure 2.1: Schematic diagram of a large continuous industrial-scale Aerosol-
Assisted Chemical Vapour Deposition (AACVD) process, divided into
four units: firstly, a solution containing the precursors is atomised via
ultrasonic vibration to generate aerosol. Carrier gas is then used to
transport the aerosol over long distances (tens to hundreds of metres),
which causes some aerosol loss and change of its size distribution. In
the delivery unit, a cross-section of the equipment is shown, where the
filled rectangles represent heat exchangers used to heat the carrier gas
and evaporate the solvent, releasing the precursors. Finally, a functional
thin film is continuously grown on top of a moving glass by the chemical
deposition of the precursors.
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AACVD, the solution containing the precursor (more often) or the precursor itself
has to be atomised and become an aerosol before being sent to the reaction chamber.
There are several methods for the atomisation, each one with a particular mechan-
ism; the most popular ones were reviewed by Hou and Choy [9]. Depending on
the method used, it is possible to achieve different generation rates and droplet size
distributions. It is important to be able to control the size of the droplet and how
narrow the distribution of sizes is, which will be a subject of study presented in this
thesis.

2.2 Process Modelling for the Chemical Deposition

After the precursors are dissolved, the solution is atomised into aerosol, which
is transported to the reaction site. There, the chemical vapour deposition itself
will take place. The deposition is well-known to have complex gas-phase and sur-
face processes. This includes transport phenomena (mass, momentum and energy),
thermodynamics, kinetic competition between phases, species diffusion, classical
nucleation theory, adsorption and desorption kinetics and equilibrium. The reaction
mechanisms can also be very complex, including up to hundreds of reactions and
chemical intermediates [42].
There have been a number of chemical vapour deposition models proposed for

specific deposition processes, with different degrees of complexity. They aimed at
the manufacture of specific products, for example, the deposition of diamond [42],
boron [43], tungsten [44], silicon carbide [45], carbon nanotubes [46], fused silica
glass [47, 48], graphene [49], silicon [50] and carbon fibre [51].
The governing equations for each of the above models are based on the mass, mo-

mentum and energy conservation equations. What changes is the particular mech-
anism suggested for the specific deposition modelled and the depth of the models in
terms of how lumped the parameters are. There are also differences regarding how
the parameters are calculated. For example, some models used the Arrhenius law
to estimate the kinetic constants, other models fitted the parameters using experi-
mental data. The more lumped the parameter are, the easier it may be to interpret
the equations and fit the parameters. However, there may be loss of precision in the
results. Instead of actually writing down the conservation equations, it is possible
to use their already implemented version within the computational fluid dynamics
framework, for example, using the Ansys Fluent Software 1. The drawback is the
expensive computational costs to evaluate the models.
There will always be a trade-off between model complexity and precision of results.

1https://www.ansys.com/products/fluids/ansys-fluent
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Ideally, the models should be as complex as necessary to provide useful results, but
not more complex. With that in mind, this thesis will write conservation equations
for the production of a non-specified film. The equations can then be adapted for a
particular film and the extent of simplifications can also be adapted. For example, if
the mechanism for a particular deposition is limited by the diffusion of the precursor
from the gas phase to the interface with the solid, the kinetics of the reaction could
be neglected. The mechanisms are studied in laboratory-scale experiments, but
scaling-up the deposition is necessary for large-scale applications. Therefore, the
use of mathematical models for scale-up is discussed next.

2.3 Mathematical Modelling for Process Scale-up

Taking a process from laboratory to industrial-scale poses significant challenges
when predicting the behaviour at the larger scale. Laboratory experiments can test
different parameters, such as temperature, pressure, flow rates, solution concentra-
tion, etc. However, given successful operating conditions for the laboratory setting,
adjustments will be necessary to achieve a large-scale operation [52–56]. Many vari-
ables are scale-dependent, for example, the transfer of heat is strongly dependent on
the ratio of surface area to volume. Laboratory experiments are key for understand-
ing the underlying process behaviour, including reaction mechanisms and transport
phenomena. It is then necessary to determine the variables that will need to be
adjusted and also how they will have to change in order to keep the feasibility of
the process. The design of equipment at a larger scale and the criteria that may be
used in taking decisions about such equipment are based on the modelling of the
process features [57, 58]. Extrapolating from the experimental parameters to obtain
the industrial-scale parameters will also introduce uncertainties in the prediction of
the process behaviour, which will be discussed in the next section.

Some variables will need to have their values adjusted when moving from the
laboratory to the industrial-scale. Therefore, models will be proposed aiming at
simulating the AACVD process to study how those variables will have to change in
order to keep the expected outcome and the feasibility of the industrial-scale process.
Models will be used to guide the design of the industrial-scale process, also using
data gathered from small-scale experiments. The models developed may also prove
useful for the analysis of existing processes based on aerosol generation, transport,
delivery and chemical deposition.
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2.4 Uncertainty

There are different definitions for uncertainty. In general, it refers to the im-
possibility of having a parameter associated to a correct fixed value. One may
assume a fixed value; however, there is a range of values that the quantity could
assume. Therefore, such fixed value would actually be a nominal value. Uncertainty
also refers to the existence of variations in a measured parameter. This means that
one can expect the true value to lie within an interval, which can be called the
uncertainty interval. It is important to study the effect on the final results of the
uncertainties linked to each measurement made.
The overall uncertainty of a process has the contributions of many sources. For

example, conceptual modelling errors (wrong or incomplete assumptions, simplifica-
tions, wrong equations, etc.), unknown consequences that depend on future events,
imprecise decision-maker preferences, vague information, uncertainties related to the
measuring devices, system disturbances, sensor-system interactions, etc. Therefore,
treating uncertainty is a key element in process modelling.

2.4.1 Uncertainty in Computational Models

Uncertainty is ubiquitous in process design and scale-up, given that there is always
imperfect or unknown information where it is impossible to exactly describe all the
parameters [59]. Uncertainties in the model predictions are also introduced when
some of the model parameters are fitted from experimental data, which is usually
necessary when building models for process scale-up. Assumptions also generate
a number of uncertainties in the process models. Consequently, it is important to
consider the possible ranges of uncertain parameters and to understand how they
impact the process, while ensuring that the process continues working regardless of
the actual value that the parameters assume, anywhere in their uncertain ranges.
This grants the robustness of the process to uncertainties. Sensitivity and uncer-
tainty analysis [60] can be used to evaluate the robustness of the process models and
to quantify the expected extent of variation in the process outcome, in addition to
identifying the sources for variations in process performance.
Some parameters may have a single exact value, which cannot always be known

with precision. Other parameters are themselves inherently distributed due to vari-
ability or heterogeneity, for example, the sizes of droplets generated by ultrasonic
vibration. Both cases can be mathematically represented using the same approach,
namely, probability theory [61]. The strengths of this approach are exemplified by
how straight forward it becomes to quantify and understand how likely different
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outcomes are and to visualise potential scenarios. Simulations of the AACVD mod-
els allow the study, for example, of the impacts of ranges of transfer coefficients and
kinetic constants. Probability distributions can be used to describe such ranges.
Quantities such as the mean, variance, skewness, upper and lower quantile values,
and confidence intervals are used to understand the impacts on the results of the
uncertain and distributed parameters. Such information may also be represented
graphically, using probability density functions and likelihood plots, which can help
understand the predicted behaviour of the scaled-up process.
The modelling of uncertainty is essential in process design and optimisation, evid-

enced by [59], who also shared some challenges in the field. In particular, they
showed how important it is to develop tailored solution strategies, which can be
facilitated when there is a framework that allows easy prototyping, especially with
specific tools dedicated to representing uncertainty. Additionally, when dealing with
uncertainty, running simulations helps to rationalise and explain the results from
models. That can be done, for example, by incorporating Monte Carlo experiments
and the associated statistical methods into the stochastic models [62]. A modelling
language focused on the treatment of uncertainty would, therefore, be helpful to
facilitate writing, running, maintaining and sharing computational models. This
thesis will also leave a contribution regarding this necessity.
Another source of uncertainty stems from the change in scale of the process, given

that some model parameters are not scale-invariant. When laboratory-scale experi-
ments are used to find model parameters that adequately capture the physics of the
system, uncertainties are introduced while scaling such parameters. Approximations
must also be taken into account, since a simpler and yet effective model makes it
easier to estimate its parameters, for example, kinetic and mass transfer coefficients.

2.4.2 Uncertainty Classification

Different classifications for uncertainties have been proposed [59, 63, 64]. The
importance of classifying different types of uncertainties is mainly exemplified by
facilitating the selection of different methods to treat particular groups of uncer-
tainties. It is important to note that these classifications are not mutually exclusive
and it is possible to have cases in which a combination of them is appropriate. The
main classifications are now outlined.
Internal uncertainties are associated to the values and judgements of the decision-

makers. Usually, two groups are used to distinguish the internal uncertainties. The
first one is related to the lack of information about the process, such as the model
parameters. The second group is related to the structure of the model, which de-
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pends on the correctness or validity of the assumptions made. External uncertainties
are the ones that affect the process, although they are not part of it, for example,
product demand. Some authors also refer to external uncertainties when dealing
with the lack of information about the consequences of the decision-maker’s actions
[64].

There are two possibilities for the realisation of the uncertainties. If the realisa-
tion is independent of the process decisions, the uncertainty is exogenous. Alternat-
ively, if the decisions influence the realisation, the uncertainty is endogenous. This
could happen, for example, if the probability distribution of an uncertain parameter
changes or if the time when the realisation should occur changes. Exogenous uncer-
tainties can be exemplified by fluctuations in the market, for example, the prices of
raw materials. They can be represented using a scenario tree with defined shape.
Whereas endogenous uncertainties can be represented using a scenario tree with
conditional shape, given that the process decisions may change the time of realisa-
tion of uncertain parameters [59]. The endogenous uncertainties are usually related
to technical choices, for example, the size of a solar module manufacturing plant
can only be defined after the available locations are disclosed. Research on endogen-
ous uncertainties is more recent and there are many opportunities of development;
there is also a need for advancements on methods of optimisation to solve problems
with the two types of uncertainties at the same time, which usually happens in real
applications.

Finally, uncertainty can also be classified as epistemic or aleatory [65, 66]. The
former refers to the incomplete knowledge, which creates difficulties to fix a meaning-
ful value for a quantity; however, epistemic uncertainty can be reduced by increasing
the effort to achieve more knowledge. On the other hand, the aleatory (also called
random) uncertainty refers to the innate random behaviour of a process studied;
therefore, it may be impossible to eliminate or even reduce aleatory uncertainty.

Most of the epistemic uncertainties are related to two sources [67, 68]. The first
one regards errors in the process modelling, for example, the incapacity to know
exactly how well the model represents reality and its range of validity. The second
one is related to errors obtained by numerical methods to solve the modelling equa-
tion, for example, errors coming from approximations, convergence tolerances and
discretisation of equations. On the other hand, random uncertainty is mostly associ-
ated to the physical nature of processes; examples ranging from quantum mechanic
effects to the behaviour of the wind.
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2.4.3 Uncertainty Sources

For experimental measurements of droplet size distributions using a laser dif-
fraction system, as it will be done in this work, uncertainty has different possible
sources. For instance, depending on the aerosol concentration, scattered light might
be re-scattered by other droplets before reaching the detector. Also, the uncertainty
in the density and optical properties of the atomised methanol, such as refractive
index, might broaden the experimental results. Many other factors also generate
uncertainty in the measurements, such as electronic noise, contamination on the
optics, sunlight or artificial illumination, error in the alignment routine, ingress of
moisture, dirt or contamination in the sensors. The distance of the spray from the
measurement zone also impacts the results [69].

Beam steering and vignetting may lead to wider size distribution data: if meas-
urements are made outside the working range of the lens, the system would measure
incorrectly the light scattered at wide angles. This would cause the light scattered
measured by the outer detectors to be partially lost, in which case the measured in-
tensity would be less than expected. This effect is called vignetting. Beam steering,
on the other hand, could occur if a significant volume of propellant gas or another
gaseous phase apart from air is present in the measurement zone [70, 71].

All these factors explain the existence of uncertainties and suggest critical points
to be careful about during the measurements. The minimisation of such factors can
reduce uncertainties, increase the accuracy of the results and ensure experimental
reproducibility. However, these factors also exemplify the importance of effective
methods to compare uncertain experimental data with mathematical model results.

Modelling equations describing a physical process are usually obtained by the
laws of conservation (mass, energy and momentum), as well as constitutive relations.
Simplifications are usually used to obtain tractable models and can be separated into
two groups, depending on what was assumed. The first one is related to assuming
that some chemical or physical phenomena are negligible, whereas the second group
is related to assuming steady or quasi-steady state in the processes to avoid dynamic
equations.

Simplifications have the potential to create mismatches between the model and
the real process. If these mismatches are acceptable, the model can be used, which
solves the issue of infeasibility or high cost related to creating a model that better
describes reality [57]. The mismatches can lead to model uncertainties, which also
accounts for :
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• Process disturbances: a process has several disturbances, acting in different
time-spans.

– Short-term (second, minute) disturbances: have impact on the process
control level. For example, changes in temperature, pressure, composi-
tion, flow rate, etc.

– Medium-term (day) disturbances: have impact on the optimisation level.
For example, change in the raw material parameters.

– Long-term (week, month) disturbances: have impact on the planning/scheduling
level. For example, market fluctuations.

• Parametric errors: there may be inaccuracies in the model parameters (includ-
ing the physical ones, whose values may not be accurately known).

• Mismatch between mathematical models and actual system behaviour: usu-
ally, models have simplifications regarding, for example, non-linearities and
dynamics. This makes the model predictions differ from the actual measured
values.

If the uncertainties are not negligible, the model might not be able to predict the
behaviour of the process. Therefore, optimising such a model would not guarantee
the real optimal process settings. If the model does describe the process accurately,
it may still not be able to find its optimum settings, for example, if the model
was only tested to predict the outputs, but not the gradients for the optimisation
problem. Additionally, process performance may be sacrificed when the system is
set very conservatively, ensuring that the constraints would never be violated, since
it is particularly relevant for robust optimisation. On the other hand, sometimes it
is acceptable to relax some constraints to improve the performance [72, 73].
Since model mismatches could lead to suboptimal or even to infeasible process

operation, it is important to study if the model is well suited to the process. This
is called model adequacy and it studies if a model is able to evaluate the actual
process active constraints and gradients. Therefore, predicting the process outputs
is not enough to find the optimal process settings. Additionally, a good model must
minimise its conceptual and numerical mistakes which, if present, might result in
worthless predictions. Finally, the preciseness of the output is a function of how
accurate the input is [57].
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Some model parameters may be obtained experimentally, which may be a source
of uncertainty. Ideally, every experimental result should be followed by information
regarding its associated uncertainty. Description of the basis data and methodology
for the uncertainty analysis is essential for experimental results to be well presented.
This allows an analysis of how scattered the dataset is, its significance and possible
consequences. In addition, it allows a proper study of the system and suggests if
it is necessary to search for tools to make the system more stable, decreasing the
uncertainty. Some of these tools are exemplified by the use of better mathematical
models, equipment and techniques to improve and make the system more reliable
and predictable. Doing so successfully, means that new data will be less scattered
than past results. Moffat [74] presented, in the context of engineering processes, a
review on experimental uncertainties.

2.5 Mathematical Models Handling Uncertainty

Deterministic models may work well enough, if the uncertainties have only a
small impact that can be ignored for the practical application in question. However,
when the uncertainties are important, they should be taken into account to create
a more robust model. There are several modelling approaches that can be used
for uncertainty representation. The choice of which format will be used may have
impacts on the decision making process. Durbach and Stewart [75] performed some
experiments to exemplify how different formats can bias the final decision. Based on
that, it is interesting to understand the methods available and how to select the best
one for a particular application. The main representation formats, used individually
or combined, are now addressed.

2.5.1 Probabilistic Models

The use of probability theory for building mathematical models is arguably the
most common method to treat uncertainty, regardless of the field of study [67]. Ba-
sically, probability theory is applied to represent uncertain parameters as random
variables characterised by probability distributions. Even when some of the vari-
ables have unknown distributions, alternative ones can be hypothesised and tested.
Possible hypotheses may be discrete, having a finite or countable set; parametric,
when the hypotheses are represented by a set of parameters; or non-parametric,
when the set of hypotheses would need an infinite number of parameters [61].
Sometimes it is possible to split a problem into before and after the realisation of
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uncertain parameters. Then, stochastic modelling with recourse becomes possible.
For this, two sets are defined: in the first one, there are variables that must be
decided before the uncertain parameters. Then, the random variables are realised
and it is possible to choose a second set of variables (recourse), which improve the
system or correct any infeasibilities that came from the realisation of the random
variables. The second set is random, since it depends on the realisation of uncertain
variables. Therefore, the aim is to choose the first set to optimise a given measure
and the expected value of the same measure for the second set [63].
Probabilistic models are also used in multistage decision problems under uncer-

tainty, also known as stochastic dynamic programming [76]. These problems usually
have a discrete time system, which is assumed to evolve over N periods. Stochastic
variables are used to describe the state of the system, the control action and random
parameters (disturbance or noise, for instance). The objective is to minimise the
additive cost function over all N periods.

2.5.2 Bounds and Intervals

Sometimes it is too expensive or not possible, for lack of information, to model
probabilistic variables for the uncertain parameters. However, it is possible to bound
the variables, for example, through the analysis of past data. Then, interval mathem-
atics describes and treats the ranges that each uncertain variable could be realised.
However, there is no information about probabilities of variables assuming particu-
lar values inside the interval, which has to be taken into consideration, since it could
oversimplify the problem and lose important information. Finally, the ranges of the
variables can be used to obtain worst-case scenarios [63].

2.5.3 Fuzzy Logic and Clouds

Strictly speaking, a fuzzy number represents a certain quantity, as it has a uniquely
defined membership. However, it is possible to use and expand the concepts from
fuzzy mathematics to be used as an alternative when there is not enough information
to build probabilistic models [63, 77]. Instead of using probability functions to treat
uncertainty, the uncertain parameters can be defined as fuzzy numbers and, when
relevant, constraints as fuzzy sets. There is a ‘membership function’ that measures
the degree of satisfaction when the model has constraints, which means that violation
is allowed [78, 79]. While set theory and the use of bounds are able to limit the
parameters to belong or not to a set, fuzzy theory allows parameters to be members
of a set to some extent, based on possibility theory instead of using probability
distributions.
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Some authors use the term ‘chance-constrained’ programming [80] when referring
to a methodology similar to fuzzy programming. For example, Nemirovski and Sha-
piro [81] used this terminology when they introduced an approximation method to
solve computationally intractable optimisation problems with given probability of
respecting the constraints. Additionally, Wendt et al. [82] explained the relation-
ship between chance-constrained optimisation and probability distributions, as well
as other applications. They also proposed an efficient method to solve non-linear
chance-constrained problems accounting for uncertainty.
Another related methodology was introduced by Neumaier [83], who worked on the

modelling of uncertainties using a mixture of fuzzy sets and probability distributions,
which he defined as a ‘cloud’. It has more information than a fuzzy set, but not as
much as a probability distribution. The advantage is the flexibility obtained by
the combination of the two well studied methods. He described the mathematical
properties of the clouds, which can be used, for example, to simplify optimisation
problems based on clouds.

2.5.4 Scenarios and Explicit Risk Measures

Uncertainty can also be represented in terms of its impacts, which can be captured
in one or a small number of measures. For example, uncertainty can be decomposed
into two components, value and risk. The first one is usually based on a measure of
central tendency, such as the expected value. On the other hand, risk is commonly
based on a measure of statistical dispersion, such as quantiles [64]. This method
is widely used in the field of finance, where future returns are uncertain and risk
measures are constructed and optimised to obtain the best portfolio [84].
Another option is the generation of possible alternatives, called scenarios, that the

future might unfold. The analysis of such alternatives may provide insights related
to the possible courses of action, given that a chain of causal effects has been built.
The future can potentially unfold in several ways; therefore, it is possible to generate
and analyse scenarios for all of them or the most important ones [59].

2.5.5 Propagating Uncertainty

A complex system has many variables linked to each other; therefore, the uncer-
tainty of each variable also propagates to other variables. The final system output
will have its uncertainty determined by the combinations of all uncertainties linked
to all initial and intermediary variables. Consequently, the propagation of uncertain-
ties and their effects are important steps before reaching reliable decisions. It also
gives insights on how to make a system more robust, reducing its performance vari-
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ations, by making it less sensitive to the main sources of variations. The propagation
of uncertainty can be either based on complex models or on their approximations,
as described next.

2.5.5.1 Complex Model Simulations

A simple and robust method to study uncertainty is based on simulations. Es-
sentially, different input combinations are used to evaluate the model. The main
deficiency of this approach is that the more complex a model is, the more computa-
tionally expensive it will be to perform model evaluations for each input combination.
The model evaluations can be done via a Monte Carlo method [85–87]. Given

a function of many independent and uncertain variables, the Monte Carlo method
randomly generates values for the variables and evaluates the model. This is re-
peated as many times as necessary to estimate the distribution of the output. First,
it is necessary to define the distributions of the uncertainty in the input variables.
Then, after the model evaluations, the uncertainty in the results and the sensitivity
analysis are obtained [66]. The terminology Monte Carlo can be used to refer in gen-
eral to any statistical technique of sampling; however, this thesis will refer to Monte
Carlo as a specific method, the one that uses the greatest number of simulations.
Latin Hypercube [88] is a class of the sampling methods, usually used when an

excessive computational time would be required if Monte Carlo simulations were
to be used. To save model evaluations, Latin Hypercube divides the entire input
domain into separate groups, called stratified samples; therefore, some information
may be lost. However, the full range of each variable’s domain is explored to increase
accuracy of the results and to be closer to the results obtained by Monte Carlo
simulations.

2.5.5.2 Surrogate Model Simulations

Large problems, such as the ones arising from chemical processes and industrial
control [89], require expensive computer codes, generating time consuming simula-
tions. Therefore, it may be infeasible to compare and contrast all possible options
before decisions are made given a lack of resources such as time or computers power-
ful enough. Optimisation methods may rely on model evaluations, for example,
sampling the design space and evaluating gradients through finite difference meth-
ods. To mitigate time consuming simulations, a complex model can be used to create
an approximated and easier to evaluate model, here referred to as a surrogate model,
although also known as meta-model or response surface [90, 91]. Additionally, there
is the possibility of using data from possibly proprietary and computationally ex-
pensive simulation software to generate a surrogate model. The main objective of
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a surrogate model is for it to replace the complex model. It must ensure two main
features in the domain of interest: the first one is to be more efficient, which means
that less computer power should be required. The second one is to be effective, that
is, the approximation is good enough for practical purposes. The effectiveness of the
surrogate model can be evaluated by a metric testing its ability to make predictions,
which can be tested by physical experiments or simulations using the original model.
To simplify a model, the selection of a sampling space is the first step, followed by

the construction of the surrogate, its validation and refinements. Then, the surrogate
model can be used, for example, to perform sensitivity and uncertainty analysis, as
well as process optimisation, with less computational cost. Kriging and polynomial
chaos expansion methods are examples of how to generate surrogate models. For-
rester and Keane [90] reviewed in depth the most applied methods, including those
two, to build surrogate models and they also treated about optimisation based on
surrogate models. The advantages and disadvantages of the methods were also stud-
ied. Finally, the authors presented some ideas related to the selection of a particular
method for each particular application. Viana et al. [92] have recently written about
the evolution of the techniques used to build surrogate models. Their review was
based on what motivated the advancements in the field.

2.6 Modelling Tools

A computer language designed for a particular application is known as a domain-
specific language (DSL). The main advantage of such approach is its focus: instead
of including many applications, as the general languages do, the DSLs provide spe-
cifically what the user needs to solve a particular problem. Even though generality
is lost, there is the possibility of defining specific tools and notations to address more
effectively a particular type of problem. There is also an increase in productivity,
since a DSL will be easier to use for its specific domain, as opposed to a general
language.
General-purpose languages are very flexible, given the larger number of applic-

ations that can be treated. However, there is a higher implementation cost, since
more time and effort must be dedicated for each particular application. When sim-
ilar applications or similar problems are grouped, it may become interesting to use
or develop a DSL, which could enable users to solve a problem without being lim-
ited by their programming skills. Ideally, the knowledge of the problem itself and
its specificities should be the majority of the necessary effort to achieve the solution.
Rather than creating an entirely new language, a simpler approach is to create

an embedded DSL. In other words, it is possible to create new components or to
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automate existing tools. For example, Microsoft Excel has an embedded macro
language, which grants programmability options to the user and has well-defined
execution semantics. Another example is related to the presentation of high-level
mathematics: OpenMath and Content MathML have well defined semantics to work
with the representation of mathematical equations for the web. The importance of
DSLs has been supported by different studies [93–97].

A subgroup of the DSLs focuses on allowing users to describe problems for large-
scale mathematical computation. This subgroup, domain-specific modelling lan-
guages (DSML), usually uses a syntax similar to the actual mathematical notation
of modelling and optimisation problems. This feature allows concise and readable
definition of problems. Concepts, abstractions and their relationships regarding a
modelling language can be tailored to the domain of interest. Therefore, the end-
users are able to convey the core essence of their problem, from the domain they
are experts, if the language they are using is tailored for them. The syntax of the
language is related to its notation, which describes how users will learn from it (read-
ing) and use it (writing and designing models). The language should be simple, but
still expressive. This is granted through the writability, readability, learnability and
effectiveness of the language. Then, the semantics of the language defines the mean-
ings of each of the constructs forming an expression. According to that, the input
will be changed while the program is executed and the output will be generated.

Well-known examples of DSMLs are AMPL, GAMS, Pyomo and YALMIP. Silva
[98] reviewed and discussed modelling languages in the context of model-driven
engineering. He gave a broad and integrated perspective on important concepts,
such as system, model and modelling language. Even though his focus was mainly
in languages to visualise and design systems in software engineering, most of the
concepts studied are common to any type of programming language.

The programming language Julia is of particular interest for this thesis, since it
is an open-source, high-level, high-performance, dynamic language. Additionally,
Julia simultaneously has the advantages of the interactivity and syntax of scripting
languages, such as MATLAB, Python, and R, with the speed of compiled languages
such as Java, C and C++. In fact, Julia has been shown to at least approach the
performance of C, which is known to provide some of the fastest numerical compu-
tations [99]. This thesis will, therefore, introduce a DSML focused on mathematical
modelling under uncertainty within Julia. The main objective will be to create a
user-friendly environment for the modelling of uncertainty.
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2.7 The Research Gap
An integrated model to simulate the AACVD process cannot be found in the

literature. The process itself is still being studied at a laboratory-scale and is yet to
be adopted by the industry. There have been models proposed for aerosol generation
and transport, but aimed at other applications. The chemical deposition itself has
been modelled, but only for the production of specific films. With that in mind, this
thesis aims at providing an integrated AACVD model, which can be parametrised
to simulate both small and large-scale processes, batch or continuous, and with a
general deposition methodology to allow the representation of different mechanisms
for any specific film. There is also a lack of available free and open-source tools for
handling uncertainties, which will be provided by this thesis, including tools and
methodologies for a model-based scale-up under uncertainty. The gaps identified in
the literature motivated the contributions of this thesis, as described in Section 1.2
and developed throughout the next chapters.
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3 The Uncertainty.jl Framework

This chapter introduces Uncertainty.jl, an intuitive framework that allows the rapid
development of complex models under uncertainty. Chapters 5 and 6 will then apply
this framework for the modelling and scale-up under uncertainty of the AACVD
process.

3.1 Purpose and Intended Functionalities

A number of tools to treat uncertainty are available in the fields of Probabilistic Pro-
gramming [100–102] and Machine Learning [103–105]. Yet, in the field of process
systems engineering, uncertainties are sometimes treated using deterministic approx-
imations or modelled without the use of any dedicated computational tool. Even
though process simulation systems (e.g. Aspen, Hysys, gPROMS) and/or model-
ling systems (e.g. GAMS, AIMMS, AMPL) have made it easier for practitioners
to apply process systems engineering methodologies to industrial applications, the
treatment of uncertainty is not always straightforward. There is, therefore, a ne-
cessity of further research on the development of tools aimed at the modelling of
uncertainty. With that in mind, Uncertainty.jl aims to be an intuitive framework
that allows the rapid development of complex engineering models under uncertainty.
The framework is characterised by methods and operators which allow users to eas-
ily write down models with intrinsic parameter uncertainty or distributed quantities
and evaluate these models.
Correctly formulating and solving a large model is already difficult. Therefore,
having an easy and straightforward tool to represent uncertainty would be helpful.
Such a tool should be connected to a fast language, allowing the user to write and
solve very large computational problems when necessary. The framework proposed
here will provide a concise and natural syntax, allowing for a traditional mathem-
atical notation. For instance, users can write t = 700 ± (3δ) (uncertainty range),
X ∼ N (µ, σ2) (probability distribution) or F0 = V 3 + [21.3, 21.7] (interval arith-
metic) without having to compromise between speed and code readability.

35



CHAPTER 3. THE UNCERTAINTY.JL FRAMEWORK

Uncertainty.jl has the final goal of becoming a computational modelling language for
incorporating uncertainty in mathematical modelling and also supporting commu-
nication with currently available modelling and simulation systems. The objective is
to have a user-friendly syntax and to avoid the ‘two-language problem’, where mod-
ellers prototype algorithms in a user-friendly language such as Python but eventually
have to rewrite them in a faster language like C++. This is both a time consuming
and error-prone procedure.

3.2 Design and Implementation

Uncertainty.jl is a framework that provides a high-level interface to represent uncer-
tainty in process modelling, built to address some of the challenges previously men-
tioned. The framework is user-friendly and straight forward to be employed, aiming
therefore at users who are not experts in computer programming. It was written
in Julia1 for a number of reasons. Firstly, Julia is a high-level, high-performance,
dynamic language, which allows both large-scale computation and flexible proto-
typing without having to simultaneously use two or more languages; for example,
many engineers use MATLAB (high-level, but slow) and C (fast, but low-level) at
the same time. On the other hand, Julia is a high-level language and yet has been
shown to at least approach the performance of C [99, 106]. Finally, the users of
Uncertainty.jl can also join the large and active community of Julia and have access
to a vast and growing number of packages focused on scientific computing, which
they can employ and, when necessary, extend.

Chen and Grossmann [107] outlined the current trend of allowing modellers direct
access to model objects, which are easily created using Uncertainty.jl within Julia.
This facilitates code sharing and the generation of models that are more readable
and easier to validate. However, the main advantage is the use of Julia’s multiple
dispatch feature, allowing the overloading of generic functions using different type
signatures [108]. This gives a greater expressive power, since additional code can be
written in a concise and clear style.

1https://julialang.org/
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3.3 Type Hierarchy

Another advantage of using multiple dispatch is how straight forward it becomes
to extend any of the Julia packages already available. For example, Algorithm
3.1 shows how Uncertainty.jl extended the ODEProblem function, from the pack-
age DifferentialEquations.jl [109–111]. It now became possible to input uncertain
parameters, which can be intervals or probability distributions, before solving the
differential equations. Uncertainty.jl currently has the object hierarchy shown in
Figure 3.1, which takes advantage of Julia’s multiple dispatch. This allows, for ex-
ample, that the appropriate ODEProblem method will be called according to the
types of the input variables as follows: if the uncertain variables are all of the In-
terval type, Latin Hypercube Sampling will be used to generate samples. If there
is a mix of intervals and probability distributions, a random sampling will be per-
formed. The differential equations are then solved using the generated samples from
the uncertain variables, according to their distributions. The output will itself be a
distribution built from the solutions of the ODEs. The relevant statistics are also
automatically provided. The framework also includes methods to perform sensitivity
and uncertainty analysis for the whole model or its parts.

3.4 Operators

Uncertainty.jl allows users to take advantage of the full expressiveness of the Julia
programming language while writing their models, supporting all of the basic Ju-
lia arithmetic operators, Boolean operators, and comparison operators, which are
similar to C. However, Uncertainty.jl also defined and/or extended some operat-
ors to perform specific tasks. For example, the intuitive tilde-based operator (∼)
was defined for declaring a random variable following a specific probability distribu-
tion, as exemplified in Figure 3.2. Uncertainty.jl also supports interval arithmetic,
allowing the user to perform operations such as the ones shown in Figure 3.3. Addi-

UncertainParameterExact

IntervalProbabilityDistribution

Figure 3.1: Current type hierarchy of the Uncertainty.jl framework.
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Figure 3.2: Definition of a random variable with 500 entries ranging from 0 to 20
and following a chi-squared distribution with 7 degrees of freedom. The
output of line 5 is shown on the grey section, at the right-hand side.
Screenshot from Atom editor.

Figure 3.3: Example of consecutive operations using interval arithmetic. The final
output is in grey, at the bottom. Screenshot from Atom editor.

tionally, the plus or minus operator (±) was also defined, acting on real numbers to
produce an interval, which can then be used in any further interval arithmetic oper-
ations. Finally, independent model evaluations, including the solution of differential
equations, are intrinsically compatible with parallel computing, easily done in Julia.
Methods are defined and readily available to be used with such operators to help
decision makers to understand the impacts of uncertain variables. Examples are the
mean, variance, skewness, upper and lower quantile values. Such information can
also be represented graphically. Once the uncertain parameters are modelled, all
the pertinent information can be automatically provided by the framework.

3.5 Sensitivity and Uncertainty Analysis and Model
Exploration

As seen in the previous subsections, the Uncertainty.jl framework can be used to
write models with uncertain parameters, which are either unknown exactly or may
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vary inside a given range. The framework also provides straightforward methods
for performing both local and global sensitivity analysis, as well as the necessary
tools to explore the behaviour of a modelled process, propagating the uncertainties
through the entire process modelled. To exemplify these capabilities, the following
subsections will use a hypothetical model that predicts the energy consumption of
a plant as a function of four parameters. However, the methods can be used for any
model, from the simplest to the most complex.

3.5.1 Local Sensitivity Analysis

Local sensitivity analysis is only a first step to better understand the process
modelled, since it uses the ceteris paribus condition, which means that, by defin-
ition, only one parameter is changed at a time and the impact of this change on
the process model is evaluated. The first step of the analysis is to study the sur-
roundings of a given model operating point. Uncertainty.jl provides the built-in
function localSensitivity, which can be used for three different purposes through
multiple-dispatch. The first one is the simplest form of local sensitivity analysis, it
expects as input the model and the nominal value of the model parameters, return-
ing the output of the model and the local gradient. The second purpose expects the
model, the nominal value of the model parameters and a percentage change of these
parameters, returning the output of the model and the percentage change of this
output caused by the given percentage change of the parameters. This is obtained
by simulating the model, not by assuming linearity and using the gradient at the
initial point. Finally, the third purpose allows a vector of percentage change, in case
the parameters do not change equally. Figure 3.4 summarises the three uses of the
localSensitivity function through an example.

3.5.2 Global Sensitivity Analysis and Model Exploration

Uncertainty.jl provides two built-in functions to explore the model and perform a
global analysis, which aims at finding which parameters have the greatest relative
importance to the model output. Possible interactions between the variables are
considered, since the ceteris paribus condition is no longer assumed and any number
of parameters can change simultaneously. The global sensitivity analysis is defined
as the study of the impacts of such a change in the parameters on the process model.
The built-in functions will, through multiple-dispatch, act differently according to
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how the parameters are provided: when the parameters are described as intervals,
the Latin Hypercube Sampling method is used to create samples fully stratifying the
initial range of all parameters. Alternatively, if the parameters are written as prob-
ability distributions, samples are drew according to the distributions themselves.
Both functions expect the model, its parameters and the size of the sample to be
generated and used to run simulations.
The first built-in function, explore, uses the generated samples to run Monte

Carlo simulations and assemble data that will generate scatter plots, which allows
eyeball estimation of the influence of each parameter. The data also include the
probability distribution of the model output, leading to likelihood plots, which shows
how likely specific scenarios are. Regardless of how many parameters the model has,
the plots allow pairwise comparisons between them and the model output.
The second built-in function, globalSensitivity, uses the dataset generated by

the simulations to grow regression trees fitting the output of the simulations to the
sample parameters acting as predictors. Surrogate splits are used with the CART
method [112]. The use of regression trees can be justified by their accuracy and
computational speed. However, the main reason for their use in the framework is
the interpretability of the tree structures, making it easy to rank parameters by
importance. This is done by summing changes in the mean squared error due to
splits on every predictor and dividing the sum by the number of branch nodes. This
allows the generation of data on the global impact of each parameter, leading to the
global sensitivity analysis.
Figure 3.5 exemplifies the use of the explore and globalSensitivity functions

when the parameters are written as intervals. The output is used to generate the
plots shown in Figures 3.6 and 3.7. Notice how Figure 3.7 confirms what can be
visually seen from Figure 3.6 regarding the most impactful parameters on the energy
consumption. Lastly, Figure 3.8 exemplifies the use of the built-in functions with
parameters written as probability distributions. The results are shown in Figures
3.9, 3.10 and 3.11.

3.6 Summary

A new framework, Uncertainty.jl, was introduced. It was written using the Julia
Language and allows the rapid development of complex engineering models under
uncertainty. The framework contains methods and operators which allow users to
easily write down and evaluate models dealing with distributed quantities or intrinsic
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uncertainties. This encompasses, for example, the modelling and representation of
model uncertainties, where there can be uncertainties on the parameters and struc-
tures; processes uncertainties, where there can be uncertainties in the inputs and
behaviours (outputs); and measurement uncertainties, where noises will be modelled.
Once the model is written, the framework also provides tools for sensitivity and un-
certainty analysis and for model exploration. Examples were provided to showcase
the capabilities of the Uncertainty.jl framework, which will be further used for the
AACVD modelling. The next chapter will introduce the AACVD models.
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Algorithm 3.1 Overloading the function ODEProblem from the DifferentialEquations.jl
package. The function generateSamples identifies which parameters are exact and creates
samples for the uncertain parameters.
Input: set of differential equations f ; initial condition u0; time interval tspan; set of exact
and uncertain parameters allParameters.
Output: inferred probability distribution and its properties using the solutions of the
ODEs system.
1 function ODEProblem(f, u0, tspan, allParameters)
2 samples := generateSamples(allParameters);
3 sol := {};
4 for each exactParameters ∈ samples do
5 prob := ODEProblem(f, y0, tspan, exactParameters);
6 sol := sol ∪ {solve(prob)};
7 end for
8 distribution := inferDistribution(sol);
9 return distribution;
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Figure 3.4: Built-in function localSensitivity used to study the model energy-
Consumption. Line 3 returns the energy consumption E = 1984.05
and the gradient at the point of the given parameter values. Line 4
additionally returns the percentage change of the model output when
each input parameter is increased by 10% at a time. For example, the
expected energy consumption will be increased by 7.34% (from 1984.05
to 2129.68) if the fourth parameter were to be increased by 10% (from
312 to 343.2). Finally, line 5 also specifies the percent change of each
parameter. For example, the third parameter decreased by 8% (from 827
to 760.84) causes a 9.93% decrease in the expected energy consumption
(from 1984.05 to 1789.74). The output of lines 3, 4 and 5 are shown
inside the grey box.
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Figure 3.5: Built-in functions globalSensitivity and explore used to study the
model energyConsumption with its parameters described as intervals.
The Latin Hypercube Sampling method is employed to generate 500
sample vectors containing the four model parameters, each one inside
the given interval. The output of lines 8 and 9 are presented graphically
in Figures 3.6 and 3.7.
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Figure 3.6: Scatter plots obtained for a pairwise analysis between the predictions of
energy consumption and the parameters x1 to x4, whose intervals are
described in Figure 3.5. It can be seen how the x4 parameter has the
greatest impact on the energy consumption. Some impact can also be
observed for the the parameters x2 and x3, while x1 has little impact.
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Figure 3.7: Relative importance of parameters x1 to x4, whose intervals are described
in Figure 3.5, on the energy consumption. The results quantitatively
describe what can be seen in the scatter plots of Figure 3.6, allowing
global sensitivity analysis as described in Section 3.5.2.

Figure 3.8: Built-in functions globalSensitivity and explore used to study the
model energyConsumption with its parameters described as intervals.
The given probability distributions are used to generate 500 sample vec-
tors containing the four model parameters. The output of lines 15 and
16 are presented graphically in Figures 3.9, 3.10 and 3.11.
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Figure 3.9: Scatter plots obtained for a pairwise analysis between the predictions
of energy consumption and the parameters x1 to x4, whose probability
distributions are described in Figure 3.8. It can be seen how parameters
x2 and x4 have the greatest impact on the energy consumption, while
parameters x1 and x3 have little impact.
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Figure 3.10: Relative importance of parameters x1 to x4, whose probability distri-
butions are described in Figure 3.8, on the energy consumption. The
results quantitatively describe what can be seen in the scatter plots of
Figure 3.9.
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Figure 3.11: Plots showing the likelihood regions for a pairwise analysis between the
predictions of energy consumption and the parameters x1 to x4, given
the probability distributions of the model parameters as described in
Figure 3.8. The darker the region, the more likely it is to represent
reality.
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4 AACVD Process Models

The following sections describe the models used to predict the droplet median
diameter generated by ultrasonic vibration. Then, the distribution of the droplet
sizes is modelled before and after a piping transport system as a function of distance
travelled and of the transport system and fluid properties. Finally, models are
presented to simulate the solvent evaporation and film formation.

4.1 AACVD Model-Based Scale-up and Design
Procedure

In considering the design and scale-up of an AACVD process, the objective is
to achieve a specific deposition rate. This objective is a function of many design
variables: the choice of the precursor and the properties of the precursor solution
(density, viscosity, concentration, etc.); the properties of the aerosol generator (vi-
bration frequency, rate of aerosol generation, etc.); the properties of the transport
system (diameter of the transport pipes, properties of the carrier gas and its flow
rate, etc.); and, the properties of the deposition site (volume of reaction, speed of
flowing glass, etc.). For the simulations, a goal seeking iterative method is used to
identify the values of the design variables that achieve the desired deposition rate
objective.
In a typical laboratory-scale AACVD [31, 33, 36], a precursor solution is prepared

by dissolving 1-3 mmol of a precursor in 10-30 mL of a solvent. Sometimes a small
quantity of a dopant is also dissolved (1-10 mol%). The precursor solution is then
atomised using, for example, an ultrasonic atomiser, which produces aerosol with
median droplet diameter ranging from 0.1 to 30 µm. The aerosol is transported
over a small distance (5-50 cm) into the reactor, kept at a specific temperature,
using a carrier gas at a constant flow-rate of 0.5-2 L ·min−1. The substrate can be
a small float glass plate of 50-100 cm2, which is laid inside the reactor, where the
chemical deposition takes place. The deposition process takes 10-30 min, from the
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time aerosol starts being generated until the end of the chemical deposition.
The objective for an industrial-scale process might be, instead, to continuously

deposit material on top of a glass of 3-4 m width, moving at 10-15 m ·min−1, at
atmospheric pressure, and at a fixed glass production temperature. As a comparative
example, the process scale-up will take the laboratory-scale glass coating from the
order of 1 cm2 ·min−1 to the industrial-scale order of 10 m2 ·min−1. This will
substantially change the features of the process. First of all, the rates of aerosol
generation and transport will change. Large-scale aerosol generation is already done,
especially in the context of spray drying [113]. Additionally, the aerosol transport
in the industrial process has to be in the order of tens to hundreds of metres for
safety reasons, since the solvents used are often flammable and have to be kept far
from the deposition site. The aerosol transport over large distances causes the loss
of precursors in the piping system. Uncertainties in the transport model must be
accounted for when estimating the rate of accumulation in the piping system, which
could lead to clogging. Maintenance schedules can therefore be planned according
to the range of possible accumulation rates and analysis of different scenarios.
Once the carrier gas reaches the deposition site, the heat and mass transfer rates

will be different from the laboratory-scale. Therefore, the models will need to predict
the temperature profile in the reactor using estimates for the heat transfer coeffi-
cients, which form a source of uncertainties given that they are obtained through
empirical correlations. There are also uncertainties in the chemistry, specifically
regarding the mechanisms of the reaction as well as the rates of gas and solid phase
reactions, adsorption and desorption. Finally, choosing the solvent and reactants
and quantifying the residence time for reaction will depend on the model predic-
tions and their accuracy [54].

4.2 AACVD Process Model

The AACVD process consists of four steps, as shown in Figure 2.1, namely, aero-
sol generation, transport, and delivery, as well as the chemical deposition. Each of
these steps is described separately but the models are integrated into a single model
for use in simulating the complete process. For the sake of generality, the computa-
tion models used to simulate the process are written to independently accommodate
different process specifications, which will then lead to different values for the design
variables. For example, different plants will have different specifications for the dis-
tance where aerosol is generated and where the chemical deposition happens. The
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process can be simulated for any process specifications. Additionally, some para-
meters can be fixed; for example, the industrial setting will have moving glass being
continuously coated at fixed atmospheric pressure and at constant temperature.
While first principles are used to estimate some parameters, others have to be

determined from experimental data. The models are easily adaptable, which facilit-
ates, for example, the proposition of different reaction mechanisms and the proced-
ure for parameter fitting. Consideration must be taken regarding which variables
are independent of the process scale and which ones must be adjusted. Care was
taken to use numbers that are representative of what could be expected in the real
industrial-scale process, although the methodology presented is independent of the
values adopted. Correlations for heat and mass transfer coefficients and thermo-
physical properties for possible precursor solutions and carrier gases were found in
the literature [114–117].
The implementation of the models and description of the uncertain and distributed

parameters uses Uncertainty.jl, the modelling framework introduced in the previous
chapter. The models were then implemented in a concise and natural syntax, com-
patible with a traditional mathematical notation. For instance, kinetic constants
were defined following a normal distribution with mean µ and variance σ2 simply
writing k1 ∼ N (µ, σ2), and then k1 could be used in the mass balances evaluations
without having to compromise between speed and code readability. The models
with uncertain parameters or distributed quantities can then be simulated and the
framework automatically provides their impacts on the results through the pertinent
statistics.

4.3 Aerosol Generation

The first step in the process is the formation of the aerosol. There will not be a
single size of drop in the aerosol generated due to the non-homogeneous ejection of
droplets from the liquid surface and also the collisions and agglomerations of droplets
[118]. The aerosol generated by ultrasonic vibration must therefore be described by
a droplet size distribution. The log-normal distribution can describe variables ob-
tained by the product of a sequence. When generating aerosol, there is a continuous
process of fluid breakup, forming smaller droplets. The final droplet size is given
by the product of a sequence of shrinking constants and each previous particle size,
which is therefore well approximated by the log-normal distribution. The distribu-
tion only takes non-negative values, as it is the case for the droplet diameters [119].
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Yasuda et al. [120] provided further evidence that the droplet diameters follow a
log-normal distribution. The median droplet diameter dd [m] and the standard de-
viation s are enough to describe the theoretical distribution. These parameters are
a function of the technique and equipment chosen for aerosol generation, as well as
the properties of the fluid being atomised. For a target droplet diameter dd [m], the
probability density function described by a log-normal distribution is equated as:

f(dd|dd, s) = 1
dd · s ·

√
2 · π

e
−(log dd−log dd)2

2·s2 (4.1)

A common method [9] to generate aerosol droplets is by ultrasonic vibration, using
a piezoelectric transducer. The breakup and formation of droplets depend on the
atomiser and also on the forces that act on the sheet of solvent, such as buoyancy,
drag, gravity, viscous and interfacial forces. Assuming a log-normal distribution for
the diameter of the aerosol droplets generated, the median diameter dd [m] can be
described by the following equation [40, 121]:

dd = 0.34 ·
(

8 · π · σd
ρd · f 2

) 1
3

(4.2)

where σd [N ·m] is the surface tension of the precursor solution, ρd [kg ·m−3] is its
density, and f [Hz] is the ultrasonic atomiser frequency. Note that the fluid may
be a liquid precursor or a solution containing a dissolved precursor, with a concen-
tration Cprec

A [mol ·m−3] of a precursor A. Given the properties of the fluid, surface
tension and density, the median droplet diameter is an inverse function of the fre-
quency, studied from 10 kHz to 5.4 MHz [121]. Therefore, increasing the frequency
will produce smaller droplets, which aids the evaporation of the solvent and the
release of the precursor. Commercial ultrasonic atomisers are available for the pro-
duction of droplets with sizes ranging from a fraction of a micrometre to hundreds
of micrometres [122]. The non-uniformity of the droplet sizes is mainly due to the
non-homogeneous ejection of droplets from the liquid surface and also the collisions
and agglomerations of droplets [40, 118, 123].

While Equation 4.2 was first introduced by Lang [121], the current section expan-
ded its applicability to represent polydisperse droplets using the log-normal distri-
bution. The prediction of Equation 4.2 is now the median input for the distribution,
while the standard deviation is determined from experimental results for a particular
atomiser. This aerosol size distribution is a key parameter for the aerosol transport,
given that the amount of aerosol that successfully crosses the transport system and
its final size distribution will be different depending on the inlet size distribution.
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Therefore, the output of the aerosol generation model can be used in the input of
the transport model, which will be presented next.

4.4 Aerosol Transport

Frequently, the precursor chemicals are dissolved into flammable solvents. Since
the deposition site is kept at a high temperature, the aerosol has to be generated at a
safe distance. Suitable transport distances for industrial-scale processes range from
tens to hundreds of metres. Therefore, a key element for the AACVD process scale-
up is the transport of the aerosol from where it is generated to the deposition site.
The aerosol transport system is usually made of straight tubes, possibly inclined,
with a few bends. Losses during transport occur due to drop gravitational settling,
turbulent diffusion, Brownian diffusion, and impaction in elbows [124]. Brownian
diffusion has a major impact in the loss of smaller particles, for instance, the diffus-
ivity of 0.01 µm particles is 20,000 times higher than that of 10 µm particles [125].
On the other hand, the larger droplets are affected mainly by turbulent deposition
and gravitational settling, which makes them more likely to be lost during transport
when compared with smaller droplets. This exemplifies the importance of model-
ling the full range of droplet sizes being transported, given the different amounts of
aerosol loss depending on the size of the droplets. Therefore, the transport model
can be used to identify the optimum range of droplet sizes for different precursor
solutions, which is then used to choose the atomiser settings. Since it is impossible
to completely prevent aerosol loss during transport, it becomes necessary to perform
regular maintenance in the transport system.

The amount of aerosol loss grows exponentially with the pipe length [126]. Let
PT ≡ Cout/Cin be defined as the total penetration, a dimensionless variable describing
the fraction of aerosol particles that successfully crossed a given piping system; the
aerosol content in the pipe input and output are Cin and Cout, respectively. The
aerosol content can be measured, for example, by the number of aerosol droplets per
unit volume. The total penetration is obtained by the product of all the individual
penetration fractions, PT = ∏

i PS,i
∏
j PB,j where PS,i is the penetration for each

straight pipe section i and PB,j is the penetration for each bend j.
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4.4.1 Straight Pipes

Given a straight pipe section i of length Li [m], the penetration PS,i is modelled
as it was first proposed by Anand et al. [124, 126, 127]:

PS,i = e−
π·d·Ve,i

Q
Li (4.3)

where d [m] is the pipe diameter and Q [m3 · s−1] is the fluid flow rate. Ve,i [m · s−1]
is defined as the effective velocity of aerosol loss, as a function of the three main
mechanisms: Brownian diffusion, turbulent diffusion, and gravitational settling.
Using a cylindrical coordinate system with the polar axis in the radial direction

and the longitudinal axis in the pipe direction; for a cross-section of the pipe, the
effective velocity is a function of the radial distance r [m] and the angular coordinate
θ [rad], which leads to the differential:

δVe,i = ∂Ve,i
∂r

δr + ∂Ve,i
∂θ

δθ (4.4)

This equation can be simplified considering that the aerosol is homogeneously dis-
tributed in any pipe cross-section. Experimental data [124, 128, 129] confirms that
such an assumption is acceptable for the transport system that will be applied to
the AACVD process. Therefore, the first term on the right-hand side of Equation
4.4 vanishes and an ordinary differential equation is obtained, δVe,i = ∂Ve,i

∂θ
δθ, which

can be analytically solved, leading to the following algebraic equation:

Ve,i =


θcVtB
π

+ VtB
2 + Vg ·cos θc

π
Vg ≥ VtB

VtB otherwise
(4.5)

where different parameters are used, as subsequently described. Anand et al. [124]
gave some insights on the derivation of the above equation, based on writing ∂Ve,i

∂θ

as a function of different mechanisms that will be described below and integrating
over the full cross-sectional circumference interval, 0 ≤ θ ≤ 2π. To calculate the
effective velocity using Equation 4.5, several parameters must be first calculated.
The parameter VtB [m · s−1] is defined as a function of the turbulent diffusion velocity,
Vt [m · s−1], and the Brownian diffusion velocity, VB [m · s−1]:

VtB = Vt + 10kb · VB (4.6)

where kb is a constant, which Anand et al. [124] suggested the use of kb = 0. How-
ever, as a novel contribution, the value for the constant was set as kb = −4.3. This
is because when kb = 0 is used, the deposition due to Brownian diffusion has a
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major and growing impact in the droplet deposition as the droplet diameters get
smaller than a certain threshold, which depends on the fluid and transport system
characteristics. Notice that, according to Equation 4.7, bigger droplets (greater dd)
will have greater mass (md) and, therefore, the Brownian diffusion velocity will be
smaller, meaning that Brownian motion would have less impact on the particle de-
position. Since Anand et al. used experimental data for droplet sizes considerably
greater than the threshold, their results are consistent. However, the aerosol gener-
ated for the AACVD process has droplet size distributions which also accounts for
droplets smaller than the threshold. Therefore, further experimental results were
used to test the model. Using data from Brockmann et al. [130] and also by Lee
and Gieseke [131], the constant was fitted to kb = −4.3, which shifted the impact
of Brownian diffusion to smaller droplets, in a way that minimised the mismatch
between the model and the reported experimental results. After the correction, the
model also better agreed with experiments performed in the context of this thesis,
as it will be described in Section 5.3.2 and already published [132].

The Brownian diffusion velocity, VB [m · s−1], is given by:

VB =
√

kB · T
2 · π ·md

(4.7)

where kB = 1.38 · 10−23 m2 · kg · s−2 ·K−1 is the Boltzmann constant, T [K] is the
carrier fluid temperature, and md [kg] is the droplet mass. Given the droplet dia-
meter dd [m] and the droplet density ρd [kg ·m−3], assuming spherical droplets, it is
possible to calculate their mass md [kg] by:

md = ρd ·
(
π · d3

d

6

)
(4.8)

The turbulent diffusion velocity Vt [m · s−1] is given by:

Vt = Vf · (Vs + Vr)
4 (4.9)

where Vf [m · s−1] is the friction velocity. Two dimensionless depositional velocities
are used: Vs and Vr. The friction velocity is calculated by:

Vf = U ·
(
f

2

) 1
2

(4.10)

where U [m · s−1] is the mean fluid velocity and f is the dimensionless Fanning
friction factor. The mean velocity of the carrier fluid can be calculated by:
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U = 4 ·Q
π · d2 (4.11)

where Q [m3 · s−1] is the carrier fluid flow rate and d [m] is the pipe diameter. The
Fanning friction factor can be approximated by the Blasius correlation:

f = 0.316
4 ·Re 1

4
(4.12)

where Re is the dimensionless Reynolds number based on the tube diameter d [m].
Equation 4.12 was experimentally tested for 3, 000 < Re < 100, 000. The Reynolds
number is calculated by:

Re = U · d · ρ
µ

(4.13)

where U [m · s−1] is the mean fluid velocity, calculated by Equation 4.11, d [m] is
the tube diameter, ρ [kg ·m−3] is the carrier fluid density and µ [N · s ·m−2] is its
dynamic viscosity.
To evaluate the parameters Vs and Vr, it is necessary to calculate the dimensionless

modified stopping distances S and R. The first one is given by:

S = ρ · Vf
µ
·
(

0.9 · τ · Vf + dd
2

)
(4.14)

where ρ [kg ·m−3] is the carrier fluid density, Vf [m · s−1] is the friction velocity,
calculated by Equation 4.10, µ [N · s ·m−2] is the carrier fluid dynamic viscosity,
dd [m] is the droplet diameter and τr [s] is the relaxation time, given by:

τr = C · ρd · d2
d

18 · µ (4.15)

where ρd [kg ·m−3] is the droplet density, dd [m] is the droplet diameter, µ [N · s ·m−2]
is the carrier fluid dynamic viscosity and C is the Cunningham slip correction, given
by:

C = 1 + λ

dd
·
(

2.34 + 1.05 · e−0.39 dd
λ

)
(4.16)

where λ [m] is the mean free path of the carrier fluid and dd [m] is the droplet
diameter.
The dimensionless distance R is given by:

R = dd · Vf · ρ
2 · µ (4.17)
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where dd [m] is the droplet diameter, Vf [m · s−1] is the friction velocity, calculated
by Equation 4.10, ρ [kg ·m−3] is the carrier fluid density and µ [N · s ·m−2] is the
carrier fluid dynamic viscosity.
Using the dimensionless distances S and R, it is possible to calculate the two

dimensionless depositional velocities, Vs and Vr, using the following equations, de-
pending on the value obtained for S and R:

Vs =

0.05 · S 0 ≤ S < 10

0.5 + 0.0125 · (S − 10) 10 ≤ S < 30
(4.18)

Vr =

0.05 ·R 0 ≤ R < 10

0.5 + 0.0125 · (R− 10) 10 ≤ R < 30
(4.19)

After calculating Vs and Vr, it is possible to go back to Equation 4.9 and calculate the
turbulent diffusion velocity, Vt [m · s−1], also using the friction velocity Vf [m · s−1],
calculated by Equation 4.10.
The component of the gravitational settling velocity Vg [m · s−1] perpendicular to

the flow direction is calculated by:

Vg = τr · g · cos(ϕ) (4.20)

where g = 9.81 m · s−2 is the standard gravity, ϕ [rad] is the inclination angle of the
pipe relative to the horizontal direction, as shown in Figure 4.1, and τr [s] is the
relaxation time, given by Equation 4.15.

Figure 4.1: Schematics of inclined pipe.

Finally, the critical angle θc [rad] is given by:
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θc = arcsin
(
VtB
Vg

)
(4.21)

where VtB [m · s−1] is the combination, given by Equation 4.6, of the turbulent dif-
fusion velocity and the Brownian diffusion velocity; Vg [m · s−1] is the gravitational
settling velocity component perpendicular to the flow direction, calculated by Equa-
tion 4.20.

Now it is possible to calculate the effective velocity Ve,i [m · s−1] using Equation
4.5 and the penetration PS,i using Equation 4.3. For more information about the
equations used to calculate the effective velocity Ve,i [m · s−1], including the reasoning
for the definition of the critical angle θc [rad], refer to McFarland et al. [124, 127].

4.4.2 Bends

For each bend j, the penetration PB,j is modelled as it was first proposed by
Cheng et al. [133–135]:

PB,j = 1− 1
π · r0

[(
(sinα)2 · e2·Γα

(η (Γα))2 − 1
)
·
(
zα ·

(
r2

0 + 1
)
− z3

α

3

)

+ r0 ·
(

(sinα)2 · e2·Γα

(η (Γα))2 + 1
)
·
(
zα ·

√
1− z2

α + arcsin (zα)
)] (4.22)

where r0 is the dimensionless curvature ratio, defined as the bend radius rb [m]
divided by the tube radius r [m]; α [rad] is the bend angle, Γα is the dimensionless
time at impact, which is obtained by solving Equation 4.29; η is a dimensionless
coordinate given by Equation 4.23, function of the dimensionless time Γ; zα is the
z-axis coordinate at impact and it is given by Equation 4.28. The bend angle α [rad],
bend radius rb [m] and tube radius r [m] are represented in Figure 4.2.

The dimensionless coordinates η and ξ are functions of the dimensionless time Γ
and are equated as:

η (Γ) = sin (B · Γ) ·
(

sinh (A · Γ) + cosh (A · Γ) ·
(

A3

A2 +B2

))

+ (cos (B · Γ) · sinh (A · Γ)) ·
(

B3

A2 +B2

)
(4.23)
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Figure 4.2: Schematics of a pipe bend.

ξ (Γ) = cos (B · Γ) ·
(

cosh (A · Γ) + sinh (A · Γ) ·
(

A3

A2 +B2

))

− (sin (B · Γ) · cosh (A · Γ)) ·
(

B3

A2 +B2

)
(4.24)

where the two auxiliary variables, A and B, are given by:

A =

√√√√√1 +
√

1 +
(

4·Stk
r0

)2

2 (4.25)

B = 4 · Stk
2 · A · r0

(4.26)

where r0 is the dimensionless curvature ratio and Stk is the dimensionless Stokes
number, given by:

Stk = 2 · τ · U
d

(4.27)

where τ [s] is the relaxation time, calculated by Equation 4.15, U [m · s−1] is the
mean fluid velocity, calculated by Equation 4.11 and d [m] is the tube diameter.
The z-axis coordinate at impact, zα, is given by:

zα =

√√√√1− r2
0 · (η (Γα)− eΓα · sinα)2

(η (Γα) + eΓα · sinα)2 (4.28)

where r0 is the dimensionless curvature ratio, α [rad] is the bend angle and η is the
dimensionless coordinate given by Equation 4.23, evaluated for the dimensionless
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time at impact, Γα, which is obtained using the dimensionless coordinates η and ξ,
from Equations 4.23 and 4.24, and solving the following equation:

tanα = η (Γα)
ξ (Γα) (4.29)

The correlations above are based on experimental data [124, 126, 127, 133–135]
and were tested for wide ranges of Stokes and Reynolds numbers.

4.4.3 Coiled Pipes

For the model validation, as it will be presented in Section 5.3, the transport
piping system was customised in a coiled fashion. This allowed the use of up to 50 m
of transport piping length and also to stress test the model. However, the aerosol
transport model previously presented in Section 4.4 cannot be used straight away,
given the coiled setting for the transport system. Some calculations are therefore
necessary before using the transport model. Firstly, the schematics shown in Figure
5.19 is the approximation used to model the experimental transport system. The
coil radius, defined as rc [m], coincides with the bend radius shown in Figure 4.2. If
the coiled pipe length is l [m], the number of turns, defined as N , is given by:

N = l

2 · π · rc
(4.30)

The inclination of the pipe, ϕ [rad], can be modelled as:

ϕ = arctan r

rc
(4.31)

where the coil radius, rc [m], and the tubing radius, r [m], are used.
The aerosol penetration fraction for the coiled section, Pc, is then calculated as:

Pc = Pl · P 4·N
b (4.32)

where Pl is calculated by the model presented in Section 4.4.1, using the pipe inclin-
ation ϕ [rad] given by Equation 4.31 and coiled pipe length l [m]; Pb is calculated by
the model presented in Section 5.2.2, using α = π

2 rad.
The model proposed above for the coiled pipe setting is novel. It was built upon

the models for straight pipes and bends, which were first introduced by Anand et
al. [124, 127, 133]. Such models were presented above in Sections 4.4.1 and 4.4.2.
However, the original models were built for a different application and could not
be used as they were in the context of an AACVD transport system, since the
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models did not originally cope with the smallest droplets of the distribution. The
model modifications that were proposed to solve such an issue also form a novel
contribution of this thesis. Given that for the AACVD process the transport system
will be at room temperature and with low aerosol concentration, the effects of aerosol
evaporation and coalescence during transport were neglected.

4.5 Aerosol Delivery

Once the aerosol droplets leave the transport system, which is likely to be at room
temperature, they enter a region that is heated. This happens when the carrier
gas travels through the middle of the distributor beam, as can be seen in Figure
2.1 (bottom right-hand side), where the filled rectangles represent heat exchangers.
The solvent will dry out and the precursors will be released. As the carrier gas
travels through the heated delivery section, its temperature will increase with time.
Conservation of energy leads to the steady-flow thermal energy equation, which
describes how the temperature of the carrier gas will increase with time:

dT
dt = vg · h1 · P · (Tw − T )

ṁ · cp
(4.33)

where T [K] is the carrier gas mean temperature; t [s] is time; vg [m · s−1] is the
carrier gas velocity; h1 [W ·m−2 ·K−1] is the heat transfer coefficient; P [m] is the
surface perimeter; Tw [K] is the wall temperature; ṁ [kg · s−1] and cp [J · kg−1 ·K−1]
are, respectively, the carrier gas mass flow rate and specific heat at constant pressure.
The droplet evaporation is modelled by mass and energy balances. The process can
be divided into two stages: the first one is the reduction of the droplet diameter,
given the evaporation of the aerosol. For the second stage, the moisture content
reaches a critical value and the solid precursors start to appear. As the precursor is
further heated, it will transition to the vapour phase, allowing the chemical vapour
deposition to take place. In addition to Equation 4.33, another two differential
equations are numerically solved simultaneously [114, 116]:

d
dtTd = 1

cp,d ·md

(
h2 · π · d2

d · (T − Td)− hvap,d · ṁv

)
d
dtdd = − 2 · ṁv

ρd · π · d2
d

(4.34)

where hvap,d [J · kg−1] is the droplet specific heat of evaporation; cp,d [J · kg−1 ·K−1],
md [kg], ρd [kg ·m−3], Td [K] and dd [m] are, respectively, the droplet specific heat
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at constant pressure, mass, density, temperature, and diameter; t [s] is time;
h2 [W ·m−2 ·K−1] is the heat transfer coefficient; T [K] is the carrier gas mean tem-
perature; ṁv [kg · s−1] is the mass transfer rate, given by:

ṁv = hm,s · (ρv,s − ρv,∞) · π · d2
d (4.35)

where hm,s [m · s−1] is the solvent mass transfer coefficient; ρv,s [kg ·m−3] and
ρv,∞ [kg ·m−3] are, respectively, the partial vapour densities over the droplet surface
and far from it. Mass and heat transfer coefficients are calculated using different
empirical correlations. These correlations will change according to the flow pattern,
turbulent or laminar, and will be valid for different ranges of the appropriate Reyn-
olds number. The correlations are written in terms of two dimensionless numbers,
Nusselt number (Nu) and Sherwood number (Sh), which are then used to calcu-
late, respectively, the heat and mass transfer coefficients. The first heat transfer
coefficient, h1 [W ·m−2 ·K−1], is calculated as:

h1 = Nug · kg
Dh

(4.36)

where Nug is the Nusselt number relative to the carrier gas; kg [W ·m−1 ·K−1] is the
carrier gas thermal conductivity; and Dh [m] is the flow hydraulic diameter, defined
as:

Dh = 4 · Ac
P

(4.37)

where Ac [m2] is the cross-sectional area and P [m] is the perimeter of the flow.
The second heat transfer coefficient is calculated as:

h2 = Nud · kg
dd

(4.38)

where kg [W ·m−1 ·K−1] is the carrier gas thermal conductivity; dd [m] is the droplet
diameter; and Nud is the Nusselt number relative to the droplet, given by:

Nud =
(
2 + 0.6 ·Re1/2

d · Pr
1/3
)
· (1 + C)−0.7 (4.39)

where Pr is the dimensionless Prandtl number, Red is the Reynolds number relative
to the droplet given by Equation 4.40 and C is the Spalding number, given by
Equation 4.41:

Red = U · dd · ρ
µ

(4.40)
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C = cp,v · (T − Td)
hfg

(4.41)

where U [m · s−1] is the mean velocity of the carrier gas, calculated by Equation
4.11; dd [m] is the droplet diameter; ρ [kg ·m−3] is the carrier gas density; and
µ [N · s ·m−2] is the carrier gas dynamic viscosity; cp,v [J · kg−1 ·K−1] is the solvent
vapour specific heat; T [K] is the carrier gas mean temperature; Td [K] is the droplet
temperature; and hfg [J · kg−1] is the solvent specific heat of evaporation.
The mass transfer coefficient is calculated as:

hm,s = Shd ·Dv

dd
(4.42)

where Shd is the dimensionless Sherwood number, calculated by Equation 4.43;
Dv [m2 · s−1] is the solvent vapour diffusion coefficient.

Shd =
(
2 + 0.6 ·Re1/2

d · Sc
1/3
)
· (1 + C)−0.7 (4.43)

where Red is the Reynolds number relative to the droplet given by Equation 4.40, Sc
is the dimensionless Schmidt number; C is the Spalding number, given by Equation
4.41; Td [K] is the droplet temperature; and T [K] is the carrier gas mean temperat-
ure.
The delivery models can account for uncertainties in parameters that are cal-

culated from empirical equations. For example, the partial vapour densities, the
Prandtl and Schmidt numbers and the solvent vapour diffusion coefficient are cal-
culated using specific correlations [117], as a function of the temperature and the
choice of precursors and solvents.
The temperature profile of the carrier gas shown in Equation 4.33 was obtained

via energy balance. On the other hand, the solvent evaporation model shown in
Equation 4.34 was first introduced by Mezhericher et al. [114]. In the context of the
AACVD process, this thesis connected the two models to be able to describe how
the solvent evaporates once the carrier gas is heated and the precursors are released.
The film formation can then take place and the modelling for that is presented next.

4.6 Chemical Deposition and Film Formation

The delivery model predicts the temperature profile in the deposition site and the
rate of solvent evaporation. Now, the deposition reactions occur in gas and solid
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phases and consist of multiple steps happening both in series and in parallel. Before
obtaining the final product, there may be both detectable and undetectable interme-
diates and undesired reaction impurities [52]. Building a robust chemical process,
with reproducible reaction performance, would require the understanding of the
mechanisms and the competing rates of reactions, as well as the interplay between
kinetic effects, mass transfer and energy-related effects. Sophisticated methodolo-
gies can be used to study the mechanism and kinetics of specific reactions as, for
example, Wang et al. [136] did using an in-situ environmental scanning electron
microscopy for the production of single-layer graphene growth on platinum foils.
This is a first step to build specific mathematical models to describe that reaction
in particular. Many other studies have been conducted to study synthetic method-
ologies, mechanisms and kinetics of deposition for different materials, as well as the
correlation between properties [39, 137–149].

As an alternative, a general modelling methodology is proposed that requires
simpler measurements, such as the film growth rate and some idea of the mech-
anisms involved. The objective is to have models that are independent from the
full understanding of the mechanisms for each reaction, avoiding the cost of a thor-
ough investigation towards the phase, composition and morphology of the deposition
products. It is important to recognise that the accuracy and generality of predic-
tions given by the simplified models are dictated by the amount of experimental
data and the level of mechanistic understanding when building them. The para-
meters can, however, have their values improved with more experiments, which can
be guided by the models using principles from model-based design of experiments.
Alternatively, when there is a set of well studied and understood specific reactions
and their mechanisms, more sophisticated models can be used [150–154].

Modelling the film formation can bring insights about the chemical mechanisms
and the competition between mass transfer and reaction kinetics, which will affect
the final products. The objective is, therefore, to model specifically the laboratory-
scale CVD batch reactor and to generalise the results to the industrial-scale process.
This means that a migration is necessary from sequential batch depositions in the
laboratory to continuous deposition on top of a flowing glass in the industrial setting.
In both cases, when the aerosol reaches the reaction chamber, the solvent evaporates
and chemical reactions take place, resulting in the film formation.

Equation 4.44 represents a set of steps to describe a hypothetical chemical vapour
deposition mechanism, namely, the mass transfer (diffusion) of each chemical species
from the bulk gas (subscript g) to the interface with the solid (subscript int) and
vice versa, adsorption onto the surface (subscript ad), desorption from the surface,
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and the chemical reactions:

A(g) 

Keq1

A(int)

B(g) 

Keq2

B(int)

C(g) 

Keq3

C(int)

D(g) 

Keq4

D(int)

A(int) + S1 

Keq5

A(ad)

B(int) + S2 

Keq6

B(ad)

C(int) + S3 

Keq7

C(ad)

D(int) + S4 

Keq8

D(ad)

A(g) 

Keq9

B(g) + C(g)

A(s) 

Keq10

B(s) + C(s)

B(s) 

Keq11

C(s) +D(s)

(4.44)

where A is a precursor, whose properties affects the aerosol generation, transport
and delivery; B is an intermediate; C is a by-product; D is the main product forming
the film; Si is an empty sorption site i; Keqi is an equilibrium constant of reaction
i. Considering only the chemical reactions and assuming that they are close to
irreversible, Equation 4.45 is obtained:

A(g)
gas−→
k1

B(g) + C(g)

B(s)
surface−→
k2

C(s) +D(s)

A(s)
surface−→
k3

2C(s) +D(s)

(4.45)

where ki [units vary] is the kinetic constant of reaction i, in the gas phase or on the
surface. Notice that A(s)

surface−→
k3

2C(s) + D(s) is obtaining from combining A(s)
surface−→

B(s) + C(s) with B(s)
surface−→ C(s) + D(s). An example of reaction following the above

mechanism is the conversion of monosilane for the production of high-grade poly-
silicon [155]. The deposition rate is affected by thermodynamic, kinetic and mass
diffusion factors, any of which may be dominant depending on the operating condi-
tions of the reactor [156]. Those factors are described in the dynamic model for the
laboratory batch reactor, which can be obtained by performing material balances:
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d
dtn

g
A = Ḟin · CinA − Ḟout ·

ngA
V
− hm,A ·A ·

(
ngA
V
− nsA
Vint

)
− k1 · ngA

d
dtn

s
A = A · hm,A ·

(
ngA
V
− nsA
Vint

)
−A · k3 ·

nsA
Vint

d
dtn

g
B = Ḟin · CinB − Ḟout ·

ngB
V
− hm,B ·A ·

(
ngB
V
− nsB
Vint

)
+ k1 · ngA

d
dtn

s
B = A · hm,B ·

(
ngB
V
− nsB
Vint

)
−A · k2 ·

nsB
Vint

d
dtn

g
C = Ḟin · CinC − Ḟout ·

ngC
V
− hm,C ·A ·

(
ngC
V
− nsC
Vint

)
+ k1 · ngA

d
dtn

s
C = A · hm,C ·

(
ngC
V
− nsC
Vint

)
+A · k2 ·

nsB
Vint

+ 2 ·A · k3 ·
nsA
Vint

d
dtn

g
D = Ḟin · CinD − Ḟout ·

ngD
V
− hm,D ·A ·

(
ngD
V
− nsD
Vint

)
d
dtn

s
D = A · hm,D ·

(
ngD
V
− nsD
Vint

)
+A · k2 ·

nsB
Vint

+A · k3 ·
nsA
Vint

(4.46)

where component j is described by its inlet feed concentration, Cin
j [mol ·m−3], its

amount of substance in the gas phase, ngj [mol], and its amount of substance in the
solid phase on top of the substrate, nsj [mol]; t [s] is the reaction time; Ḟin [m3 · s−1]
and Ḟout [m3 · s−1] are, respectively, the inlet and outlet volumetric flow rates of the
carrier gas; hm,j [m · s−1] is the gas to solid phase mass transfer coefficient of com-
ponent j; V [m3] is the gas phase reaction volume; Vint [m3] is the solid-gas interface
volume; and A [m2] is the glass surface area in contact with the gas. Note that
Ḟin = Ḟout = Q when there is no accumulation, where Q [m3 · s−1] is the carrier
gas flow rate from Equation 4.3. The reaction rate constants and the mass transfer
coefficients are not known exactly and are then represented using probability distri-
butions. Therefore, the solution of the ODE system will then return a distribution,
which is used to predict the most likely values of the final amounts of each material.

The driving force for the diffusion of particles from the bulk gas to the solid
interface is the difference in concentration of the particles in the two regions. The
model presented in Equation 4.46 used the solid-gas interface volume Vint [m3], which
can be physically interpreted as the volume of the static boundary layer from fluid
dynamics. This way of modelling explicitly shows the use of the boundary layer.
However, it is more common to find in the literature models that will leave the
boundary layer implicit [46, 157–159], by writing the driving force

(
ngi
V
− nsi

Vint

)
as

(Cg
i − Cs

i ). Nevertheless, the results are equivalent.

For the industrial-scale deposition on a continuously flowing glass, the process
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operates at steady state. When comparing the batch with the continuous process,
the time derivatives in Equation 4.46 become dependent on space and time, given
that the carrier gas flows inside the distributor beam and on top of the moving glass,
where the film grows, as shown in the bottom right-hand side of Figure 2.1. Since
the interest lies in the profile of film growth as the glass moves, the reaction space
was discretised into small parallelograms and solved Equation 4.46 for each one of
them. The flow rate of carrier gas and the speed of the flowing glass dictate the
residence time of the precursors in each discretised parallelogram. The result is the
film growth profile as the glass flows through the deposition zone. The final amount
of deposited D, nsD [mol], and the film thickness, τ [m], will be given by:

nsD = ρd ·
∫
dd

∫
t
f (x) · dt · ddd

τ = nsD
ρ · w · v · tr

(4.47)

where f (x) represents the integrated models for aerosol generation, transport and
delivery and chemical deposition described above; ρd [kg ·m−3] is the density of the
precursor solution; dd [m] is the droplet diameter; t [s] is time; ρ [mol ·m−3] is the
mean molar density of the film; w [m] is the glass width; v [m · s−1] is the speed of
the flowing glass; and tr [s] is the chemical deposition residence time, defined as the
time taken by the glass to cross the distributor beam. Note that the glass surface
area in contact with the gas, A [m2], is given by the product w · v · tr.
A general chemical vapour deposition mechanism was introduced to illustrate the

modelling procedure. Equation 4.46 was derived from mass balances of the given
mechanism. Equation 4.47 is an original contribution of this work. It represents
the final objective of the integrated model, which is to obtain the film thickness as
a function of all the preceding and integrated steps of the AACVD process: the
aerosol generation, transport, delivery and the chemical deposition. To apply the
model for the production of a specific film, suffices to adapt Equation 4.46.

4.7 Summary

A procedure for a model-based scale-up for the AACVD process was introduced.
With that in mind, models were presented to simulate every step needed for an
industrial-scale AACVD. This includes models to predict the droplet median dia-
meter generated by ultrasonic vibration; models to predict the amount and distribu-
tion of the droplet sizes for the aerosol that successfully crosses a piping transport
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system; models to predict the increase in temperature when the carrier gas is heated
and the time taken for the solvent to evaporate and release the precursors; and mod-
els to predict the growth rate and thickness of the deposited films. Next, simulation
results for these models and their experimental validation will be presented.
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5 Process Simulations and
Experimental Validation

The models previously presented are now applied to exemplify how different para-
meters impact the aerosol droplet size and how they can be studied and understood.
This includes the log-normal distribution of the aerosol droplet size generated by
ultrasonic vibration, using a piezoelectric transducer. The loss of aerosol throughout
a transport system and the final size distribution at the outlet of the piping system
are also studied.
Potter et al. [31] used aerosol-assisted chemical vapour deposition (AACVD) to

deposit thin transparent conducting oxide films on glass substrates. The generated
aerosol retains the properties of the solvent used, assuming that the solute quantity
is small enough. Carrier fluids are usually air or nitrogen; the latter if an inert
atmosphere is necessary in the reactor. Therefore, to further evaluate the models
proposed, simulations will be run using methanol as the solvent, which is atomised
and transported using nitrogen as the carrier fluid at constant flow rate and room
temperature.

5.1 Aerosol Generation

Based on Equation 4.2, the median droplet diameter is a function of some paramet-
ers that depend on the equipment and others that depend on the physico-chemical
properties of the fluid to be atomised and its flow rate. The available commercial
atomisers, such as the Sono-Tek Ultrasonic Nozzle, work with frequencies ranging
from kilohertz to megahertz [160]. Figure 5.1 shows how the median droplet dia-
meter changes with the frequency of the atomiser, according to the model presented
in Section 4.3. The nominal values of the parameters used as the model input, based
on the atomisation of methanol at 298.15 K, are listed in Table 5.1.
Using the same values displayed in Table 5.1, for a transducer frequency of

1.60 MHz, Figure 5.2 is obtained, presenting how the droplet median diameter is
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Table 5.1: Input parameters for methanol atomisation.

Symbol Parameter Nominal Value Units
ρd Atomiser fluid density 786.6 kg ·m−3

σd Atomiser fluid surface tension 2.2 · 10−2 N ·m−1

Symbol Design Variable Range Units
f Ultrasonic atomiser frequency [0.5, 20] · 105 Hz
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Figure 5.1: Median droplet diameter as a function of atomiser frequency. Other
parameters as listed in Table 5.1.
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sensitive to changes in different parameters. atomiser ultrasonic frequency of vibra-
tion is shown to have the greatest impact for the operating setting used. If it were
to be increased by 5% (from 1.60 MHzto 1.68 MHz), the droplet median size would
decrease by 3.2% (from 2.21 to 2.14µm).
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Figure 5.2: Local sensitivity analysis for the droplet median diameter. Each para-
meter is increased by 5%, keeping the other parameters constant. The
percentage effect in the median diameter is shown in the y-axis. Other
parameters as listed in Table 5.1.

Finally, Figure 5.3 shows the median droplet size as a function of the atomiser
ultrasonic frequency and fluid density, the two parameters inversely proportional to
the droplet diameter, for a constant fluid surface tension of σd = 2.2 · 10−2 N ·m−1.

5.2 Aerosol Transport

Applying the equations described in Section 4.4, it is possible to study the aerosol
penetration for different scenarios. First, straight pipes will be treated, followed by
bends and coiled pipes. Finally, the droplet size distributions are shown for the inlet
and outlet of different piping systems.
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Figure 5.3: Median droplet diameter as a function of atomiser frequency and fluid
density for fluid surface tension of σd = 2.2 · 10−2 N ·m−1. The droplet
diameter is shown in the z-axis and in the colour bar. Fixed model
parameters are listed in

5.2.1 Straight Pipes

Different straight pipe settings are now simulated to understand the impacts of
different deposition mechanisms. The nominal values of the model input parameters
are presented in Table 5.2. Whenever a parameter is changed, it will be mentioned.

Table 5.2: Input parameters for the transport of methanol aerosol through straight
pipes.

Symbol Parameter Nominal Value Units
ρ Carrier fluid density 1.17 kg ·m−3

Q Carrier fluid flow rate 3.333 · 10−5 m3 · s−1

µ Carrier fluid dynamic viscosity 1.85 · 10−5 N · s ·m−2

ρd Droplet density 786.6 kg ·m−3

dd Droplet diameter 7 · 10−6 m
d Pipe inner diameter 0.01 m
φ Pipe inclination angle (reference: horizontal axis) 30 degrees
L Pipe length 2 m
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5.2.1.1 Sensitivity Analysis

Figure 5.4 shows the sensitivity analysis for the initial input vector using all
parameters as described in Table 5.2. The droplet diameter is shown to have the
greatest impact for the input vector used: if it were to be increased by 5% (from
7.00 to 7.35µm), the fraction of aerosol penetration would be reduced by 6% (from
0.54 to 0.51).
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Figure 5.4: Sensitivity analysis for the aerosol penetration. Each parameter is in-
creased by 5%, keeping the other parameters constant. The percentage
effect in the aerosol penetration is shown in the y- axis. Other paramet-
ers as listed in Table 5.2.

5.2.1.2 The Contribution of Different Mechanisms

Figure 5.5 shows the dominance of each particular mechanism on the aerosol
deposition depending on the droplet diameter for both horizontal and vertical pipes.
For the horizontal pipe, a trade-off can be seen related to the size of transported
particles: gravitational settling has little impact towards little droplets; however,
they are more impacted by Brownian diffusion. The reverse can be seen for bigger
droplets, which are strongly affected by gravitational settling. It can also be seen
that the turbulent diffusion mechanism has little impact for horizontal pipe. This
impact grows as the pipe inclination angle increases and is maximum when the pipe
becomes vertical, when the gravitational settling becomes negligible.
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(a) Horizontal pipe.
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(b) Vertical pipe.

Figure 5.5: Percentage contribution of different mechanisms to the overall aerosol
deposition, for different droplet sizes and horizontal or vertical pipe.
Other parameters as listed in Table 5.2.
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Figure 5.6 shows the dominance of each particular mechanism on the aerosol
deposition depending on the pipe diameter. The figure only shows a horizontal
pipe, since the only contribution for a vertical pipe would be turbulent diffusion,
given that Brownian diffusion is negligible for the droplet diameter used, dd = 7µm.
It can be seen that small tube diameters have lower gravitational settling, but higher
turbulent deposition. The reverse occurs for larger tube diameters.
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Figure 5.6: Percentage contribution of different mechanisms to the overall aerosol
deposition, for different horizontal pipe diameters. Other parameters as
listed in Table 5.2

5.2.1.3 The Impact of Droplet Size on Aerosol Penetration

Figure 5.7 shows the variation of the aerosol penetration as a function of the
droplet size. The logarithmic scale was used so that a wide range of droplet diameters
could be represented. It is interesting to note that substantial droplet losses occur
in both extremes of the droplet sizes, too small and too big. The area with greater
aerosol penetration coincides with the transition between the dominant Brownian
diffusion mechanism for small droplets and the gravitational settling for bigger and
heavier droplets.
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Figure 5.7: Penetration as a function of droplet diameter. Other parameters as listed
in Table 5.2.

5.2.1.4 Aerosol Penetration as a Function of Pipe Length and Inclination
Angle

Figure 5.8 shows the variation of the aerosol penetration with the pipe length,
for different pipe inclinations. Notice how the penetration decreases at a growing
rate as the vertical pipe is inclined until reaching the horizontal position. This is
explained by the growing impact of the gravitational settling mechanism, which is
maximum for the horizontal pipe and negligible for the vertical one. Figure 5.9
clearly exemplifies how the aerosol penetration decreases faster with the growth of
pipe length for inclination angles approaching zero, which is the horizontal position.

5.2.2 Bends

Applying the model described in Section 4.4.2, it is possible to study the aerosol
penetration for pipe bends. Figure 5.10 shows the sensitivity analysis for the nominal
values of the parameters used as the model input described in Table 5.3. The tube
inner diameter is shown to have the greatest impact for the input vector used: if
it were to be increased by 5% (from 0.0100 to 0.0105 m), the fraction of aerosol
penetration would be increased by 0.16% (from 0.989 to 0.991). On the other hand,
the impact of temperature change is negligible. For a single bend, the aerosol loss
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Figure 5.8: Penetration as a function of pipe length for different inclinations. Other
parameters as listed in Table 5.2.

Figure 5.9: Aerosol penetration as a function of pipe length and inclination angle.
The penetration fraction is shown in the z-axis and in the colour bar.
Fixed model parameters are listed in Table 5.2.
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is seen to be very small.

Table 5.3: Input parameters for the transport of methanol aerosol through pipe
bends.

Symbol Parameter Nominal Value Units
T Temperature 298.15 K
Q Carrier fluid flow rate 3.333 · 10−5 m3 · s−1

µ Carrier fluid dynamic viscosity 1.85 · 10−5 N · s ·m−2

ρd Droplet density 786.6 kg ·m−3

dd Droplet diameter 7 · 10−6 m
rb Bend radius 0.1 m
α Bend angle 90 degrees
d Tube inner diameter 0.01 m
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Figure 5.10: Sensitivity analysis for the aerosol penetration on a bend. Each para-
meter is increased by 5%, keeping the other parameters constant. The
percentage effect in the penetration fraction is shown in the y-axis.
Other parameters as listed in Table 5.3.
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5.2.3 Droplet Diameter Distribution before and after a
Transport System

The median droplet diameter obtained when generating aerosol by ultrasonic vi-
bration is modelled using a log-normal distribution, where the variance of the dis-
tribution is a function of the atomiser properties. The loss of aerosol throughout
the piping system changes dramatically depending on the size of the droplets, which
makes it the variable of greatest interest. Therefore, the inlet droplet size distribu-
tion can be used to predict the outlet droplet distribution, as will be shown next.
Figure 5.11 shows the inlet droplet sizes following a log-normal distribution, rep-

resented by the blue curve. The red curve represents the outlet fraction of aerosol
that is expected to successfully cross the transport system, in this case it is 0.63. The
system is described by the parameters from Table 5.2, except the pipe length and
position, which are respectively 1 m and horizontal. Additionally, Figure 5.12 shows
the results when a 5 m horizontal pipe is used. The fraction of aerosol crossing the
pipe is expected to be 0.26. The area under the curves represents the penetration
fraction of aerosol.
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Figure 5.11: Droplet diameter distribution before and after transport in a horizontal
pipe of 1 m length. Area under inlet curve is unitary and under the
outlet curve is the fraction of aerosol expected in the outlet of the coiled
pipe. Other parameters as listed in Table 5.2.
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Figure 5.12: Droplet diameter distribution before and after transport in a horizontal
pipe of 5 m length. Area under inlet curve is unitary and under the
outlet curve is the fraction of aerosol expected in the outlet of the coiled
pipe. Other parameters as listed in Table 5.2.

5.3 Experimental Validation

The aerosol generation and transport models presented in Sections 4.3 and 4.4 had
already been validated using experimental data available in the literature. Further
validation was possible through preliminary experiments performed at the Materials
Chemistry Centre, part of University College London’s Department of Chemistry. A
laboratory-scale atomiser and transport system were used to emulate the generation
and transport of aerosol. The following subsections present the methodology and
the results.

5.3.1 Experimental Setting and Data Collected

An ultrasonic atomiser manufactured by Johnson Matthey Piezo Products was
used to generate aerosol from liquid methanol. The aerosol was then transported
through different pipe lengths using nitrogen as the carrier gas. Due to space restric-
tions in the laboratory and as a good approximation of a worst-case scenario, the
transport tubing for these experiments was arranged in a coil format. The nitrogen
carrier gas flow rate was 1 L ·min−1, the temperature during the experiments was
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approximately 25°C, and the atomiser should operate at a frequency of approxim-
ately 1.6 MHz, as provided by Johnson Matthey’s technical data [161].
The measurement of the aerosol loss during transport was made using the experi-

mental setting shown in Figure 5.13. The atomiser was fed 20 mL of liquid methanol
to generate aerosol, which was carried by nitrogen gas from the atomiser through
the coiled transport system to a cold-trap, which let the carrier gas pass while trap-
ping the aerosol. The experiment ended when all the methanol had been atomised
and transported. The mass difference between the cold-trap before and after the
experiment is the amount of aerosol that successfully travelled through the coiled
pipe. The amount of aerosol lost during transport is the mass difference between the
initial liquid methanol and what was caught in the cold-trap. Each experiment was
repeated three times to ensure the reproducibility of the results. The measurements
were made for 2, 8 and 50 m of coiled pipe, with the results shown in Table 5.4.

Figure 5.13: Experimental setting made of an atomiser in between a coiled tubing
system and a supplier of carrier gas.

The measurement of the aerosol droplet size distributions was made using a sim-
ilar experimental setting, but replacing the cold-trap with a Malvern Instruments’
Spraytec laser diffraction device, responsible for sizing the aerosol. The measure-
ments were made at four different points: the first one was where the aerosol leaves
the atomiser; then after 2, 4 and 8 m of coiled pipe. The results are shown, respect-
ively, in Figures 5.14, 5.15, 5.16 and 5.17. The measuring error was considerably
lower for the outputs of the coiled pipes than for the output of the atomiser. This
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was possibly caused by a less organised atomiser output, when compared to the
coiled pipe output. The error bars shown in the preceding figures were generated
for each run, which is independent from each other, they represent instrumental
error and not the experimental spread of values.

Table 5.4: Fraction of aerosol particles that successfully crossed a given length of a
coiled pipe transport system.

Transport system length [m] Aerosol penetration
2 0.48± 0.03
8 0.18± 0.03
50 0.05± 0.03
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Figure 5.14: Experimental droplet size distribution after methanol atomisation.
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Figure 5.15: Experimental droplet size distribution after 2 m coiled pipe.
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Figure 5.16: Experimental droplet size distribution after 4 m coiled pipe.
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Figure 5.17: Experimental droplet size distribution after 8 m coiled pipe.

5.3.2 Comparison between Model and Experimental Results

The aerosol generation model presented in Section 4.3 can be directly applied
using the experimental conditions to predict the size distribution of the aerosol
produced. Liquid methanol was atomised at 25°C, therefore, the model input is:
surface tension σd = 0.022 N ·m−1, density ρd = 786.6 kg ·m−3 and atomiser fre-
quency f = 1.6 MHz. The result is shown in Figure 5.18(a), which presents a
large discrepancy between the predicted distribution and the experimental distri-
bution. This discrepancy motivated a further look into the atomiser’s technical
data provided by its manufacturer [161]. In fact, the technical data claims that the
atomiser operates at a frequency of approximately 1.6 MHz and generates aerosol
with median droplet size of approximately 3µm. This is perfectly consistent with,
and matches exactly, the output of the aerosol generation model for water (model
input: ρd = 997 kg ·m−3, σd = 0.072 N ·m−1, f = 1.6 MHz), which validates the
model. However, the expected median droplet size for methanol would be 2.2µm
(model input: σd = 0.022 N ·m−1, ρd = 786.6 kg ·m−3, f = 1.6 MHz), as shown
in Figure 5.18(a), which differs from the measured droplet sizes obtained from the
experiment. This suggests that the atomiser was malfunctioning and generating
much larger droplets, as if the operating frequency were 100 kHz instead of 1.6 MHz.
The model results for the lower frequency are shown in 5.18(b), the predicted me-
dian droplet size is 14µm (model input: σd = 0.022 N ·m−1, ρd = 786.6 kg ·m−3,
f = 100 kHz).
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Figure 5.18: Comparison between the predicted and the experimentally obtained
droplet size distributions for the droplets generated by the atomiser.
The experimental data was used for the validation of the aerosol gen-
eration model. The model input for (a) and (b) used surface tension
σd = 0.022 N ·m−1 and density ρd = 786.6 kg ·m−3. However, (a) used
atomiser frequency f = 1.6 MHz, while (b) used atomiser frequency
f = 100 kHz. The log-normal distribution for aerosol sizing is described
in Section 4.3.
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Figure 5.19: Schematics of a coiled pipe setting.

To validate the aerosol transport model presented in Section 4.4.3, the experi-
mental conditions shown in Table 5.5 and the droplet distribution shown in grey
in Figure 5.18(b) are used as the model input to run the simulations. The model
predictions are then compared with the experimental results. Table 5.6 shows the
comparison for the fraction of aerosol that successfully crosses the transport system.
Figures 5.20, 5.21 and 5.22 show the comparisons of the size distributions for the 2,
4 and 8 m coiled pipe system, respectively.
The fact that the aerosol is transported at room temperature for the AACVD

process allowed the assumption that aerosol evaporation during transport is negli-
gible. However, it is likely that the evaporation of droplets should be considered in
case of transport at higher temperatures or if very volatile solvents are used.

Table 5.5: Experimental conditions used as input parameters for the transport of
methanol aerosol through the coiled pipe system.

Symbol Parameter Nominal Value Units
ρ Nitrogen gas density 1.17 kg ·m−3

Q Nitrogen gas flow rate 1 L ·min−1

µ Nitrogen gas dynamic viscosity 1.85 · 10−5 N · s ·m−2

ρd Droplet density 786.6 kg ·m−3

d Coiled pipe inner diameter 1 cm
rc Coil radius 10 cm
l Coiled pipe length 2, 4, 8, 50 m
T Temperature 25 °C
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Table 5.6: Comparison between experiment and model fraction of aerosol particles
that successfully crossed a given length of a coiled pipe transport system.

Transport system Experimental aerosol Model predicted
length [m] penetration aerosol penetration

2 0.48± 0.03 0.48
8 0.18± 0.03 0.17
50 0.05± 0.03 0.03
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Figure 5.20: Comparison between the model prediction and the experimentally ob-
tained droplet size distribution for a 2 m coiled transport system for the
validation of the aerosol transport model. Model parameters as listed
in Table 5.5.
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Figure 5.21: Comparison between the model prediction and the experimentally ob-
tained droplet size distribution for a 4 m coiled transport system for the
validation of the aerosol transport model. Model parameters as listed
in Table 5.5.
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Figure 5.22: Comparison between the model prediction and the experimentally ob-
tained droplet size distribution for a 8 m coiled transport system for the
validation of the aerosol transport model. Model parameters as listed
in Table 5.5.
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5.4 Summary

The AACVD models presented in Chapter 4 were evaluated under different condi-
tions to exemplify the use of the models and to show how the variation of parameter
values affect the final results. Although the examples given used a specific set of
parameter values, the same methodology could be applied for any design choices and
the whole AACVD model or for specific parts, for example, the aerosol transport
model alone. Experimental results were presented for the validation of the aerosol
generation and transport models. The next chapter will present the procedure and
its application for the the model-based AACVD process scale-up.
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6 Process Design for Scale-up under
Uncertainty

There are several possible options to be considered for a large-scale AACVD.
Some options may scale-up better than others, based on the design criteria and the
constraints related to the aerosol generation, transport, delivery and the chemical
deposition itself. As a design methodology, the expected process output will be
defined as a target and the results will be shown for the aerosol generation and
transport, then for the aerosol delivery and the film formation. The objective is
to understand the whole process from the perspective of the industry, which is
interested in large production rates of a specific film thickness.

The set of parameters and their values used in the models can be found in Table
6.1. For the deposition of different films, there will be a different set of model
parameters, since they are a function of the precursors, solvents, carrier gas and
reaction mechanisms. However, to illustrate the use of the models for the indus-
trial setting, the carrier gas will be nitrogen and the precursor solvent methanol, as
seen in Chapter 5. For the aerosol generation and transport models, some of the
parameters were fixed according to what could be expected for an industrial-scale
process, such as transport system length and number of pipe bends. Other para-
meters were allowed to be changed, called design variables, such as the pipe inner
diameter and the atomiser frequency. For the aerosol delivery and chemical depos-
ition, the heat transfer coefficients are calculated using the correlations presented in
Section 4.5. Specific heats are obtained from Perry et al. [117]. Finally, the mass
transfer coefficients and the kinetic coefficients are obtained by fitting parameters
from experimental results. Since the reaction mechanism presented here is general,
the fitting process only used average values found in the literature for the thickness
of AACVD films experimentally deposited [30, 32, 35, 162, 163]. However, for a
specific film, the experimental results for such a film must be used.
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Table 6.1: Values used for the model parameters in the industrial-scale range with
the objective of continuously coating glass with 425 nm film thickness.

Symbol Parameter Nominal Value Units
A Glass surface area in contact with the gas 4.5 · 10−3 m2

cp,d Droplet average specific heat 2.6 · 103 J · kg−1 ·K−1

cp Carrier gas average specific heat 1.1 · 103 J · kg−1 ·K−1

h1 Heat transfer coefficient wall to carrier gas 6 W ·m−2 ·K−1

h2 Heat transfer coefficient carrier gas to droplet 2.5 · 103 W ·m−2 ·K−1

hm,A Mass transfer coefficient of component A 7.4 · 10−4 m · s−1

hm,B Mass transfer coefficient of component B 1.2 · 10−2 m · s−1

hm,C Mass transfer coefficient of component C 1.4 · 10−3 m · s−1

hm,D Mass transfer coefficient of component D 1 · 10−9 m · s−1

hm,s Mass transfer of the precursor solvent 1.5 m · s−1

hvap,d Droplet specific heat of evaporation 1.2 · 106 J · kg−1

k1 Kinetic constant of reaction 1 1.62 s−1

k2 Kinetic constant of reaction 2 8.96 · 10−4 m · s−1

k3 Kinetic constant of reaction 3 5.6 · 10−4 m · s−1

L Transport system length 5.0 · 101 m
N Number of 90° pipe bends 5 −
P Contact surface perimeter for heat transfer in the distributor beam 6.4 m
s Standard deviation for the droplet log-normal distribution 0.6 −
Tw Wall temperature 7.8 · 102 K
vg Carrier gas velocity inside the deposition beam 0.3 m · s−1

V Reactor volume 1.4 · 10−4 m3

Vint Solid-gas interface volume 1 · 10−5 m3

µ Carrier gas dynamic viscosity 1.9 · 10−5 N · s ·m−2

µd Droplet dynamic viscosity 5.5 · 10−4 N · s ·m−2

ρ Carrier gas density 1.2 kg ·m−3

ρ̄ Film average molar density 7 · 104 mol ·m−3

ρd Droplet density 7.9 · 102 kg ·m−3

σd Surface tension of the precursor solution 2.2 · 10−2 N ·m−1

Φ Volume fraction of aerosol in the carrier gas 0.02 −
Symbol Design Variable Range Units
CprecA Concentration of precursor A in the solution to generate aerosol [0.01, 1.0] · 103 mol ·m−3

d Pipe inner diameter [0.5, 9] · 10−2 m
f Ultrasonic atomiser frequency [0.1, 54] · 105 Hz
Ḟin Carrier gas volumetric flow rate [1, 7] · 10−2 m3 · s−1

NP Number of parallel pipes [1, 10] −
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6.1 Aerosol Generation and Transport

Given the amount of reactants necessary for the production of a film with a
specific thickness, the aerosol generation and transport system can be designed.
For the aerosol generation, the models show that the most impactful variable on
the aerosol sizing is the atomiser ultrasonic frequency. This is important, since the
sizing has the greatest impact on the aerosol loss for a given transport geometry,
followed by the carrier gas flow rate. Note that the relative range of the uncertain
droplet sizes is much greater than all the other variables in the transport model.
To illustrate the outputs of the transport model, the droplet distributions before

and after a 50 m transport system are shown in Figure 6.1 for two different dis-
tributions of droplet sizes in the aerosol. Results show that 86 % of the aerosol is
expected to successfully reach the distributor beam for the aerosol with 2µm median
droplet diameter and 26 % for the 10µm median droplet diameter. Note that more
of the larger droplets are lost, indicating the importance of modelling the full range
of possible droplet sizes, explained by the different extent of aerosol loss depending
on the size of the particles. The optimum sizing range for transport can be found
for each particular transport system. Additionally, the maintenance schedule is a
function of the aerosol loss and can be determined by the presented models, vary-
ing according to the generated droplet sizes and the properties of the flow and the
transport system.

6.2 Aerosol Delivery and Chemical Deposition

TCO functional films reported in the literature [30, 32, 35, 162, 163], which sat-
isfy industry standards for the functional properties, have their thicknesses varying
from one-tenth to eight micrometres, depending on how long the deposition process
is allowed to take place. Most papers published showing experimental work only
report values of the final film thickness for a given reaction residence time. These
values allow, as first approximation, the quantification of the uncertain coefficients
in systems of ODEs analogous to the one represented in Equation 4.46. The conver-
sion fraction of precursors can also be estimated, based on the final film thickness
and the initial quantity of precursors used. The objective is simulating the con-
tinuous industrial-scale AACVD process; therefore, laboratory-scale batch experi-
ments are used to study the reaction kinetics and transfer coefficients, which will
then inform the models for the large-scale simulations. Equation 4.46 will have its
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Figure 6.1: Droplet diameter distribution before and after a 50 m transport system.
The diameter of the piping system was 6.2 cm for (a) and (b), while the
inlet median droplet diameter was 2µm for (a) and 10µm for (b). Other
parameters as described in Table 6.1. The area under the inlet curve is
unitary, while the area under the outlet curve is the fraction of aerosol
expected in the outlet of the transport system, 0.86 for (a) and 0.26 for
(b).
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scale-dependent parameters adjusted according to the scale, having different contact
surface area, flow rates and concentrations. On the other hand, the mass transfer
coefficients and kinetic constants are scale-independent and are estimated using the
experiments.
The parameter estimation procedure from experimental data emphasises the need

to handle uncertainties that arise from the scale-up. For example, using the final
film thickness and deposition time from a laboratory-scale batch experiment for a
particular deposition, the scale-independent parameters can be fitted. The time
behaviour can then be obtained by the models, as exemplified by Figure 6.2(a). The
time starts being counted when the reactant starts being delivered to the deposition
site. The film starts growing at an approximately constant rate after one minute
and analogous experiments usually last for about 15 minutes. Note that Figure
6.2(a) shows the most likely results. However, due to the uncertainties in the model
parameters, there is actually a distribution of possible results for each time interval.
As an example, Figure 6.2(b) shows the likelihood plot of the amounts of reactant
A and main product D specifically for time t = 2 min. This plot was obtained
by using normal distributions for the three kinetic constants instead of using their
deterministic nominal values shown in Table 6.1. To make the models more robust,
it would be necessary to collect data on the evolution of the film thickness with time.
Going further, it would also be useful to measure the concentrations of reactants,
intermediates, products and by-products.

6.3 Distributor Beam and Industrial Continuous
Process

The industrial deposition site is found at the final stage of the glass production.
Current plants using the conventional CVD process use a distributor beam to deliver
gaseous chemical precursors to the glass surface. Ideally, the same setting could be
kept after switching to the AACVD process. In the latter case, an inert gas will carry
aerosol containing precursors to the deposition site, which is shown in the bottom
right-hand side of Figure 2.1. The schematic diagram is similar to the distributor
beam made public by the International Patent 96/11802 [164]. The diagram shows
a cross-section of the device, where the aerosol arrives from the top middle part and
reaches the surface of a moving glass in the x-axis direction on the bottom part.
The formation of a thin film with specific optoelectronic properties on the glass is
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Figure 6.2: (a) Simulation of the laboratory-scale batch chemical deposition. The
reactant A is fed at constant flow rate; component B is an intermediate;
C is a by-product; D forms the thin film with thickness τ [nm] growing as
shown in the right-hand side axis. (b) Plot showing the likelihood regions
for the components A and D at time t = 2 min, given the uncertainties
in the model parameters. The darker the region, the more likely it is to
represent reality. Model parameters as described in Table 6.1.
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the final objective. The filled rectangles in the diagram are heat exchangers, which
allow the temperature of the deposition site walls to be controlled.
The industrial process operates at constant temperature and atmospheric pres-

sure. The glass width is in the direction perpendicular to the xy-plane, while the
vertical direction represents the distributor’s height, which is adjustable and can
be taken as a design variable. The carrier gas arrives at the distributor beam at
room temperature and its temperature increases while travelling between the walls
of the distributor beam, as modelled by Equation 4.33. Discretising the x-axis, it
is possible to solve the system of ODEs represented in Equation 4.46 for different
positions, which allows the prediction of the chemical species concentration for dif-
ferent values of distance from the centre of the distributor beam. It is then possible
to study different variations of the patented device, as shown in Figure 6.3.
As the results suggest, the film growth rate is not uniform throughout the reaction

space. Whether the highest growth rate happens when the film has just started
forming (parallel flow setting) or when the film already has some thickness (counter
flow setting) will impact the properties of the film, given that its morphology can
potentially differ. The best design will depend on the chemistry for the chosen
precursors to produce a specific film. Note that the results shown in Figure 6.3(e)
are not symmetric, since that would only happen if the flow were evenly distributed
to both directions. The use of amount of substance instead of concentration is
convenient, since it allows the representation of solid and vapour substances in the
same plot. However, the concentrations of the substances in the vapour state are
easily obtained and are directly proportional to their amounts, for example, Figure
6.4 shows the equivalent results of Figure 6.3(b).

6.4 Integrated Industrial-Scale Process

The simulations are carried out for the different parts of the process: aerosol
generation, transport and delivery, and the chemical deposition. Since the final
objective of the integrated process is to meet a specific deposition rate, all vari-
ables will be dependent on the chemical deposition results. Therefore, the design
of each subprocess is done based on defined targets leading to a goal seeking iter-
ative method. For example, aiming at a final film thickness, simulations are done
to evaluate each subprocess. The models presented can also be used to predict the
properties of the complete industrial-scale AACVD, given the final objective of con-
tinuously coating glass flowing at a specific speed. Simulating the process before
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Figure 6.3: In the first column, schematic diagrams represent the cross-section of
the deposition site in the direction of the glass flowing from left to right.
Each schematic has its respective chemical deposition simulation results,
shown in the second column. The parallel flow setting is shown in (a)
and (b); the counter flow setting in (c) and (d); and the mixed flow
setting in (e) and (f). The reactant A is consumed, while intermediate
B and by-product C are produced and the film is formed by component
D. The film thickness, τ [nm], is shown in the secondary axis. Model
parameters as described in Table 6.1.
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Figure 6.4: Concentration of the gaseous species in different regions of the deposition
site. The reactant A is consumed, while intermediate B and by-product
C are produced and the film is grown. The film thickness, τ [nm], is
shown in the secondary axis. These results are for the parallel flow set-
ting and are equivalent to Figure 6.3(b). Model parameters as described
in Table 6.1.

scaling-up is also important to identify possible bottlenecks in the process and to
determine where to dedicate more effort and resources. It also aids the evaluation of
different process options and to determine process constraints, limiting factors and
feasible conditions.

The use of the models is illustrated to suggest a possible configuration for the
design of an industrial-scale AACVD process, including the maintenance schedule
for the aerosol transport system. The final objective is producing films with a thick-
ness of at least 425 nm in a continuous industrial-scale process. Laboratory-scale
experimental results with settings analogous to the ones shown in Section 6.2, repla-
cing the cold-trap by a CVD reactor, can be used to fit the mass transfer coefficients
and kinetic constants from Equation 4.46 for the deposition site, which are scale-
independent when using the same components and reactions. The necessary flow
rate of precursors arriving at the reaction site is then estimated. Results show that
a film of 425 nm thickness is obtained when using a total flow rate of 0.03 m3 · s−1,
with reactant concentration of 10 mol ·m−3, and divided into five parallel pipes of
6.2 cm inner diameter. A high conversion of reactants of 88 % is obtained, however,
only 7 % of what reacted is converted into the main product (D), the remainder be-
coming unreacted intermediate (B) and by-product (C). These results are shown in
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Figure 6.3(f), for the industrial deposition site shown in Figure 6.3(e). The aerosol
transport and delivery models show that for the 10 mol ·m−3 reactant concentration
in the reactor, the concentration in the beginning of the transport system must be
11.6 mol ·m−3 since about 14 % of the aerosol will be lost during a 50 m transport
distance, for 2µm median droplet diameter (atomiser frequency 1.8 MHz), as shown
in Figure 6.1(a). For this droplet distribution, the solvent will fully evaporate be-
fore the reactants reach the glass. If the aerosol volume fraction in the carrier gas
is 2 %, the precursor solution used for the aerosol generation must therefore have a
concentration of 580 mol ·m−3.

Given that 14 % of aerosol is lost during transport and assuming that the transport
system must always have 99 % of the piping system unclogged, for uniform loss
throughout the piping system and average lost material density of 5 · 104 mol ·m−3,
it would be necessary to run a solvent through the pipe system to clean it every
227 h of plant operation. To highlight the impact of the range of droplet sizes, if an
aerosol with a 10µm median droplet diameter (atomiser frequency 170 kHz) were
used instead of 2µm, the aerosol loss would jump from 14 % to 74 %, as shown
in Figure 6.1(b). Keeping the same flow rate and precursor concentration, the
film produced would have its thickness dropping from 425 nm to 110 nm and the
transport system would have to be cleaned every 12 h of plant operation. Increasing
the precursor solution concentration and/or increasing the flow rate would increase
the film thickness. This is an iterative process, since the changes in concentration
and/or flow rate will change the properties of the system, leading to a different
aerosol loss during transport. However, the best solution would be to operate at a
much lower fraction of aerosol loss, as what was obtained for the aerosol with 2µm
median droplet diameter.

The possible configuration and results obtained and described above are based
on values that can be used in the industrial-scale process, as shown in Table 6.1.
Note that all values shown in the table were fixed, which means they only apply
to the particular precursor solution, transport system, distributor beam dimensions
and temperature and set of reactions used. The design variables are the number of
parallel pipes and their inner diameter, the ultrasonic frequency for the aerosol siz-
ing, the flow rate, and the precursor concentration. However, the models presented
can also simulate the process for different precursor solutions, different transport
systems and different chemical reactions, with the aim of serving as a guide to the
AACVD scale-up.
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6.5 Summary

There are several possible design options to be considered for a large-scale AACVD.
How to evaluate these options and how to apply a model-based scale-up procedure
were presented. The objective was to understand the whole process from the per-
spective of the industry, which is interested in the large-scale production of func-
tional films. One design was obtained for the AACVD process, which included
the integrated use of the aerosol generation, transport, delivery and the chemical
deposition models. Model uncertainty was taken into account, where parameters,
measurements and process uncertainties were the sources of the uncertainties.
The chemical deposition mechanism presented was general and the methodology

can be applied for the modelling of any deposition. Once a specific film has to be
produced, the mechanism presented in Equation 4.44 can be adapted accordingly
and the procedure executed in this chapter will provide results for that specific film.
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7 Concluding Remarks and Future
Work

This thesis ends with a summary of the work accomplished and the contributions
provided, followed by the main limitations of the work and an indication of possible
venues for future research.

7.1 Conclusions

The manufacture of coatings and thin films such as the TCOs is often limited
by high costs, environmental impacts, and a scarcity of specific precursors. There-
fore, it is essential to look for less expensive and more sustainable processes, which
becomes an easier task as AACVD enables the consideration of a wider range of pre-
cursors. This thesis introduced the first integrated model for the AACVD process,
which includes the aerosol generation, transport, delivery, and for the chemical de-
position. The preliminary simulation results presented worked as a proof-of-concept
for the use of simulations for gaining insights into the feasibility of an industrial-scale
AACVD process and the possibility of keeping the current CVD equipment used in
the industry to operate the AACVD technique instead.
Given an initial aerosol, with a log-normal distribution of droplet diameter, the

prediction is a skewed outlet distribution. An extreme case of a coiled pipe was
used to test the model fully. This latter case was validated experimentally, including
droplet sizing by laser diffraction. The model proposed has been shown to predict
aerosol distributions at the deposition site that take into account the different types
of losses, suitable for transport distances on the scale of industrial processes. Based
on probability distribution functions, the model incorporated the stochastic nature
of both aerosol production and the factors that influence losses during transport, as
well as the uncertainties impacting the chemical deposition. The modelling of the
film formation brought insights about chemical mechanisms and the competition
between mass transfer and reaction kinetics which affect the final product.
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The models presented are also suitable to test different ranges of the AACVD
process variables and parameters, in addition to other applications that rely on the
atomisation and transport of particles, for example, spray drying or cooling, inkjet
printing, agricultural sprays, and fuel combustion. Furthermore, the lessons learned
in modelling uncertainties and their impact on process scale-up motivated research
into formulation, modelling, and solution methods for such applications. The aim
was to ease the procedure of design under uncertainty for a process scale-up and facil-
itate the interactions between different professionals, such as chemists and engineers.
The experimental validation for the AACVD models indicated their effectiveness at
predicting transport losses and also highlighted the impacts of uncertainties in some
of the key parameters. These uncertainties formed the basis for further research into
the treatment of uncertainty in general, through a novel domain-specific modelling
language.
Consequently, the Uncertainty.jl framework was introduced as a user-friendly en-

vironment for the modelling of uncertainty. Examples were presented to show the
ease with which models can be developed, while the obtained solutions demonstrated
the viability of this prototype language, whose merits are particularly promising,
when considering the relative ease through which models can be written. In fact,
the framework has already been used in a number of peer-reviewed publications, as
shown next in the “Publications” section.
The Uncertainty.jl framework and the AACVD models developed and presented

in this thesis are freely available on GitHub [1]. Readers of this thesis are more than
welcome to contact the author for collaborations, as well as to run the codes for any
purpose, including to study, change, and distribute them and any adapted versions.

7.2 Recommendations for Future Work

The aerosol generation model does not provide the standard deviation for the
log-normal distribution of aerosol sizing, which has to be determined using experi-
mental results. It would be useful to extend the model to also provide the stand-
ard deviation. The aerosol transport model did not account for aerosol evapora-
tion/condensation and coalescence/fracture. The model was applied to a transport
system at room temperature and with low aerosol concentration, which is reasonable
in the AACVD context. However, the model could be extended to allow applica-
tions that use the transport system at higher temperatures or with higher aerosol
concentration or transporting a very volatile aerosol.
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The AACVD models themselves can be further validated. Most experimental
results found in the literature show the final film thickness, but not the evolution
in time. The latter would greatly help to build a mechanism for the production of
a specific film. Additionally, it would be very interesting to apply the models and
methodology presented in this thesis to model the AACVD large-scale production
of a specific film. Depending on the results, the industry could, perhaps, try and
adopt the AACVD process.
The models presented could be integrated within an optimisation-based design

framework. This could enable the identification of the best settings for the design
variables for specific film growth rates and optoelectronic film properties. The
lumped nature of the models presented in this thesis could also be considered to
be used within a real-time optimisation system, possibly enabling a more robust or
flexible process operation.
On that note, adding optimisation capabilities to the Uncertainty.jl framework

would be a useful by-product. The framework could also facilitate and encourage
the use of Machine Learning in the context of process modelling. This could be
achieved by allowing users access to supervised learning algorithms, as well as infer-
ence algorithms and probabilistic programming tools. Uncertainty.jl could have a
parser for the communication with the most established modelling platforms, such
as GAMS, AMPL and gPROMS. Finally, more work is also required in terms of
further incorporating state-of-the-art methods for handling uncertainties.
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for Process Design and Scale-up of an Industrial AACVD,” Computer Aided
Chemical Engineering, vol. 44, no. 1, 2018.
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