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Abstract

In an era of digitalization, governments often turn to digital solutions for pressing policy issues, and
the use of digital contact tracing and quarantine enforcement for COVID-19 is no exception. The long-
term impacts of the digital solutions, however, cannot be taken for granted. The development and
use of data tools for pandemic control, for example, may have potentially detrimental and irreversible
impacts on data governance and, more broadly, society, in the long run. In this paper, we aim to explore
the extent to which COVID-19 and digital contact tracing have led to policy change in data governance,
if at all, and what the implications of such change would be for a post-COVID world. We compare the
use of contact tracing and monitoring applications across mainland China, Hong Kong, and Singapore
to illustrate both the enormous benefits and potential risks arising from the design of contact tracing
applications and the involvement of stakeholders in the various stages of the policy cycle to combat
the COVID-19 pandemic. We argue that, while COVID-19 has not changed the nature of issues, such
as public trust in data governance, the increasing involvement of big tech in data policies, and data
privacy risks, it has exacerbated those issues through the accelerated adoption of data technologies.
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The COVID-19 crisis has called for immediate policy intervention at an unprecedented scale. At a time
when traditional measures are insufficient to control the pandemic and its broader societal impacts,
governments need innovative solutions that are efficient and effective at combating issues caused by
COVID-19. These issues range from direct challenges, such as tracing the spread of the virus, to indi-
rect consequences, such as continuing schooling online during lockdowns, and they have provided a
new opportunity for emerging technologies to enhance public value. The pandemic has forced changes
in the status quo of many communities, leading to technologies and innovative pedagogies that could
transform various sectors in the long run.

Governments couldmake use of the COVID-19 pandemic as a window of opportunity (Kingdon, 1984)
to accelerate the development and application of emerging technologies by alleviating two constraints
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present under normal circumstances: lack of resources and insufficient users. Due to the pressing
nature of the pandemic, governments do not have the luxury of depending on a victor to naturally
emerge from the free market. Therefore, instead of acting purely as a user of emerging technologies,
governments could work closely with private enterprises to steer technological development in a direc-
tion that would increase public value at a time of crisis (Shi et al., 2021). Furthermore, as governments
strive to bolster their technological capacity to achieve smart city goals, they could create innovative
policy solutions in-house.

On the other hand, the extensive use and accelerated development of emerging technologies, espe-
cially those dependent on the collection and utilization of personal data, have given rise to intensified
concerns regarding data privacy, data security, and data governance as a whole (Parker et al., 2020).
Data governance refers to the institutional systems that manage the processes of storing, processing,
analyzing, using, sharing, and transacting data by or in the name of the government (Bonina & Eaton,
2020). Many countries had enacted policies to govern these processes to serve public values such as
efficiency, effectiveness, equity, and safety, but their responses to the COVID-19 pandemic have some-
times led to changes or exceptions to these policies. For example, many governments have temporarily
repealed privacy protections to enable the widespread use of personal data in fighting COVID-19. Would
these temporary measures have lasting effects on data privacy? When these sensitive data need to be
shared across different sources and platforms, how can we safeguard data security during this transfer
process? Which stakeholders should be involved in the design and deployment of the new technologies
that depend on this data, and what should each stakeholder group be responsible for? These questions
are pertinent during and after the COVID-19 pandemic as the extensive use and accelerated develop-
ment of emerging technologies for fighting COVID-19 can have profound impacts on the future of data
governance. While the use of these technologies may be legitimated during the pandemic, their legiti-
macy would be a major concern after the crisis due to the public concerns that may be sidelined in the
process.

Mobile applications for contact tracing are a case in point. Contact tracing plays a key role in halting
the spread of COVID-19 as it can identify close contacts of confirmed cases and assist the enforcement of
quarantine and social distancing measures. By conducting contact tracing digitally, governments could
achieve these outcomesmore efficiently compared to traditional means in terms of time and resources.
At the same time, such applications have raised significant concerns over long-term data privacy and
security, especially when sensitive data such as location data could potentially be disclosed. While
citizens may be willing to give up their privacy to fight the pandemic in the short term, such concerns
may remain unabated and will need to be addressed with technological advancements, institutional
changes, or both. Failing to address these concerns may lead to the deterioration of the quality of data
governance in societies in the post-COVID world, which would hinder future government efforts to
encourage citizen cooperation. It may also lead to the build-up of tensions between stakeholder groups
that could be difficult to untangle.

In this paper, we aim to explore the extent to which COVID-19 and digital contact tracing have led to
policy change in data governance, if at all, andwhat the implications of such changewould be for a post-
COVID world. We compare the use of contact tracing and quarantine enforcement applications across
mainland China, Hong Kong, and Singapore to understand the institutional factors that have affected
how governments choose to address the issues brought by COVID-19. We argue that the differences in
institutional contexts and histories will lead to distinct post-COVID states, each with a different level
of change in data governance, and governments must plan ahead to prevent the onset of long-lasting
and irreversible socio-political consequences.

How COVID-19 has accelerated technology-driven policy change
History shows that governments may not only accept but also encourage the development of emerging
technologies during crises such as wartime. This is because wartime serves as an extreme environment
that promotes the “survival of the fittest,” favoring militaries that can effectively adapt and employ
the newest and most powerful military innovations (Mukunda, 2010; Pierce, 2004). Moreover, resources
and personnel are dedicated to facilitating innovations for all aspects of war, fromweapons and defense
equipment to health facilities. Examples of emerging technologies originating from wartime are end-
less: automobiles, encryption, railways, surgery, and the Internet have been adapted for civilian use
today, but they were all originally developed by governments for military purposes (White, 2005). Many
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public health innovations, in particular, were either developed or proliferated in times of war, such as
the widespread use of penicillin following the upscaling of investment and production of penicillin for
wounded soldiers duringWorldWar II (Barr & Podolsky, 2020). The benefits of these technologies clearly
outlast the period of war in which they were invented, and they spill over to other sectors of society
long after the initial conflict. These technologies could even establish new norms.

Similarly, pandemics such as COVID-19 exert immediate but temporary pressures on societies to
adapt and produce novel health solutions. In this sense, they act like a metaphorical “wartime,” during
which humans treat a new pathogen as a common enemy (Blakely, 2003). In fact, several governments
have used the war metaphor to encourage societal cooperation in efforts against COVID-19 (Chapman
&Miller, 2020; Cong, 2021; Pfrimer & Barbosa, 2020). During such extraordinary times, there are unique
opportunities for governments and other institutions to realize their individual and joint potential in
harnessing innovative technologies for the betterment of society. Indeed, COVID-19 may not have fun-
damentally changed policy pathways and ways of thought, but it has accelerated the adoption of many
emerging technologies, leading to varying degrees of change across many sectors, such as health care,
education, and law enforcement (Hogan et al., 2022). For example, artificial intelligence (AI) has been
deployed for customer service, screening, and the development of vaccines and medicine (Shi et al.,
2020; Qi, 2020), video conferencing technologies have been used to facilitate telemedicine, online teach-
ing, andworking fromhome (Vidal-Alaball et al., 2020), and Blockchain and Bluetooth technologies have
been used to trace close contacts and verify people’s health status at designated checkpoints (Business
Wire, 2020). Although the growth of AI has been relatively steady regardless of the pandemic, the latter
two technologies became popularized directly due to obstacles caused by COVID-19, and video confer-
encing applications such as Zoom have led paradigm shifts in the sectors they have affected (Mishna
et al., 2021; Roy et al., 2020; Schneider & Council, 2021).

At the same time, the immediacy and urgency of the war against the novel coronavirus have led
to governments reprioritizing so that policy issues such as data privacy become secondary. The most
prevalent proof of this is several governments’ recognition of COVID-19 as an exceptional situation
during which sensitive data can be collected for the purpose of protecting public health (Global Privacy
Assembly, 2020). A parallel can be drawn with the introduction of invasive customs control measures
and widespread surveillance following the aftermath of the 9/11 terrorist attack in the United States
(Klein & Felten, 2020). In an effort to roll out policies as quickly as possible, decisions made during
sudden crises or “wartimes” like COVID-19 could be disjointed and incomplete. Moreover, the decisions
governments make surrounding the collection, analysis, and sharing of citizens’ data during COVID-19
could persist long after the pandemic has passed. Therefore, we must understand how the innovative
interventions that were introduced during COVID-19 have led to policy change in the realm of data
governance and how long the consequences of these changes might persist in a post-COVID world.

We could draw from several theories on policy change and acceleration to analyze and predict these
changes and consequences. The first theory that rose to prominence was Lindblom’s (1959) view of
incrementalism, which claimed that decision makers “muddle through” the policymaking process and
cause gradual changes in policy. A direct response to this theory was made by Baumgartner and Jones
(1991), who posited that long periods of incremental policy change could be followed by a radical policy
shift, forming a cycle of “punctuated equilibrium.” As an extension, Hall (1993) believed that policy
change occurs due to the onset of new policy paradigms and can be divided into first, second, and third-
order policy change as incremental changes to policy tools, substitution of policy tools, and changes to
policy framing and narratives, respectively. Baumgartner (2013) later revised Hall’s theory by describing
a spectrum of policy change affected by prevailing paradigms, with the status quo’s “stickiness” or
endurance being dependent on its legitimacy relative to its challengers.

Digital contact tracing does not fall neatly into any of the outlined categories for policy change. With
Hall’s three-tier system, contact tracing applications are more than a first-order policy change since
this type of application did not exist prior to COVID-19, but they are not quite a second-order policy
change either since they are merely an alternative form of contact tracing. In other words, depending
on whether the policy tool of interest is the application or contact tracing overall, digital tracing can
be categorized as either a first-order or second-order policy change. Contact tracing applications could
also be debated to be a result of technological innovation rather than of a paradigm shift since contact
tracing as an activity has already been established as a normal practice for the control of a disease
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outbreak. At most, the development of these mobile applications may have been accelerated by the
policy clearing event that is COVID-19 (Hogan et al., 2022).

Even in terms of data governance, COVID-19 and digital contact tracing have not altered the fun-
damental concerns of data privacy and data ethics. Instead, it has created a new context for data
governance that requires unique solutions. Indeed, since the beginning of the pandemic and the intro-
duction of digital contact tracing, many scholars from different fields have discussed how to address
the ethical and privacy implications of contact tracing applications either individually (Ahmed et al.,
2020; Bengio et al., 2020; Fahey & Hino, 2020; Parker et al., 2020) or in the broader context of data tools
for COVID-19 (Newlands et al., 2020). Despite this rapid growth in literature attempting to establish best
practices for contact tracing applications, the applications that have been launched vary drastically in
their approaches to data management and governance, further complicating the debate.

The proliferation of contact tracing applications has also shifted policy discussions surrounding data
governance concerns. Debates over how data should be governed were common even when public
infrastructure for the Internet just became sophisticated and mobile Internet was not yet available
or mature. However, traditional articles on data governance tended to focus on issues of data privacy,
sharing, and use at the individual level, discussing how each individual user has a right to privacy and
should be able to express consent and control how their data is used (Litman, 2000; Schwartz, 2004;
Whitley, 2009). There were also discussions as to how data privacy could be protected, giving rise to
concepts such as privacy-by-design, wherein privacy protections are fundamentally built into data tech-
nologies (Cavoukian, 2012; Cohen, 2000). Many of these articles highlight an individualized approach
that prioritizes data privacy above all else, which faces scrutinywhen individuals’ privacy concerns con-
flict with public needs. For example, individuals’ desires to limit access to their own health data may
be at odds with the collective need to protect public health during a pandemic (Newlands et al., 2020).
COVID-19 contact tracing applications bring attention to the question of how personal data should be
used during and after public crises.

This question is especially difficult to answer when we consider that traditional models for data
governance could break down in the face of emerging data technologies. Industry 4.0 components
such as big data and machine learning entangle data to conduct analyses and draw conclusions at the
aggregate level, making it difficult to safeguard privacy at the individual level (Mantelero, 2016; Onik
et al., 2019). This renders existing privacy laws inadequate for simultaneously addressing demands
for data transparency, access, and privacy. Data is also being collected at an unprecedented scale by
private companies and governments alike due to the proliferation of data tools and platforms such
as social media (Isaak & Hanna, 2018) and surveillance cameras with facial recognition abilities (Yin,
2021). The question of accountability also becomes unclear as AI algorithms could become key “deci-
sion makers” in terms of how a service is deployed. Therefore, approaches to data governance need
to be re-evaluated at a time when data can be collected and used without individuals’ awareness or
for government-mandated purposes. Specifically, we must reconsider how emerging data technologies
alter the trade-offs between public benefits and data privacy concerns in the short and long term.

The case of contact tracing and monitoring applications in East Asia
Case selection
To unearth the institutional and historical factors that could lead to different post-COVID pathways,
we conducted an in-depth analysis of three cases of contact tracing and quarantine enforcement appli-
cations in China, Hong Kong, and Singapore. We chose the three cases for two reasons. First, these
jurisdictions are comparable in many other aspects (e.g., shared cultures, similar SARS pandemic
history, and common geopolitical interests) in addition to the use of digital contact tracing. Their dif-
ferences in government architectures, societal cultures, and technological resources help to explain
why their uses of contact tracing applications vary significantly. Second, we could collect rich data on
these three cases from websites, newspapers, academic journals, press conference videos, and social
media posts to compare their similarities and differences in adopting contact tracing applications. We
also interviewed people whowere directly engaged in the process of application development, adoption,
and implementation.

For our analysis, we applied the theories on policy change and acceleration that we discussed in
How COVID-19 has accelerated technology-driven policy change, to the cases of contact tracing apps
for COVID-19, and we adapted the version of the Institutional Analysis and Development framework
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Figure 1. Institutional Analysis and Development framework for COVID-19 contact tracing apps.

from Ostrom et al. (1994) to our analysis. As shown in Figure 1, each case of contact tracing applica-
tions serves as a different action situation in which the government, citizens, and sometimes private
tech companies interact to generate outcomes. External or contextual variables, including the exist-
ing data infrastructure and technical capacity, the existing policies surrounding data governance and
public health, and public trust in public and private institutions, affect the action arena in terms of
how stakeholders interact and how contact tracing apps are designed, thus affecting the outcomes of
these decisions. The outcomes include immediate effects, such as the adoption rate of the application
or the number of detected COVID-19 cases, as well as long-lasting impacts, such as changes to norms
surrounding data collection, sharing, privacy, and ownership. In our analysis, we aim to uncover the
underlying causes of data governance problems that will arise from the COVID-19 crisis and persist
long after, and unravel the implications of such problems Finally, we propose solutions to prevent
the negative consequences associated with the stickiness of the decisions surrounding contact tracing
applications.

Health code in China
The health code in China serves as a prime example of an emerging technology serving as a policy accel-
erator in the realm of data governance. Although the health code is less data-intensive and invasive
than China’s traditional approach to contact tracing, which involved “grid managers” who may some-
times ask irrelevant questions and make overly strict isolation decisions (Cai, 2020), the health code
system still involves the collection of personally identifiable information, including users’ GPS location
data and hospital records, at a massive scale. Some may point out that mass citizen data collection is
not new in China; for example, a complex digital social credit system utilizing citizens’ financial and
commercial data to issue credit scores and determine access to public services has been implemented
for years (Liang et al., 2018). However, the level of public surveillance has increased drastically with the
implementation of the health code, which has near-complete profiles of citizens along with real-time
data on their daily activities. This data is also available to the public on social media, and it is possible
for citizens familiar with specific communities to re-identify individuals based on the data.

Chinese citizens have generally been willing to oblige to the health code due to the collective objec-
tive of preventing COVID-19 transmission, but this willingness may wane if the perceived health threat
becomes lower. This was evident when citizens expressed concern over the Hangzhou government’s
plans in May 2020 to normalize the health code and collect data on smoking, exercise, and other daily
health-related habits (Shen, 2020). That said, as COVID-19 persists and an increasing number of coun-
tries opt to “co-exist” with the illness, the Chinese governmentmay feel the need to extend the adoption
of the health code for several more years. During this longer period of adoption, citizens may gradually
become accustomed to the higher level of data collection and public surveillance. This could estab-
lish a new, sticky norm that discounts data privacy, making it more difficult for citizens to dispute
data-intensive policies in the future.
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Another issue concerning the health code’s data infrastructure is that it was developed by the pri-
vate sector. The prototype of the health code was created by a small start-up with a dozen developers
in Hangzhou of Zhejiang province, where Alipay is headquartered, and the applet was integrated into
Alipay and WeChat. The industrial ecosystem of technological innovation developed by Internet titans
(e.g., Alipay’s data middle platform, Tencent’s mini programs) facilitated intensive collaborative efforts
among government agencies and enterprises and enabled the development of emerging innovations at
an exceptional pace (Lee, 2018). The rollout of the health code was also much faster due to the mas-
sive user base of Alipay and WeChat, which made it possible to reach hundreds of millions of Chinese
nationals in a matter of days. These big tech companies store the collected data in their servers, and
they also developed algorithm that is making decisions concerning citizens’ access to public facilities.
The latter point is especially concerning, given that citizens are unaware of how the algorithm decides
to issue codes of different colors (Cong, 2021).

The Chinese government seems to be much more aware of the threat of data misuse by private
companies and has responded accordingly by enacting new legislation to limit the collection of per-
sonal data for facial recognition, big data analytics, and more in the private sector (China Daily, 2021;
Personal Information Protection Law of the People’s Republic of China, 2021). The Chinese government’s
antitrust agency also specifically investigated Alipay and WeChat Pay to decide whether interventions
would be necessary to limit the power they have (Shai & Zhu, 2020). The scope of these regulations does
not, however, include the involvement of data-driven technologies by private companies in public policy
issues. In the specific case of the health code, the entity that ultimately decides whether a citizen may
access public services is the opaque and privately developed algorithm that assigns green, yellow, and
red codes to citizens based on increasing levels of risk of exposure to COVID-19 (Mozur et al., 2020). The
policies also fail to address the data governance challenges of transferring citizens’ data from the tech
giants’ servers to public servers or allowing privately developed algorithms to make public policy deci-
sions. The direct involvement of private sector infrastructures and algorithms in the decision-making
processes of the health code raises the question as to how the public and private sectors could share
policy responsibilities without encroaching upon each other’s operational spaces.

TraceTogether and SafeEntry in Singapore
In Singapore, the government developed two separate contact tracing applications: SafeEntry, a logging
system that allows users to scan QR codes to check-in to businesses and public venues (Team SafeEntry,
2021), and TraceTogether, which uses Bluetooth technology to detect whether users have come into
close contact with COVID-19 patients. Users of TraceTogether are assigned temporary, anonymous IDs
that are frequently changed (Government Technology Agency, 2020), whereas users of SafeEntry must
log their mobile phone and National Registration Identity Card (NRIC) numbers into the system (Team
SafeEntry, 2020). The two applications are interlinked so that TraceTogether could be used to scan
SafeEntry QR codes (Team TraceTogether, 2020b). Confirmed COVID-19 patients are legally obligated to
provide their TraceTogether data to the Ministry of Health (Team TraceTogether, 2020a).

Both SafeEntry and TraceTogether adopt a “privacy-by-design” approach such that they do not collect
precise location data, and any data it does collect (e.g., mobile phone numbers and temporary IDs) are
anonymized and encrypted. However, SafeEntry does collect personally identifiable information, such
as the NRIC number and the user’s name, so that authorities could identify and contact individuals that
they suspect are infected with COVID-19. The data is also only stored locally on smartphones unless the
user has tested positive for COVID-19, and it is erased after 25days (Government of Singapore, 2020).

Despite these efforts to exercise transparency and protect Singaporeans’ privacy, citizens were wary
of the application because it collects mobile phone numbers and other identification data. Moreover,
although the TraceTogether team promised that data collected from the application would be used
solely for contact tracing purposes and will not be accessible by third parties (Government of Singapore,
2020), some citizens have remained skeptical, questioning why authorities are gathering the data and
how they are using it (Sim & Lim, 2020). This distrust was further fuelled by the late revelation that
data collected by TraceTogether could be accessed by police for the investigation of severe crimes, such
as murders (Chee, 2021).

Singapore’s government agencies should consider how to better co-ordinate post-COVID so that
there is an unambiguous understanding of how novel technological solutions could fit into, or conflict
with, existing legislation and government protocols. Efforts to be transparent to the public should also
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be made more carefully so that room for misunderstanding and backtracking would be minimized.
Public communication and interagency coordination will be of increasing importance as emerging
technologies become more frequently designed and adopted for complex policy problems.

LeaveHomeSafe in Hong Kong
As a Special Administrative Region of China, Hong Kong theoretically could have adopted China’s health
code, having recently implemented Alipay and WeChat Pay infrastructure across many of its sectors
and services. Instead, the Hong Kong government released their contact tracing application Leave-
HomeSafe in November 2020, long after China and Singapore implemented their contact tracing apps
(HKSAR Government, 2020). Hong Kong residents are still required to use a “Hong Kong Health Code”
if they travel to and from Guangdong and Macau (HKSAR Government, 2021), but within Hong Kong,
the only contact tracing application being used is LeaveHomeSafe, developed by the Office for the Chief
Government Information Officer (OGCIO).

LeaveHomeSafe utilizes QR codes to conduct anonymous contact tracing (HKSAR Government,
2020). Like Singapore’s TraceTogether, LeaveHomeSafe adopts privacy-by-design principles: it only col-
lects personal information on a voluntary basis (OGCIO, 2020), the collected data can only be used to
prevent the spread of infectious diseases, and the data is only stored on users’ phones and deleted after
31days (Gamvros et al., 2021). The exception is when a user tests positive for COVID-19, in which case
they could voluntarily upload their contact tracing data to a centralized server from the CHP.

Based on the authors’ personal experiences in Hong Kong, despite the abundance of LeaveHomeSafe
QR codes across the city’s public spaces, not many citizens stop to scan the codes. Furthermore, there
are no street-level bureaucrats strictly enforcing the use of the application. This is possibly because
there has only been one confirmed local case of COVID-19 since June 2021, and the total number of daily
imported confirmed cases has remained in the single digits sinceMay 2021 (Centre for Health Protection,
& Smart City Consortium, 2021). The extremely low number of COVID-19 cases in Hong Kong, which can
be attributed to Hong Kong’s stringent social distancing regulations and travel restrictions of inbound
visitors, could potentially bring the necessity of LeaveHomeSafe into question. Moreover, as is the case
in China, the Hong Kong government may feel the need to continue the use of LeaveHomeSafe as other
countries opt for coexisting with COVID-19 rather than eradicating local cases. This could conflict with
Hong Kong citizens’ perception of the need, or lack thereof, of contact tracing applications given the
absence of community infections, and it could exacerbate distrust in the government. Garnering public
trust in government technologies will continue to be a challenge in Hong Kong even after COVID-19
ceases to be a crisis.

Another problem Hong Kong will need to tackle is the coordination and compatibility of data tools
with mainland China. Due to the stark contrast between the surveillance-heavy health code and the
mostly voluntary LeaveHomeSafe, China andHong Kong have yet to reach a consensus regarding how to
develop a digital contact tracing system that could facilitate quarantine-free cross-border travel from
Hong Kong to the mainland (Cheung, 2021). The former application would not be accepted in Hong
Kong due to the extensive collection of personal data, whereas the latter would be viewed as too lax to
maintain zero infections. The fundamental difference in China’s and Hong Kong’s approaches to data
governance will be a persisting issue.

Case analysis
Causes of lasting data governance issues arising from contact tracing
applications
In the cases where governments had the technical capacity to develop and deploy their own digital
contact tracing tools, namely Singapore and Hong Kong, contact tracing applications were simply a
continuation of past efforts to construct mobile applications for smart city purposes. For example,
the Hong Kong government had already developed mobile applications for various public services in
the past, such as eHealth for digital health records (Hospital Authority, 2021) or iAM Smart for access
to online government services (Office of the Government Chief Information Officer, 2021) Similarly,
Singapore’s Municipal Services Office (2021) launched OneService in 2015 to help citizens with accessing
public services and identifying government agencies responsible for specific policy areas. As with the
other mobile applications, TraceTogether and StayHomeSafe were designed to improve the efficiency of
data sharing for public policy purposes. In these situations, contact tracing applications for COVID-19
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are less likely to induce significant post-pandemic policy change in the data governance sphere, if at
all. Instead, the data governance challenges governments can expect after COVID-19 will largely be the
same as before, encompassing issues of public trust and data privacy among others.

Meanwhile, in cases where governments depend on the private sector for data expertise or infras-
tructure, the stakeholder dynamics in terms of data governance could shift dramatically. The Chinese
government has already responded to this potential paradigm shift by implementing privacy laws that
would ban the use of personal data for commercial purposes. Other countries that do not have similar
data laws in place would be more susceptible to drastic changes in how data is governed.

Broader implications for post-COVID data governance
One key issue that needs to be addressed following COVID-19 is the delineation of responsibilities in
the design of contact tracing applications, especially when the private sector is involved. Contact trac-
ing applications can be more than an assistive tool for public health officials to monitor the spread of
infectious diseases—as demonstrated by the three cases in East Asia, contact tracing applications can
be used to determine whether an individual could have access to public facilities and services such as
restaurants and public transportation. As is the case for China’s health code, when the decision-making
apparatus behind the contact tracing application is not public health authorities but an algorithm cre-
ated by a big tech company, the decision to permit access to public services is in the hands of the
private sector rather than a government agency. A similar case would be the introduction of Apple and
Google’s (2020) Exposure Notifications System—while it has made digital contact tracing possible for
governments without the in-house technical capacity to build their own applications, it has also delib-
erately excluded all government bodies from accessing the data it collects, making it impossible for
public health officials to directly collect the data for pandemic controlling purposes.

The overreaching of the private sector, especially big tech, into the boundaries of government
responsibilities was arguably less significant prior to COVID-19. This is exemplified by the Sidewalk
Toronto project, which failed due to overwhelming public backlash over glaring data governance issues
such as the algorithmic decision-making for the allocation of public services and the lack of trans-
parency and data privacy protections (Goodman & Powles, 2019). These examples of private companies
making public decisions raise the question of whether the private sector should be allowed to overtake
government responsibilities when they have relevant capacities that the government does not possess.

Another problem with contact tracing applications is the potential misuse of the data for other
purposes, such as profit or government surveillance. As demonstrated by issues like the Cambridge
Analytica scandal with Facebook (Isaak & Hanna, 2018) or 23andMe’s CEO Anne Wojcicki announcing
plans to use their DNA samples for drug research (Brown, 2021), conditions such as lack of transparency
and changing terms and conditions for personal data use raise serious questions over whether powerful
firms would adhere to principles of user consent and protection. While China responded by banning the
use of big data and facial recognition AI for commercial purposes, other countries will need to grapple
with whether they should adopt a similarly harsh stance or if they should consider alternative policy
options that could protect citizens’ interests without limiting innovation. Meanwhile, increased state
surveillance and harsher law enforcement tend to “stick” when they are justified by crisis events, as evi-
denced by cases such as the persistence of Homeland Security activities against terrorism in the United
States following the 9/11 tragedy (Klein & Felten, 2020). Similarly, contact tracing data could poten-
tially be used for purposes other than contact tracing after the pandemic, and it is already occurring in
countries such as Singapore. Countries will need to consider whether this should become acceptable
or if principles of data privacy should be strictly adhered after the pandemic.

COVID-19 data tools have also highlighted the issue of access equity. In the pursuit of efficiency,
governments often launched contact tracing applications with designs that neglected citizens without
smartphones or mobile Internet access, leaving them behind despite their higher level of vulnerability
to the virus. China’s health code and Singapore’s TraceTogether were both examples of exclusionary
technologies that only later accommodated people without smartphones with alternatives such as the
TraceTogether token. Meanwhile, Hong Kong’s alternative to LeaveHomeSafe was simply to allow cit-
izens to write down their names and phone numbers instead. These cases raise the question of how
to integrate factors of inclusion and accessibility into data solutions beforehand, as well as what the
options for digital contact tracing are for countries without the relevant infrastructure.
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Finally, one of the most important external variables that will be impacted by the decisions behind
contact tracing apps is public trust. The rollout of the contact tracing applications in China, Hong Kong,
and Singapore have already caused the three governments to experience varying levels of distrust from
their citizens. In the case of China, citizens trusted the health code despite the lack of transparency
regarding the underlying algorithm, but that trust was only offered due to the extreme circumstance of
COVID-19 and revokedwhenHangzhou tried to expand the code tomore general situations. Meanwhile,
in Singapore, public trust in the government dropped following past incidents of health data breaches
as well as government miscommunication surrounding how TraceTogether data could be used. Singa-
pore will need to rectify this after the pandemic by first improving intragovernmental cooperation and
communication, in this case between the Smart Nation and Digital Government Office and the Singa-
pore Police Force. Hong Kong, despite its privacy-by-design approach to develop LeaveHomeSafe, still
faces significant public distrust in response to many of its anti-epidemic policies. A first step Hong Kong
could take would be to carefully assess when the city has reached the post-pandemic era, during which
the contact tracing application will no longer be necessary. Other countries will also need to incorpo-
rate trust-building mechanisms into the design and implementation of data tools to avoid receiving
crippling public backlash.

New modes for data governance and approaches to data policy after
COVID-19
Several ideas have been suggested to tackle the issues of stakeholder responsibilities, data misuse,
equity, and trust following the implementation of contact tracing applications for COVID-19 will require
new strategies for data governance. Wee et al. (2013) suggested the use of dynamic consent, wherein
users can continuously update their data disclosure preferences. Another idea was to restrict access
to sensitive data to specific institutions; for example, data collected for South Korea’s contact trac-
ing efforts, which included citizens’ credit card transaction histories and other personally identifiable
information, were securely stored and accessible by no government representatives other than public
health authorities (Park, 2021). Yet others recommended involving other stakeholders, whether they are
existing judicial entities (Soltani et al., 2020), newly formed independent data trusts (Goldenfein et al.,
2021) or other bodies of oversight (Klein & Felten, 2020), to balance public health outcomes with rights
and liberties related to data. While these suggestions would have been helpful before the pandemic,
very few have been put into practice. It will be necessary to reintroduce these ideas to governments so
that they could be actualized after the pandemic. There may even be a need to increase digital and data
literacy among governments if decision makers simply do not have the knowledge or social networks
to implement some of these solutions.

Furthermore, citizens should bemore involved in the co-creation of data tools such as contact tracing
applications. Rather than prescribing contact tracing applications that were pre-designed in an opaque
manner, citizens should have opportunities to engage in the formulation of contact tracing policies such
that concerns about data privacy and access equity could be abated. For instance, standards for contact
tracing could be agreed upon by citizens and government agencies through open communication, as
with the co-creation of expectations of COVID-19 case reporting in Hong Kong (Li & Yarime, 2021). Gov-
ernments could also learn from examples of bottom-up strategies for data reporting, such as Ushahidi,
the crowdsourced website for mapping political violence in Kenya using SMS reports (Okolloh, 2009), so
that digital contact tracing approaches could be viewed asmore legitimate. Effectively engaging citizens
in policy discussions for digital contact tracing and other data tools for disease prevention will require
greater digital literacy for citizens and policy makers alike. In this section, we discuss the causes of
lasting issues posed by the contact tracing applications, their broader implications for post-COVID data
governance, and potential policy solutions. Our analysis of the three cases is summarized in Table 1.

Concluding remarks
The COVID-19 pandemic served as a window of opportunity to accelerate the development and adop-
tion of emerging technologies. Among these technologies, contact tracing applications have surfaced
as an innovative and efficient alternative to traditional contact tracing, and some governments have
turned to these applications to transition out of lockdowns while remaining vigilant against COVID-19.

D
ow

nloaded from
 https://academ

ic.oup.com
/policyandsociety/article/41/1/01/6513795 by guest on 01 June 2022



10 V. Q. T. Li et al.

Table 1. A comparison of contact tracing and monitoring applications across three economies.

Dimension
Mainland China
(Health Code)

Hong Kong (Leave-
HomeSafe)

Singapore
(TraceTogether)

Technical Developer Private enterprises Government Government
Technology Blockchain, GPS, QR

codes
QR codes Bluetooth

Infrastructure Mature New New
Requirement Quasi-mandatory Quasi-mandatory Mandatorya

Coverage High Low High
Effectiveness High Low Medium
Data retention Until “after the

pandemic ends”
31days 25days

Data storage Partially central-
ized(?)

Decentralized Decentralized

Social-
political

Political system One-party state Special Adminis-
trative Region
(semi-autonomous;
quasi-democratic)b

Parliamentary
democracy with
a long-term
dominant partyc

Transparency Low High High
Citizen trust High Low High
Privacy protection Medium High High
Access equity Medium Medium High
Abuse/misuse Probably No No
Consequences Long term Short term Short to long term

aSee Wong, L. (21 October 2020). Use of TraceTogether app or token mandatory by end Dec. Straits Times.
bHong Kong citizens can individually vote for District Council representatives and some Legislative Council
representatives, hence the quasi-democratic political system.
cAs stated by the Ministry of Foreign Affairs Singapore (2021) and Singapore Parliament (2017).

However, in the hasty process of deploying such applications, stakeholder responsibilities surround-
ing data governance could continue well past the pandemic period, leading to undesirable stakeholder
relationships and power imbalances.

In Singapore and Hong Kong, government-created contact tracing applications were a natural
progression from existing efforts to digitize government services, but concerns surrounding the pur-
poses for data collection and potential surveillance led to low uptake and lower levels of trust in
government. As for China’s case with the health code, the technology was generally accepted as
a less socially and economically disruptive alternative to lockdowns, but the dependence on big
tech firms to roll out the technology has shifted the power balance of stakeholders in data pol-
icy and potentially contributed to the government’s heavy-handed response to big data use in the
private sector. Although the three cases we studied were concentrated in East Asia, our analysis sug-
gests that the post-COVID data governance struggles arising from digital contact tracing would be
universal.

Governments must employ a normative approach when selecting and regulating long-lived data
technologies to avoid unexpected and potentially disastrous side-effects in the long run. Firstly, the role
of private companies in the development and use of contact tracing apps also needs to be more clearly
defined after the pandemic. Conditions such as lack of transparency and changing terms and conditions
for personal data use raise serious questions over whether powerful firms would adhere to principles
of user consent and protection. The second is the potential misuse the data for other purposes, such as
profit or government surveillance. The increased state surveillance and harsher law enforcement tend
to “stick” when they are justified by crisis events such in combating COVID-19, effort is needed to strictly
adhere to the principles of data privacy after the pandemic. Thirdly, the acceleration of the emerging
technologies in combating COVID-19 may undermine the access equity in the pursuit of efficiency. The
cases of contact tracing apps raised how to integrate factors of inclusion and accessibility into data
solutions, and how to promote their adoptions in places without adequate infrastructure. Finally, pub-
lic distrust in government could be exacerbated if the development and use of emerging technologies
are not carefully executed to meet public needs. Realizing the benefits of digital contact tracing while
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preventing negative social consequences would ultimately depend on the extent to which citizens trust
the governments and private companies involved in the development process. In the future, strategies
such as dynamic consent, early public participation, digital literacy improvements, and the appoint-
ment of third-party judicial or oversight institutions could be considered to facilitate the co-creation
of salient, credible, and legitimate anti-epidemic technologies with mechanisms for transparency and
accountability.
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