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Abstract

Many situations in life (such as considering which stock to invest in, or which people to befriend) require averaging across series of values. Here, we examined predictions derived from Construal Level Theory, and tested whether abstract compared to concrete thinking facilitates the process of aggregating values into a unified summary representation. In four experiments, participants were induced to think more abstractly (versus concretely) and performed different variations of an averaging task with numerical values (Experiments 1-2, and 4), and emotional faces (Experiment 3). We found that the induction of abstract, compared to concrete thinking, improved aggregation accuracy (Experiments 1-3), but did not improve memory for specific items (Experiment 4). In particular, in concrete thinking, averaging was characterized by increased regression towards the mean and lower signal-to-noise ratio, compared with abstract thinking.
Imagine yourself in a new workplace, trying to figure out how friendly are your new co-workers. To form impressions about their dispositions, you sample their behavior (e.g., whether they greeted you in the elevator or invited you to lunch), and average those samples into a general value-representation (Anderson, 1981). Similarly, when watching products displayed in a shop (Leib et al., 2020), or a rapid stream of stock returns (Betsch et al., 2001; Vanunu et al., 2019), one might extract an overall value estimation to guide behavior. In all these cases, different exemplars that span across time and space are collapsed into one representative value (e.g., I like a lot this co-worker, this shop is expensive, or the stock is profitable). Averaging is a common and intuitive way of extracting a representative value from a stream of exemplars (Anderson, 1971; Kahneman, 2011). Indeed, the rapid extraction of ensemble information has been documented in a wide array of ensemble properties ranging from simple features such as size (Ariely, 2001; Chong et al., 2008; Chong & Treisman, 2003, 2005), orientation (Dakin & Watt, 1997; Parkes et al., 2001), color (Maule et al., 2014), motion direction (Watamaniuk & McKee, 1998; Watamaniuk et al., 1989) and motion speed (Watamaniuk & Duchon, 1992); to more complex properties, such as gender (Haberman & Whitney, 2007), identity (de Fockert & Wolfenstein, 2009; Neumann et al., 2013), emotional facial expressions (Haberman et al., 2009), animacy (Leib et al., 2016), gaze direction (Florey et al., 2016; Sweeny & Whitney, 2014), attractiveness (Post et al., 2012; van Osch et al., 2015; Walker & Vul, 2014), traits (Asch, 1946; Eyal et al., 2011; Hamilton & Sherman, 1996), and even when deciding whether a basketball player’s career earns him a place in the Hall of Fame (Brusovansky et al., 2019). For an extensive review of ensemble perception, the reader is referred to Whitney and Leib (2018).
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Recent research has supported the idea that average extraction is automatic, or at least non-intentional (Betsch et al., 2001; Brusovansky et al., 2018; Khayat & Hochstein, 2018), and is based on a population-coding mechanism (Baek & Chong, 2020; Brezis et al., 2016; Brezis et al., 2018). Several factors, including set-size (Brezis et al., 2015; Robitaille & Harris, 2011), and variance (Brezis et al., 2018; Solomon, 2010) were found to affect the accuracy of averaging. However, little is known about the impact of thinking-modes on the accuracy of intuitive (i.e., without explicit symbolic calculation) averaging. We specifically focus on concrete vs. abstract thinking. Research conducted within Construal Level Theory (CLT), shows that people form representations at varying degrees of abstraction (Gilead et al., 2020; Liberman & Trope, 2014; Trope & Liberman, 2010). A process of abstraction, in this view, occurs when distinctions between exemplars are disregarded, and a dimension of similarity is highlighted that places them into a category. For example, categorizing sandals and boots as footwear disregards “waterproof” and highlights “worn on feet”. Averaging bears inherent relation to abstraction because when a stream of exemplars is represented by an average, differences between specific exemplars are disregarded, and their commonality (their origin in a common distribution) is emphasized.

We reasoned that since averaging is a process of abstraction wherein exemplars are integrated (with equal weights) into a single representative value, then abstract thinking (compared to concrete thinking) should enhance the accuracy of intuitive average estimation. We tested this prediction in three experiments (Experiments 1-3) that manipulated, within participants, abstract versus concrete thinking via the “why/how” mindset manipulation, which was originally developed by Freitas et al. (2004), and has
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been widely used since then. Indeed, a review by Burgoon et al. (2013) mentions 11 published papers that used this manipulation, and many more used it since then (Ding & Keh, 2017; Efrat-Treister et al., 2020; Gilead et al., 2014; Hadar et al., 2019; Hansen & Trope, 2013; Kille et al., 2017; Napier et al., 2018; Spunt et al., 2016; Stillman et al., 2017; Yudkin et al., 2020). Experiment 1 examined accuracy in a numerical averaging task (Brezis et al., 2015; Malmi & Samson, 1983; Rosenbaum et al., 2020), and Experiment 2 was a pre-registered replication. Experiment 3 tested the effect of abstract thinking on averaging of emotional faces (which prevents the use of rule-based strategies). Experiment 4 was a control experiment that tested the effect of abstract mindset on memory for specific details. We predicted that abstract (compared to concrete) thinking would improve accuracy of average extraction (Experiments 1-3), but not memory for specific details (Experiment 4). We examined two mechanisms that may explain the effect of abstract thought: signal-to-noise ratio and temporal weighting biases.

Experiments

**Mindset manipulation.** In all four experiments we used the mindset induction manipulation developed by Freitas et al., (2004); see SI for a detailed description of the manipulation. In the abstract mindset condition, participants were presented with four boxes, in which they answered four consecutive “why” questions, starting from, for example, “Why maintain good physical health” and then referring to their answers. In the concrete mindset condition, participants answered four consecutive “how” questions.

---

1 Data is available at: [https://osf.io/y4uxd](https://osf.io/y4uxd), see Hadar, (2021).
starting with the same behavior, e.g., “How to maintain good physical health” and then referring to their answers (Figure 1A presents the manipulation).

**Averaging task.** In all three experiments, following each mindset induction, the participants estimated the average of rapidly presented sequences of values (Brezis et al., 2015; Malmi & Samson, 1983). The estimation precision was measured via the Pearson correlation between the actual and the estimated averages across all trials (for each participant and mindset manipulation). Relying on correlation allows testing sensitivity to relative changes in the variable, while allowing for general biases. In the general discussion section, we also report analyses of actual deviations (i.e., Root Mean Square Deviation; RMSD).

**Experiment 1**

**Method**

**Participants.** Fifty-six Tel-Aviv University students (35 women, $M_{age} = 22.80$, $SD = 4.12$) participated for a course credit. One participant left before finishing the task and was excluded from analysis.

**Materials**

**Numerical averaging task.** Each trial began with a central fixation cross (250ms), after which a sequence of eight two-digit numbers (between 10-90) was presented at a rate of 2Hz and participants were required to enter their estimation of the sequence average on a visual analog scale ranging from 0-100 (see Figure 1B, and SI for additional details). The

---

2 For example, if the average estimations are accurate but shifted by a constant, this would reduce the deviation score but preserve a high correlation between real and the estimated averages. Such a situation indicates a high discrimination sensitivity of the sequence-average.
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Numbers were drawn from a Gaussian distribution \( (\mu = 50 + k, \sigma = 20, k \sim U(-15, 15)) \), with no successive repetitions. Participants completed 20 practice trials and 240 experimental trials.

**Procedure**

Participants first completed the practice trials of the numerical averaging task, then the mindset manipulation (either the concrete “how” or the abstract “why”) And then 60 trials of the numerical averaging task, such that two “why” blocks were completed consecutively and then two “how” blocks were completed consecutively by each participant. Whether a participants started with “why” or “how” blocks was manipulated between participants.

**Figure 1.** Event sequence in Experiments 1 and 2. (A) Mindset induction manipulation: Participants complete the abstract mindset manipulation (“why?”) or the concrete mindset manipulation (“how?”). (B) Participants then observe a sequence of eight numbers and estimate their average on an analog scale (60 in each block, In Experiment 1 there were
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two blocks after a concrete mindset induction, two blocks after an abstract mindset induction. In Experiment 2 there was only one block after each manipulation).

Results

Performance in the abstract and concrete thinking conditions was quantified by computing the Pearson correlation between participants' estimations and actual mean of each sequence (see Figure 2A-B for an illustration of two representative participants). Pearson correlations were transformed into Fisher’s Z-scores \( z = \text{arctanh}(r) \) and submitted to a 2 (Mindset: abstract vs. concrete) \( \times \) 2 (Order: abstract block first vs. concrete block first) mixed-design ANOVA with mindset as a within-participants factor. The analysis revealed the predicted effect of mindset, whereby the Fisher-transformed correlations were significantly higher in the abstract mindset condition \( (M = 0.911, SD = 0.221) \) compared to the concrete mindset condition \( (M = 0.859, SD = 0.214) \), \( F(1,53) = 5.411, p = .024, \eta^2 = .093 \). A main effect of order, \( F(1,53) = 8.210, p = .006, \eta^2 = .134 \), indicated that correlations were higher for participants who completed the concrete mindset condition first compared to those who completed the abstract mindset condition first. The interaction was not significant, \( F(1,53) = 0.340, p = .562 \), indicating that the effect of abstract thinking obtained irrespective of order (see Figure 2C for the group-level (z-transformed) Pearson correlations collapsed across order conditions). We confirmed that the difference between the abstract and concrete conditions remain significant if we use a non-parametric test to compare the raw correlations (i.e., without using Fisher z-transformation). To this end, we conducted a two-tailed paired-samples permutation test with 10,000 shuffles, which yielded a significant result \( (p = .023) \).
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Figure 2. Results of Exp. 1-3. (A-B) Correlations between the sequence actual mean and the estimated responses of two representative participants in the abstract (blue) and concrete (orange) thinking conditions. (C) Pearson correlations (z-transformed) by mindset condition (abstract vs. concrete) in Experiments 1-3. Blue and orange circles correspond to the correlations of each participant in the abstract and concrete conditions, respectively. Gray circles correspond to the conditions means. The central mark on each box-plot indicates the median, and the bottom and top edges indicate the 25th and 75th percentiles, respectively. *p < .05.
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Experiment 2

Experiment 2 was a pre-registered replication\(^3\) of Experiment 1 with several changes. First, we cut the number of trials by half. Second, to generalize our finding across different underlying distributions, the values in Experiment 2 were sampled from a uniform distribution (in which all the numbers in the designated range have the same probability to be sampled). This makes the estimation more challenging by rendering inefficient heuristic strategies (e.g., basing the average on only 2-3 random samples.)

Method

Participants. Sixty-two Tel-Aviv University students (37 women, \(M_{\text{age}} = 23.69, SD = 3.27\) participated in the experiment for course credit. Two participants were excluded; one was not a native Hebrew speaker, and one did not complete the manipulation forms.

Materials and Procedure

The procedure was the same as in Experiment 1, except that participants completed only one block of 60 trials under each mindset condition and the distribution from which numbers in each sequence were sampled was uniform \((U(45+k,55+k), k \sim U(-15,15))\) rather than Gaussian.

Results

The same analysis as in Experiment 1 revealed the predicted effect of mindset, whereby Fisher-transformed correlations were higher in the abstract mindset condition \((M = 1.091, SD = 0.234)\) compared to the concrete mindset condition, \((M = 1.041, SD = 0.278)\),

\(^{3}\)http://aspredicted.org/blind.php?x=bd5245
Abstraction Facilitates Aggregation of Information

\[ F(1,58) = 4.572, p = .037, \eta_p^2 = .073. \] Neither order \( F(1,58) = 0.964, p = .330, \) nor the interaction of mindset and order were significant, \( F(1,58) = 0.185, p = .669 \) (see Figure 2C). The same pattern of results was obtained if we analyzed the data using a paired-sampled permutation test similar to that used in Exp. 1 (\( p = .013 \)).

**Experiment 3**

The aim of Experiment 3 was to generalize the effect of abstraction on aggregation of information to more ecological and real-life stimuli, which also prevent the use of rule-based computations. We chose extraction of the mean emotion from a set of emotional faces for several reasons. First, people may face a similar task on a daily basis when trying to understand their partners’ or co-workers’ feelings. Second, finding a common process that applies to both simple stimuli (numbers in Experiments 1 and 2) as well as to complex social stimuli (emotional faces) is not trivial and can shed light on a broader spectrum of instances in which abstraction plays a role.

**Method**

**Participants.** Sixty-two Tel-Aviv University students (38 women, \( M_{\text{age}} = 22.88, SD = 2.54 \)) participated in the experiment for course credit. Two participants did not complete the manipulation forms and were excluded.

**Materials**

**Mindset manipulation.** We used the same mindset manipulation as in Experiments 1 and 2.

**Emotion averaging task.** We adopted the morphed faces from Haberman et al. (2009). We used 50 different faces that were created by linearly interpolating between two emotion extremes of the same actor, taken from the Ekman gallery (Ekman & Friesen,
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1976), such that each morphed face was one emotional unit sadder than the one before it. Thus, the values of the faces ranged between 1 (happiest) and 50 (saddest; see Figure 3). On each trial, faces were randomly sampled from a uniform distribution (with repetition).

**Figure 3.** Illustration of the emotion averaging task in Experiment 3. A fixation cross is presented for 500ms, followed by a sequence of eight faces presented for 500ms each. Participants then estimate the average emotional expression using an analog scale, presented until response.

**Procedure**

Participants were told that they will be presented with sequences of emotional faces (all of the same person – “Rachel”). Each sequence represents Rachel’s emotions on a given day. Participants were asked to estimate Rachel’s mean emotion during each day. Participants completed five practice trials, then completed the mindset induction task, and then one block of the averaging task (68 trials). Participants then completed the second mindset induction task (order counterbalanced between participants) and performed the
second and last block of the averaging task. Overall, participants completed 136 critical trials.

**Results**

The same analysis as in Experiments 1 and 2 revealed the predicted effect of mindset, wherein Fisher-transformed correlations were higher in the abstract mindset condition \((M = 1.008, SD = 0.196)\) compared to the concrete mindset condition \((M = 0.955, SD = 0.191)\), \(F(1,58) = 5.514, p = .022, \eta^2 = .087\), (Figure 2C). Neither order \(F(1,58) = 0.607, p = .439\), nor the interaction of mindset and order were significant, \(F(1,58) = 0.914, p = .343\). The same pattern of results was obtained if we analyze the data using a paired-sampled permutation test \((p = .035)\).

**Computational modelling**

We begin by examining whether the participants' estimations were more influenced by earlier items (i.e., primacy bias) or by later items (i.e., recency bias). Previous studies have reported the latter both for numerical values averaging task (Brezis et al., 2015; Spitzer et al., 2017), and emotional faces (Hubert-Wallander & Boynton, 2015). However, since different mechanisms may underlie these two tasks (Haberman et al., 2015; Hubert-Wallander & Boynton, 2015; Whitney & Leib, 2018), we analyze the temporal weighting in each experiment separately. For each experiment, we performed a temporal regression analysis, in which we predicted the response in each trial for Experiments 1-3 \((Y)\), using the samples \((X_i)\) ranked by their temporal order.

\[
Y = w_o + \sum_{i=1}^{n} w_i X_i
\]  
*(Equation 1)*
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Figure 4. The temporal-weighting profile (standardized regression weights) of the samples in Exp. 1-3. In all experiments the evaluations of the participants were more influenced by the recent items in the sequence (i.e., recency bias). Error bars correspond to within-subjects SE.

As shown in Figure 4, across Experiments 1-3 the mean normalized weights of samples 5-8 was higher than that of samples 1-4 (Exp. 1: $t(54) = 7.49, p < .001$; Exp. 2: $t(59) = 6.97, p < .001$; Exp. 3: $t(59) = 9.11, p < .001$), indicating a recency bias. This motivated us to include a leak term (a parameter that controls the extent to which earlier values are given less weight; Usher & McClelland, 2001; Vanunu et al., 2019) in some of our models.

We examined several models to gain better understanding of the effects in Experiments 1-3. All models assume that the mean is estimated based on noisy representations of the magnitudes of the numbers (Experiments 1 and 2) or facial expressions (Experiment 3) presented in each sequence. Models are based on Equation 1 (with a Gaussian noise term), and approximate the neural population-averaging model
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suggested by Brezis et al., (2015; 2018, see also Rosenbaum, et al., 2020 for simulations showing the equivalence between models based on Equation 1 and population-averaging models). Because similar patterns of results were obtained in Experiments 1-3, we collapsed them together.

In particular, we examined four models based on the mechanism presented in Equation 1 (Table 1). The first model serves as a baseline, and includes equal temporal weights (i.e., no-leak) and a direct (unbiased) map of estimated values to the response scale. The second model also assumes equal-weights, but includes two free-parameters: intercept and slope parameter ($\beta_0$ and $\beta_1$) which map between the participant’s internal estimation to the external response scale; for slope parameters that are smaller than 1, this reflects a regression to the mean. Models 3-4 are similar to models 1-2, but introduce leak (unequal temporal weights). For each participant, the models were fitted to the data of the abstract and concrete mindset conditions separately, and were compared to each other using the Akaike Information Criterion (AIC; Akaike, 1974).

As shown in Table 1, Model 4 decisively outperformed all other models both in the concrete and abstract mindset conditions, suggesting that the integration process was characterized by decreasing weight to earlier-presented samples (recency bias), as well as by biases in the mapping between presented numbers and the response scale. To examine whether these processes varied between conditions, we compared between conditions the best-fitted leak, intercept and slope parameters of Model 4.
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Table 1. Model comparison

<table>
<thead>
<tr>
<th>Model</th>
<th>Abstract Mindset (Aggregated AIC)</th>
<th>Concrete Mindset (Aggregated AIC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$y_i = \frac{\sum_{i=1}^{n} X_i}{n} + \varepsilon_i$</td>
<td>97,902</td>
</tr>
<tr>
<td>2</td>
<td>$y_i = \beta_0 + \beta_1 \frac{\sum_{i=1}^{n} X_i}{n} + \varepsilon_i$</td>
<td>94,458</td>
</tr>
<tr>
<td>3</td>
<td>$y_i = \frac{\sum_{i=1}^{n} (1 - \lambda)^{n-i} \cdot X_i}{\sum_{i=1}^{n} (1 - \lambda)^{n-i}} + \varepsilon_i$</td>
<td>97,527</td>
</tr>
<tr>
<td>4</td>
<td>$y_i = \beta_0 + \beta_1 \frac{\sum_{i=1}^{n} (1 - \lambda)^{n-i} \cdot X_i}{\sum_{i=1}^{n} (1 - \lambda)^{n-i}} + \varepsilon_i$</td>
<td>93,927</td>
</tr>
</tbody>
</table>

Toward this end, we performed three $t$-tests with mindset (abstract vs. concrete) as independent variable and leak, intercept and slope as dependent variables. The first $t$-test revealed a significant difference ($t(174) = 3.48, p < .001$) between the slope of the abstract mindset condition ($\beta_1 = 0.98$) and the concrete mindset condition ($\beta_1 = 0.93$), indicating a more accurate, less regressive estimation mapping in the abstract condition. Similar results were obtained for the intercept parameter ($t(174) = -3.39, p < .001$), revealing that the intercept in the abstract mindset condition ($\beta_0 = 0.54$) was less biased than the intercept in the concrete mindset condition ($\beta_0 = 2.69$). Finally, while the leak was numerically lower in the concrete, compared to the abstract condition, this difference was not statistically significant ($t(174) = -1.59, p = .12$). For each condition we also computed a measure of

---

4 For simplicity, the data in the analyses presented here were collapsed across Experiments 1-3, see SI for a full two-way ANOVAs using mindset and experiment as independent factors.
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signal-to-noise ratio, by dividing the slope by the squared root of the error-term
\[
\left(\sqrt{\frac{\sum_{i=1}^{n}(y_{predicted} - y_{observed})^2}{n-1}}\right),
\]
which provides an estimation of the scatter around the regression line (Figure 2A-B). We find that this measure of signal-to-noise ratio was higher in the abstract mindset condition than in the concrete mindset condition (t(174) = 3.83, p < .001).

**Experiment 4**

In three experiments we have shown that abstract mindset (compared to concrete mindset) improves the accuracy by which information is aggregated in average estimations. A remaining question, however, is whether this improvement is unique to averaging, or is rather a mere reflection of a general performance improvement. Experiment 4 is a pre-registered examination of this question. We modified the task from average-estimation to memory for individual items. We hypothesized that abstract mindset would not improve performance in this task, and might even impair performance, compared to concrete mindset (which, compared to the abstract mindset may confer an advantage to the processing of individual elements).

**Method**

**Participants.** One hundred fifty-seven participants were recruited from Prolific (79 women; \(M_{age} = 23.60, SD = 5.31\)), in exchange for $4. Participants were pre-screened to those who currently hold a student status (in order to keep the sample relatively comparable to the previous lab-based experiments). Six participants were excluded, five due to below-

\[5 \text{ https://aspredicted.org/blind2.php}\]
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chance performance (i.e., accuracy rate < 0.5), and one for not completing the manipulation forms.

**Materials and Procedure**

Procedure generally followed that of Experiment 1 with few changes. First, instead of asking about the mean value of the sequence participants were presented after each sequence of numbers with two probe-numbers, and were asked to choose which one of them has been presented in the sequence. One of these numbers was randomly sampled from the eight numbers that were presented in that sequence, and the other number was randomly sampled from the same Gaussian distribution, but we made sure it would not be any of the numbers in the sequence. Participants completed 10 practice trials, and 80 critical trials in each mindset condition (i.e., a total of 160 critical trials), see Figure 5 for an illustration.

Secondly, following each critical block, participants reported their current motivation (“I was motivated to succeed in the numerical task”), stress (“I feel stressed at the moment”), and mood (“I have a positive mood at the moment”), on a 5-points scale ranging from “1” (strongly disagree) to “5” (strongly agree).

**Results**

**Manipulation check.** In order to validate that the manipulation elicited the intended mindset in each condition, we used an automated text analysis tool (TATE; Simchon, 2019), which rates the concreteness level of words according to a normed dictionary (Brysbaert et al., 2014). Higher scores indicate higher concreteness level. Concreteness scores were submitted to a repeated measures ANOVA, and revealed that as expected, texts’ concreteness level in the concrete mindset condition was higher (\(M = \))
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2.943, $SD = 0.321$) than in the abstract mindset condition ($M = 2.483$, $SD = 0.312$), $F(1,149) = 217.268, p < .001, \eta_p^2 = .593$. This analysis confirms that the experimental manipulation made participants use abstract versus concrete language, in the abstract versus concrete conditions as intended.

Memory-accuracy was submitted to the same analyses as in Experiments 1-3. In contrast to our previous experiments (and in contradiction to a general improvement account of our previous results), there was no advantage for the abstract condition relative to the concrete condition. Rather, the analysis revealed a marginal effect of mindset favoring the concrete mindset condition. Accuracy in the abstract mindset condition was slightly lower ($M = .709$, $SD = 0.100$) than in the concrete mindset condition ($M = .721$, $SD = 0.093$), $F(1,149) = 3.78, p = .054, \eta_p^2 = .025$, see Figure 5. The effect of order was not significant, $F(1,149) = 0.414, p = .521$, but the interaction of mindset and order was significant, $F(1,149) = 9.194, p = .003, \eta_p^2 = .058$. In addition, motivation ($p = .639$), stress ($p = .425$), and mood ($p = .189$) did not significantly differ between the two mindset conditions.

Taken together, these results indicate that the improved performance in the abstract mindset condition in Experiments 1-3 is unlikely to reflect a general effect on any type of performance (e.g., due to higher motivation, better attention or lesser fatigue). Rather, as we discuss in the general discussion, this pattern of findings supports the notion that abstract versus concrete processing differentially favor gist extraction versus attention to details.
Figure 5. Task and results of Exp. 4. (A) Participants were presented after each sequence of numbers with two probe-numbers, and were asked to choose which one of them has been presented in the sequence. (B) Memory accuracy rates by mindset condition. Blue and orange circles correspond to the accuracy rates of each participant in the abstract and concrete conditions, respectively. Gray circles correspond to the conditions means. The central mark on each box-plot indicates the median, and the bottom and top edges indicate the 25th and 75th percentiles, respectively. †p < .10.

General Discussion

In three experiments, we examined how abstract versus concrete thinking affected aggregation of information, and in the fourth experiment we examined how it affects memory for specific items. As predicted, we found that abstract thinking improved aggregation accuracy compared to concrete thinking, whereas it did not improve accuracy in the memory task. In Experiments 1 and 2, participants performed a numerical averaging task adopted from Brezis et al. (2015), whereas in Experiment 3 they performed a variation of the averaging task with emotional faces (Haberman et al., 2009). The results were tested
using Pearson correlations as a measure of estimation precision, but similar results obtained with deviations between correct and estimated values (RMSD). Finally, in Experiment 4 we ruled out a general (e.g., motivational, or attentional) account for the improved performance in Experiments 1-3. When the task was changed to remembering individual items, the abstract mindset condition showed no advantage but rather a small decrement relative to the concrete mindset condition.

To better understand the processes that drive the improved average estimations in the abstract mindset, we examined several computational models, assuming that the estimation of the mean is based on transformation of numerical values (Dehaene, 1992; Dehaene & Cohen, 1991), or emotional faces (Holmes & Lourenco, 2011) into analog/magnitude representations. We found an overall recency effect, this did not differ significantly between the abstract and concrete conditions. Rather, our best fitting model indicated that concrete thinking resulted in higher levels of regression toward the mean (lower slopes) compared with abstract thinking. One way to understand the increased regression to the mean in the concrete condition is viewing it as a compensatory strategy in face of uncertainty or difficulty. This possible explanation assumes that participants in the concrete condition experienced more difficulty and/or uncertainty in their estimations and as a result provided a response that was closer to the mean of the entire block (Anobile et al., 2012; Jazayeri & Shadlen, 2010). Indeed, previous work suggests that participants have access to their averaging uncertainty as their estimation confidence decreases with the

\[ t(174) = 2.86, p = .004 \]

Across the 3 experiments, the RMSD for the abstract thinking was smaller than that of the concrete thinking, \( t(174) = 2.86, p = .004 \). In addition, there was a high correlation between the two precision measures, Pearson correlation and RMSD, across participants and conditions (\( r = -.61, p < .001 \))
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variance of the sequence (Rosenbaum et al., 2020). Future studies could examine the specific strategy that gives rise to more regressive responses in the concrete processing condition: Is it the case that participants in this condition represent (a limited number of) individual samples rather than keeping track of a “running average”? Do they fail to keep track of the boundaries between different trials? Do they provide a “default” regressive middle-of-the-scale response on a larger proportion of the trials? All of these (non-mutually exclusive) strategies would produce more regressive responses in the concrete than the abstract condition.

Finally, the measure of signal-to-noise ratio (slope/error-term) was higher for the abstract condition, indicating that abstract thinking created a less noisy representation of the sequences of values in each trial. We find this pattern of results noteworthy, because it indicates that abstract processing gave rise to better, more accurate integration, that at the same time was not characterized by increased information loss (as would be predicted, for example, if abstraction would lead to heuristic, less elaborate processing).

Another prediction derived from CLT is that an abstract mindset would improve performance when gist extraction or filtering-out irrelevant information is beneficial (e.g., Hadar et al., 2019), but not when one needs to retain the exact details. The results of Experiment 4 are consistent with this prediction. However, future research with a larger sample of participants and stimuli types will be needed to more closely examine this hypothesis.

In conclusion, people may face a need to average series of values when they consider which stock to buy, which people to befriend, or which student shows more promising performance. Understanding the contextual features that contribute to the
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accuracy of the averaging process could thus inform not only theories of decision-making and (social) cognition, but also educators and policy-makers.
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