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Abstract 1 

The location of sounds can be described in multiple coordinate systems that are defined relative 2 

to ourselves, or the world around us. Evidence from neural recordings in animals point towards 3 

the existence of both head-centered and world-centered representations of sound location in the 4 

brain; however, it is unclear whether such neural representations have perceptual correlates in 5 

the sound localization abilities of non-human listeners. Here, we establish novel behavioral tests 6 

to determine the coordinate systems in which ferrets can localize sounds. We found that ferrets 7 

could learn to discriminate between sound locations that were fixed in either world-centered or 8 

head-centered space, across wide variations in sound location in the alternative coordinate 9 

system. Using probe sounds to assess broader generalization of spatial hearing, we 10 

demonstrated that in both head and world-centered tasks, animals used continuous maps of 11 

auditory space to guide behavior. Single trial responses of individual animals were sufficiently 12 

informative that we could then model sound localization using speaker position in specific 13 

coordinate systems and accurately predict ferrets’ actions in held-out data. Our results indicate 14 

that an animal model in which neurons are known to be tuned to sound location in egocentric 15 

and allocentric reference frames can also localize sounds in multiple head and world-centered 16 

spaces.  17 
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Significance Statement 18 

Humans can describe the location of sounds either relative to themselves, or in the world, 19 

independent of their momentary position. These different spaces are also represented in the 20 

activity of neurons in animals, but it’s not clear whether non-human listeners also perceive both 21 

head and world-centered sound location. Here, we designed behavioral tasks in which ferrets 22 

discriminated between sounds using their position in the world, or relative to the head. Subjects 23 

learnt to solve both problems and generalized sound location in each space when presented 24 

with infrequent probe sounds. These findings reveal a perceptual correlate of neural sensitivity 25 

previously observed in the ferret brain and establish that, like humans, ferrets can access an 26 

auditory map of their local environment.    27 
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Introduction 28 

The ability to localize sounds in our environment is critical for both humans and other animals, 29 

across a variety of behaviors and in a wide range of ecological settings. In contrast to other 30 

senses such as vision or somatosensation, the auditory system lacks a spatially-organized 31 

sensory epithelium such as the retina or skin from which to extract spatial information, and so 32 

sound location must be computed within the brain. Extensive research has shown how sound 33 

localization cues are extracted in the midbrain (Tollin and Yin, 2002; Yin and Chan, 1990) and 34 

transmitted across the brain to areas, including auditory cortex (Keating et al., 2015; Stecker et 35 

al., 2005), parietal and prefrontal cortex (van der Heijden et al., 2019). While midbrain neurons 36 

show tuning to specific localization cues, auditory cortex contains cue-invariant representations 37 

of sound location (Wood et al., 2019) and is essential for sound localization in primates and 38 

carnivores (Slonina et al., 2022). 39 

The study of spatial coding in the auditory system has often tacitly assumed that sound location 40 

is encoded in head-centered space. However, emerging evidence suggests that sound location 41 

may be represented in multiple coordinate frames across the auditory system. These include 42 

egocentric coordinate systems centered on body parts such as the eyes (Andersen and Buneo, 43 

2002; Caruso et al., 2021; Groh et al., 2001; Werner-Reiss et al., 2003) and world-centered (or 44 

allocentric) coordinates that map sounds into a listeners’ environment across changes in head 45 

position and direction (Amaro et al., 2021; Town et al., 2017). Generating world-centered 46 

representations of sound location requires that neural circuits involved in the spatial analysis of 47 

sound compensate for effects of head rotation by listeners. Indeed, cells in the dorsal cochlear 48 

nucleus integrate auditory and vestibular information, offering a potential mechanism to 49 

discriminate self and source motion (Wigderson et al., 2016; Wu and Shore, 2018). Yet, despite 50 

progress identifying neural correlates of coordinate frame transformations in the auditory system 51 
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of animal models, there is little systematic evidence demonstrating that non-human listeners 52 

experience sounds in multiple coordinate frames. This imposes a fundamental limitation on our 53 

ability to gain insight into the circuit mechanisms that support world centered hearing.  54 

Egocentric and allocentric cognition has primarily been studied in navigation, where animals can 55 

use both strategies to navigate through environments (Burgess, 2006; Paul et al., 2009). 56 

However, most studies of navigation have focused on senses other than hearing (olfaction: 57 

Fischler-Ruiz et al., 2021; vision and somatosensation: Leutgeb et al., 2005; Muller and Kubie, 58 

1987) and so leave open questions about the way in which non-human listeners perceive sound 59 

location. In contrast, studies of sound localization have adopted tasks that reveal key insights 60 

into neural processing, but do not specify the coordinate frame(s) in which sound space is 61 

defined (Bajo et al., 2019; Lomber and Malhotra, 2008; Wood et al., 2017). Here, we designed 62 

two tasks in which ferrets were trained to discriminate sound location in either world or head-63 

centered space across changes in head direction to test the hypothesis that animals can 64 

localize sounds in multiple coordinate systems. 65 

Materials and Methods 66 

Animals 67 

Subjects were seven pigmented female ferrets (0.5 to 3 years old, weighing 600-1100g) 68 

maintained in groups of two or more ferrets in enriched housing conditions, with regular 69 

otoscopic examinations made to ensure the cleanliness and health of ferrets’ ears.  70 

Ferrets were trained to report sound location in return for water rewards. Animals received a 71 

daily minimum amount of water (60 ml/kg body weight) as part of a water regulation schedule in 72 

which animals also received supplementary wet mash made from water and ground high-protein 73 
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pellets. Animals were water-regulated on a maximum of 50% of days, and were trained / tested 74 

in series of morning and afternoon sessions on consecutive weekdays, with rest weeks without 75 

testing at frequent intervals. The weight and water consumption of all animals was measured 76 

throughout the experiment. 77 

All experimental procedures were approved by local ethical review committees (Animal Welfare 78 

and Ethical Review Board) at University College London and The Royal Veterinary College, 79 

University of London and performed under license from the UK Home Office (Project License 80 

70/7267) and in accordance with the Animals (Scientific Procedures) Act 1986. 81 

Experimental Apparatus 82 

Testing was conducted in a double-walled sound proof acoustic chamber (IAC Acoustics: 1.6m 83 

wide, 1.6m long and 1.1 m height) lined with 45 mm sound-absorbing foam and dimly 84 

illuminated using white LED striplights. Within the chamber, ferrets performed psychoacoustic 85 

tasks inside a custom-built, circular behavioral arena (0.5m radius) covered by plastic mesh to 86 

prevent animals escaping. The arena was surrounded by a ring of twelve speakers (Visaton 87 

FRS8) positioned at 30° intervals, 55 cm from the arena center (Fig. 1A). Below each speaker 88 

were also positioned lick ports that could detect the presence of animals via infra-red 89 

reflectance sensors (Optek OPB710), and deliver water via solenoid control (Flo-Control, 90 

Valeader).  91 

At the center of the arena was a 3D printed platform from which animals initiated trials. The 92 

platform consisted of a 30-cm long section on which ferrets could align themselves, and an 93 

array of three lick ports (center, left and right) that detected nose-pokes and channeled water 94 

delivery. The platform was offset, such that the center of the ferret’s head was at the center of 95 

the test arena (and thus surrounding speaker ring) when visiting the center port on the platform. 96 
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Between test sessions, the platform could be rotated at 30° intervals about the arena center, 97 

allowing us to orient animals throughout 360° within the test arena (Fig. 1B). By changing the 98 

platform angle and presenting sounds from different speakers within the ring, we could thus 99 

independently vary the position of sounds in the world and relative to the ferret (Fig. 1C). Here 100 

we use the term ‘platform angle’ to denote the orientation of the center platform relative to the 101 

arena, independent of any sound location in any coordinate system. 102 

 103 

Figure 1. Experimental Setup A. Task arena in which ferrets approached the center of a speaker ring to 104 

initiate presentation of a 250 ms broadband noise burst from one of twelve speakers. Values indicate 105 

speaker angle relative to the arena (world) coordinate system. B. Infra-red images showing one ferret at 106 

the center spout as platform angle is varied. Response ports around the arena periphery contain IR 107 

emitters and are thus highlighted here, but were not illuminated within the visible spectrum during testing. 108 

Values show platform angles (and thus head directions) within the world. C. Dissociation of speaker 109 

position in head and world-centered space that occurs with platform rotation. 110 

The sound-proof chamber in which experiments were conducted was dimly lit throughout (~10 111 

to 20 lux), and visual landmarks within the test environment were limited to the 11 peripheral 112 
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reward response ports (see below for use in each task) and the doors to the test arena. No 113 

specific visual landmarks indicated the east and west ports but the door at the front of the 114 

chamber, and the ‘missing’ rear response port at 0° provided visual anchors to the animal’s 115 

orientation within the environment. However, because ferrets' vision is not fully panoramic, 116 

these landmarks were not visible at all platform angles, and thus provided unreliable visual 117 

cues. (The visual field of ferrets covers ~270° (Williams, 2012), while the range of angles within 118 

which each landmark fell covered 360°; with even the largest landmark [the arena door] 119 

subtending > 45° of the visual field). Although testing was performed in a double walled sound-120 

proof chamber, we also presented a low level of background noise (45 dB SPL) from all 12 121 

speakers continuously throughout each session to mask any variations in room noise.  122 

Task Design  123 

Animals were trained in either a world-centered, or head-centered sound localization task. Both 124 

tasks had a two-choice design, in which animals were required to discriminate between a pair of 125 

sound sources from the speaker ring. On each trial, the animal would initiate presentation of a 126 

single 250 ms broadband noise burst from one speaker to which she could then respond. 127 

Broadband noise bursts were between 60 and 63 dB SPL, generated afresh on each trial. 128 

To initiate sound presentation during each trial, ferrets were required to approach the central lick 129 

port on the platform and hold her head at the center of the arena. Prior to sound presentation, 130 

the subject was required to hold at the port for a variable delay (from 0.2 to 0.7 s), and trials 131 

would only be successfully initiated if the animal remained in position through the full duration of 132 

the sound. This hold period ensured that animals had a stationary head position during sound 133 

presentation (Dunn et al., 2021) and thus minimized any available dynamic localization cues. To 134 

encourage subjects to hold at the center port, rewards were delivered at this location on 135 

randomly allocated trials with a variable probability (up to 10% of trials). If an animal failed to 136 
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wait for the full hold time, the trial was not initiated and the animal was required to release and 137 

re-engage the center port to try again.  138 

Following stimulus presentation, animals could respond by visiting one of two response ports 139 

based on the rules of the specific task (see below). Correct responses were rewarded with 140 

water; errors were signaled by presentation of a brief tone (500 Hz, 100 ms) and led to a short 141 

timeout (between 1 and 5 seconds) in which animals could not initiate further trials. Incorrect 142 

responses also led to correction trials, on which the same stimulus was presented. On a small 143 

proportion of trials (~10%), probe sounds were presented from untrained locations; responses 144 

to probe sounds were always rewarded. Animals were required to respond within a set time 145 

window (5 minutes) however animals rarely failed to respond, except when the ferret was 146 

satiated and lost interest in performing the task, at which point the session was ended. Any such 147 

trials (9 of 200,996 trials) were discarded before data analysis. 148 

World-Centered Task 149 

Ferrets (n=3: F1701, F1703 and F1811) were trained with sounds from either the North or South 150 

of a test chamber and required to report speaker location by visiting response ports with fixed 151 

locations in the chamber (East or West respectively, Fig. 2A). The subject was required to 152 

perform this North/South discrimination across rotations of the central platform (Fig. 2B). We 153 

also trained a fourth ferret with a different pair of world-centered locations (F1902: Respond 154 

West for sounds from -150° North-West vs. respond East for sounds from +30° South-East, Fig. 155 

2C). 156 

Head-Centered Task 157 

Ferrets (n=2: F1901 and F1903) were presented with sounds from either directly in front of 158 

(180°), or behind the platform (0°) and required to report speaker location by visiting response 159 
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ports on the platform (60° Right or Left of the central port respectively, Fig. 2D). To test this 160 

front-back discrimination across changes in platform angle, we presented stimuli from different 161 

speakers in the ring as the platform rotated so that test sounds were always at the same angle 162 

relative to the head (Fig. 2E). Subjects were thus required to discriminate head-centered sound 163 

location, across changes in sound position in the world. We also trained a third ferret (F1810) to 164 

respond Left for sounds to the left (-90°) and Right for sounds on the right (+90°) of the head 165 

(Fig. 2F).  166 

 167 

Figure 2. Task Design A. World-centered task in which subjects approached the center of a speaker ring 168 

to initiate presentation of a 250 ms broadband noise burst from a speaker either at the North (N) or South 169 

(S) of the arena, or later from probe speakers around the remainder of the arena (gray) by responding at 170 

East (E) or West (W) response ports. Arrows show the position of correct responses, which remained 171 

constant as the central platform was rotated. F-numbers (F1701 etc.) refer to ferrets trained in the North-172 

South discrimination. B. Dissociation of speaker angle relative to the head and speaker angle in the world 173 
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as the platform angle was rotated at 30° intervals. In addition to test sounds, probe sounds were also 174 

presented from untrained speaker locations on a random subset (10%) of trials. C. Variant of the task for 175 

an additional ferret (F1902) in which we altered the world-centered locations to be associated with each 176 

response. D. Head-centered task in which subjects discriminate 250 ms broadband noise bursts from a 177 

speaker either at the Front (F) or Back (B) of the head, by visiting response ports either to the left (L) or 178 

right (R) of the head. Arrows show the direction for correct responses. E. Dissociation of speaker angles 179 

in head and world-centered space as platform angle was rotated. F. Variant of the task in which we altered 180 

the head-centered locations associated with each response for one ferret. 181 

Training 182 

We initially trained animals using a widely used approach-to-target sound localization design 183 

(Dunn et al., 2021; Parsons et al., 1999; Wood et al., 2017). Animals were first acclimatized to 184 

the test arena and then trained to associate response ports with water. Training in each task 185 

took place with the platform facing the same direction (North: 0°), with the exception of F1810 186 

(head-centered task trained facing West: +90°). 187 

World-Centered Task 188 

To train ferrets in the world-centered task, we then presented subjects with repeating 189 

colocalised audiovisual stimuli (the noise burst, accompanied by a white LED with an inter-190 

stimulus interval of between 100 and 250 ms) from the East / West response port locations 191 

surrounding the edge of the arena. Ferrets typically learn to approach such stimuli in return for 192 

water rewards within one to two weeks; initially responses at either port were rewarded, 193 

however error trials were introduced once animals had established a reliable pattern of initiating 194 

stimuli at the center platform and visiting response ports. The timeout duration following error 195 

trials was initially set to zero, and increased gradually as animals performed more trials with 196 
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training. Through training, we also gradually increased the time that animals were required to 197 

hold at the center port before stimulus presentation. 198 

Once the animal was accurately performing the baseline audiovisual localization, we 199 

progressively shifted the speaker presenting sounds away from the (e.g. East or West) 200 

response port to the final trained location (North or South) over a series of weeks. Over the 201 

same period, we also (i) lowered the LED intensity at the response port until it was completely 202 

absent and no visual stimulus was presented and (ii) reduced the number of stimulus repetitions 203 

to one. By the end of this stage, the animal was responding accurately to a single auditory 204 

stimulus (250 ms broadband noise). We considered animals to be fully trained and ready for 205 

testing if they could maintain good performance (typically ≥ 70%) under these conditions, over 206 

multiple days. The complete training process typically required three to six months. 207 

Head-Centered Task 208 

To train ferrets to discriminate sounds based on head-centered location, we introduced 209 

repeating noise bursts when the subject held at the center initiation port for a sufficient time. 210 

Noise bursts were presented from either left or right of the head, and responses at either port on 211 

the platform were initially rewarded. Once animals had learnt to reliably initiate and respond to 212 

sound presentation, errors were introduced so that animals were required to respond at the Left 213 

response port for sounds on the left, and respond at the Right port for sounds on the right. 214 

Across multiple sessions, we then shifted the sound source associated with Left and Right 215 

response port counter-clockwise until animals were discriminating sounds from in front (respond 216 
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Right) or behind (respond Left). We then reduced the number of repeating stimuli to a single 217 

250 ms noise burst, while also increasing the hold time required to initiate sound presentation, 218 

and increasing the timeout that resulted from error trials. Typically, it required between two and 219 

three months to train animals to achieve >70% discrimination of a single sound presentation. 220 

Distal vs. Proximal Responses 221 

Although the training methods were similar, training in the two tasks required different 222 

coordination of behavioral responses at different scales; the head-centered task took place in 223 

peripersonal space in which the animal could respond with only head movements, and there 224 

was no need for further locomotion. In contrast, the world–centered task required animals to run 225 

to and from distal response ports on every trial performed. As each response required the 226 

animal to run 1 m, this accumulated across trials and training sessions, so that a ferret 227 

performing the world-centered task would run approximately 1 km more per week within the 228 

arena than a ferret performing the head-centered task. This additional movement and 229 

associated exploration of the test arena during training for the world-centered task may support 230 

the formation of allocentric representations, such as stable place cells in the hippocampus 231 

(Frank et al., 2004; Kentros et al., 2004) and thus enhance the world-centered framework in 232 

which sounds could be mapped. 233 

Testing 234 

Once animals had completed training, we began rotating the central platform at which trials 235 

were initiated. Platform rotations were initially made at small angles (e.g. 30°) to ensure that 236 

animals could continue to initiate trials successfully, and then broadened to larger angles until 237 

the full 180° rotation was achieved. Animals were then tested at all platform angles (30° 238 

intervals, 360° range) in a pseudorandom order that aimed to test all directions on similar 239 
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numbers of sessions (with the exception of the initial training orientation). Here, the platform 240 

was manually rotated between behavioral test sessions when the subject was not in the test 241 

chamber, and thus on each session, a subject completed many trials (typically 50 to 100 in 242 

world-centered localization, or 50 to 300 in head-centered localization) with the same platform 243 

rotation.  244 

Probe Testing  245 

To determine how animals thought about sound space beyond the locations of the two test 246 

sound sources (e.g. North and South, Front or Back), we also presented probe sounds from the 247 

remaining ten speakers in the ring that surrounded the arena. To avoid familiarizing animals to 248 

the location of probe sounds, or eroding the subject’s discrimination of test sounds, we only 249 

presented probe sounds on a maximum of 10% of trials in any session. Occurrence of probe 250 

trials and speaker location on each probe trial was pseudorandom, but always excluded the first 251 

10 ten trials of each session that were reserved for test sound locations. On probe trials, 252 

responses at either of the two response ports used in the task were rewarded. 253 

Speaker Swaps 254 

To exclude the possibility that world-centered discrimination of sound location was driven by any 255 

unknown acoustic properties of sound sources (e.g. notches in spectral output that we could not 256 

detect) speaker swaps were performed. This involved physical disconnection of two speakers 257 

from the stimulus generation hardware, with each speaker being reconnected in the location 258 

and to the input connections of the other. 259 

Data Analysis 260 

All correction trials were excluded from data analysis. 261 
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Ferret Behavior: Discrimination of test sounds 262 

To report overall performance discriminating sounds from test locations as percent correct, we 263 

combined data across multiple test sessions. As we had unequal sample sizes, with an 264 

oversampling of trials with the platform in its initial training orientation, and because there was 265 

individual variability in the number of trials performed by each ferret, we randomly subsampled 266 

performance on 400 trials without replacement for each animal and each platform direction. 267 

(This number was selected based on the smallest sample size in the project dataset). To ensure 268 

reliable measurements, we repeated (bootstrapped) resampling 100 times and reported the 269 

mean performance across samples. Responses to probe sounds were not included in this 270 

analysis. 271 

For each ferret and platform angle, we also assessed the probability of observing task 272 

performance by chance using the binomial test, where the probability of success under the null 273 

hypothesis was 0.5. Task performance for these tests was defined as the mean number of 274 

correct trials performed across bootstrap iterations, rounded to the nearest integer. The total 275 

number of trials was fixed (n=400) for all comparisons.  276 

Ferret Behavior: Responses to test and probe sounds 277 

We measured the probability of making a particular response (e.g. to go West or Left) as a 278 

function of sound angle in head and/or world-centered space, using responses to both test and 279 

probe sounds. As the number of combinations of possible sound locations and platform angles 280 

was large (n = 144) and the probability of a probe sound being presented was low (10%), we 281 

had potentially few trials for some data points. To ensure equal sample sizes, we again 282 

subsampled our data using bootstrap resampling, in this case with replacement (3 trials per 283 

combination of head and world-centered sound angles, totalling 432 trials in total across all 284 

combinations).  285 
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To compare how strongly behavior was modulated by sound angle in different coordinate 286 

systems, we measured the variance in response probability associated with sound angle in a 287 

specific coordinate system. Variance was calculated as the sum of squared differences between 288 

response probability at each sound angle (𝑥θ) and mean response probability across sound 289 

angles (𝑥), normalized by the number of sound angles (𝑛 − 1): 290 

 291 

The upper bound on variance is defined by the range of values that response probability can 292 

take (zero to one) and so the maximum variance observable in our study would be 0.25. To 293 

determine if variance in one coordinate system was stronger than another, we developed a 294 

permutation test in which the labels for head and world-centered sound location were randomly 295 

shuffled (n = 1,000 iterations) and variances calculated for each coordinate system. We then 296 

compared the absolute difference in variance between head and world-centered space in the 297 

original data to the distribution of corresponding values computed from shuffled results, in order 298 

to report the probability (p) of observing an equal or larger difference by chance.  299 

Behavioral Models 300 

To understand the generative processes underlying animal behavior, we compared 301 

performance of ferrets with simulations from different model systems, and subsequently fitted 302 

parameters of these models to behavioral responses to identify the most likely explanations of 303 

our results.  304 

World-centered task: Models of world-centered responses 305 

To understand performance in the world-centered task, we began with two models that 306 

generated responses at a fixed location in the world (the West response port) as a function of 307 
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sound angle in head or world-centered space (θ) using sinusoidal function with three 308 

parameters:  309 

Head-centered, go-West model:  z = 𝛽0 + 𝛽1cos(𝜃HEAD - 𝛽2)  310 

 World-centered, go-West model:  z = 𝛽0 + 𝛽1cos(𝜃WORLD - 𝛽2) 311 

Here, the response variable (z) reflects an activation value associated with making a response 312 

at the West response port. Activation values for the alternative response (East) were defined as: 313 1 - z . The model parameters were chosen to mirror the subject’s response bias (β0), sensitivity 314 

to sound angle (β1) and the sound location at which a response was most likely (β2). To convert 315 

activation values into response probabilities from which individual trial responses could be 316 

drawn, we used the softmax function with a variable inverse temperature parameter (𝛽inv. temp) 317 that reflected the extent to which the decision making was deterministic (βinv. temp → ∞) or 318 

random (βinv. temp → 0).  319 

World-centered task: Models of head-centered responses 320 

We also considered several models that generated responses in a head-centered coordinate 321 

system using some fixed offset relative to the head-centered sound location. For example, in 322 

simulations, we considered a model that responded at a 90° location relative to a presented 323 

sound (i.e. that went to the listener’s right when a sound was in front, or left when a sound was 324 

behind). Here, the offset between response and sound locations represents a parameter 325 

(𝛽OFFSET) in the model: 326 

y = 𝜃HEAD - 𝛽OFFSET  327 

The response variable (y) reflects the location of the output response in head-centered 328 

coordinates, which can then be converted to world-centered coordinates by subtracting the 329 



 

18 
 

angle of the head in the world (determined by the platform angle). However, without further 330 

modification, such models would predict responses on probe trials at world-centered locations 331 

for which no response port existed in the task (null locations). We therefore added three 332 

alternative strategies through which such models might compensate, allowing them to convert 333 

responses at null locations into responses at active East or West responses. As logical 334 

statements, these strategies took the form ‘if no port exists at target response location, then…’: 335 

Strategy 1 (Rotate or Guess): Guess randomly 336 

Strategy 2 (Rotate to nearest): Go to the nearest active port, or guess if equidistant 337 

Strategy 3 (Weighted Rotation): Distribute responses over available ports, weighted by 338 

the relative distance between target response and active ports  339 

These strategies allowed us to compress the model outputs into activation values for East or 340 

West response ports, which we then converted into probabilities using the softmax function with 341 

the same inverse temperature parameter (𝛽inv. temp) described for earlier models. 342 

Head-centered task: Models of head-centered responses 343 

To model performance when discriminating sounds in the head-centered task, we simply 344 

adapted the same model format initially used for the world-centered task. However, rather than 345 

model East/West responses, we switched the response space to give the probability of 346 

responding at Left or Right: 347 

Head-centered, go-Left model:  z = β0 + β 1cos(𝜃HEAD - β 2)  348 

 World-centered, go-Left model:  z = β 0 + β 1cos(𝜃WORLD - β 2) 349 

Here, the response variable (z) reflects an activation value associated with making a response 350 

at the Left response port. Activation values for the alternative response (Right) were defined as: 351 
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1 - z . The parameters in the model have similar biological interpretations as presented above 352 

for the world-centered task, and we used the same softmax function with inverse temperature 353 

as an additional parameter to capture the determinism of decision making. 354 

Simulations 355 

To obtain performance metrics (percent correct) for models with known parameters, we 356 

simulated presentation of stimuli from all test locations that were used in experiments with 357 

ferrets. Response probabilities were used to define a multinomial distribution (NumPy)(Harris et 358 

al., 2020) from which we drew 103 values, each of which represented single trial responses in 359 

simulations. We then summed the number of responses that would be correct under the rules of 360 

the relevant world-centered or head-centered task.  361 

For simulations of the world-centered task, using models generating responses in a world-362 

centered system, we used the following parameter values: β0 = 0.5, β1 = 0.3, β2 = 0 and βinv. temp 363 

= 2. For simulations of the world-centered task using models generating responses in a head-364 

centered system, we set parameters as: βOFFSET = -90, and βinv. temp = 1. For simulations of the 365 

head-centered task, using models generating responses in a head-centered system, we set 366 

parameters as: β0 = 0.5, β1 = 0.3, β2 = 0 and βinv. temp = 2. 367 

Models Fitting 368 

To find model parameters that most closely approximated ferret behavior, we used 20-fold cross 369 

validation to split data into train and test sets on which we performed model fitting and 370 

evaluation respectively. Prior to fitting, we combined data from animals with the same training 371 

conditions (world-centered task: F1701, F1703 and F1811, head-centered task: F1901 and 372 

F1905). We then flattened the distribution of sound angles in head and world coordinates in the 373 

training dataset by randomly selecting a fixed number of trials (n=10) for each unique speaker 374 

location in head and world-centered space (n=144).  375 
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Across varying parameters of each model, we minimized the negative log likelihood between 376 

training data and model output using the fmincon solver (Matlab, R2018b, MathWorks 377 

Inc.)(Wilson and Collins, 2019). Initial values were selected randomly within the bounds defined 378 

for each parameter (Table 1). Initialization and minimization were repeated 20 times for each 379 

fold to avoid local minima and identify the parameters that resulted in the lowest negative log 380 

likelihood.  381 

Table 1: Parameter boundaries for model fitting 382 

 Bound  
Initial 

Distribution Parameter Lower Upper 

β0 (response bias) 0 1.0 Uniform 

β1 (response modulation) 0 0.5 Uniform 

β2 (peak response angle) -180 180 Uniform 

β inv. temperature 10-4 20 Exponential 

βOFFSET -180 180 Uniform 
 383 

For each model, we evaluated the parameters that gave the lowest negative log likelihood 384 

values on each fold. Evaluation used the sound angle in the modeled coordinate system, 385 

together with these parameters, to predict behavioral responses (i.e. whether the subject would 386 

go East/West or Left/Right) on single trials in held-out test data. Evaluation performance was 387 

measured as the percentage of trials on which we correctly predicted responses made by 388 

ferrets, and was used to compare the validity of different models. 389 
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Ferret Behavior: Head tracking 390 

Some of the models we considered in our analysis of the world-centered task predicted 391 

behavioral responses at (null) locations other than East or West port, for which animals would 392 

then have to learn to compensate. To test whether ferrets actually attempted to respond at null 393 

locations, we measured the paths that animals took while responding to probe sounds by 394 

tracking head movements on each trial using DeepLabCut (v.2.2.3) (Mathis et al., 2018).  395 

We selected trials from the first 10 sessions that ferrets (F1701: n = 31 probe trials, F1703: n = 396 

49 and F1811: n = 39) were tested with probe trials to minimize any potential effects of learning. 397 

For each session, we labeled the head position in 20 images, as well as position of the nose, 398 

shoulders, spine and tail for each ferret and session (giving a minimum training set of 200 399 

images per ferret; in the case of F1811, we added an additional 200 images when refining a 400 

trained network). We then trained a ResNet-50 based neural network for a minimum of 200,000 401 

iterations starting with the default parameters. As the video system used to monitor animals was 402 

upgraded through the project, we trained separate networks to track F1811, and combined data 403 

from F1701 and F1703. We then used the network to analyze all frames within the dataset. 404 

Validation errors for test and training data of 5.37 pixels and 2.05 pixels respectively (image size 405 

was 460 by 640) for the network trained with videos from F1701 and F1703, and of 3.27 pixels 406 

and 2.21 pixels respectively (image size was 360 x 640) for the network trained on videos of 407 

F1811.  408 

To analyze the paths taken by animals when responding to sounds, we cross-referenced the 409 

frame times captured in each video with behavioral timestamps captured by the data acquisition 410 

system, and selected frames between trial initiation (defined as the end of sound presentation) 411 

and trial completion (defined as the point at which the animal responded at one of the valid 412 

response ports). We used a p-cutoff of 0.1 to exclude any frames for which X or Y coordinates 413 

were missing for data visualization, and a p-cutoff of 0.5 to exclude any trials with missing data 414 



 

22 
 

when comparing path lengths. Path lengths were taken as the sum of changes in position 415 

between trial initiation and response time. We then compared the path lengths taken on test and 416 

probe trials using a general linear mixed model (GLMM) with ferret as a random effect. 417 

In a further analysis to validate the alignment of platform angle and head direction in the head-418 

centered task, we also labeled landmarks (left ear, right ear, nose and midpoint of the head) on 419 

a small sample of frames from randomly selected trials (n = 87). This sample was sufficient to 420 

detect minor offsets in head direction and so we did not expand the analysis to consider further 421 

data, nor train DeepLabCut models to track landmarks. 422 

Ferret Behavior: Reaction time analysis 423 

When considering the possibility that ferrets might respond at null locations in the world-424 

centered task, we reasoned that such irrelevant responses would cost animals time in 425 

completing trials. In particular, we might expect animals to be slowest when least sure about the 426 

appropriate response to make; for example, when the intended response is equidistant with the 427 

two available ports. If true, reaction times should increase as animals distribute their responses 428 

more evenly between East and West response ports (i.e. the probability of responding West 429 

approaches 0.5). 430 

To analyze reaction times, We first compared reaction times with unmodified response 431 

probability (𝑝) for visualization purposes; we then adjusted response probabilities to give the 432 

distance from chance performance (𝑝′) as: 433 

𝑝′ =  | 𝑝 −  0.5 | / 0.5  434 

We then measured the association between reaction times and adjusted response probabilities, 435 

by fitting a GLMM with reaction time as the response variable, adjusted response probability as 436 
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fixed effect and ferret as a random effect. GLMMs were performed in python using the 437 

statsmodels library (v0.13.1, www.statsmodels.org). 438 

Results 439 

We tested if ferrets could discriminate between two sound locations that were either (i) fixed in 440 

the world, while varying relative to the head (Fig. 2A-C, n = 4 ferrets: F1701, F1703, F1811 and 441 

F1902) or, (ii) fixed relative to the head while varying in the world (Fig. 2D-F, n = 3 ferrets: 442 

F1810, F1901 and F1905). 443 

Discrimination of sound sources fixed in the world 444 

Ferrets (n=4) successfully learned to discriminate between sound sources with fixed locations in 445 

the world. Figure 3A shows the behavior of each ferret trained in the task, with performance 446 

being better than chance at all platform angles (n = 12 angles, 400 trials per angle: range = 66.6 447 

to 85.9% vs. 50% chance; mean performance of each ferret: F1701 = 74.6%, F1703 = 76.3%, 448 

F1811 = 80.3%, F1902 = 77.3%). Binomial tests confirmed that the probability of performance 449 

arising by chance was significantly low at all platform angles for each subject (Bonferroni 450 

corrected, p < 0.001). Similar results were obtained when considering the first ten trials in each 451 

session after platform rotation (Fig. 3B), indicating that accurate performance did not simply 452 

result from rapid relearning of the task after every change in platform angle.  453 

To ensure that animals were using speaker location rather than speaker identity to solve the 454 

task, we also swapped the specific sound sources used at test locations (e.g. North and South, 455 

or North-West and South-East). Swapping speakers did not affect ferrets’ ability to discriminate 456 

world-centered sound location, as performance remained consistent before and after swaps 457 

(mean ± s.d. change = 1.906% ± 7.670%, Fig. 3C). Thus, ferret behavior was driven by the 458 
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location of the sound in the arena, rather than the specific speaker from which sounds were 459 

presented.  460 

 461 

 462 

Figure 3. World-centered task performance A. Performance discriminating sounds at trained locations 463 

for each ferret as a function of platform angle (n=400 trials per platform angle). Data shown as mean 464 

percent correct across bootstrap resampling (n=100 iterations). Dashed lines show chance performance 465 

(50%). Insets show the training configurations (either North vs. South [F1701, F1703, F1811], or South-466 

East vs. North-West [F1902]). B. Performance measured only from the first ten trials of sessions after 467 

platform rotation (n = 50 trials per platform angle). Data shown as in A. C. Performance on sessions 468 

immediately before and after swapping the speakers at test locations. Observed data (full lines) were 469 

compared to predictions made if animals were responding based on speaker identity (dashed lines) or 470 

sound location (dotted grey lines). Predictions based on speaker identity were made by subtracting 471 

performance before swap from 100%. Predictions based on sound location were simply the same 472 

performance before and after swap. 473 
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Generalization to probe sounds 474 

Our results show that ferrets can discriminate between the location of two sound sources that 475 

are fixed in the world. We next asked whether such discrimination reflected learning of specific 476 

associations, or if ferrets responded as a continuous function of sound location in a specific 477 

coordinate system. To address this, we measured ferrets’ responses to probe sounds presented 478 

on a random subset (10%) of trials from speakers at untrained angles (n=10) around the test 479 

arena (Fig. 2B and 2E).  480 

For animals trained with sounds that were fixed in the world, probe testing revealed that the 481 

probability of each ferret making a specific response (e.g. to visit the West response port) was a 482 

continuous function of sound angle in the world (Fig. 4A). In contrast, changes in sound angle 483 

relative to the head had no consistent effect on behavior (Fig. 4B). This graded pattern of 484 

responses was observed regardless of whether animals were trained to visit the West port to 485 

indicate sounds from the South (F1701, F1703 and F1811) or from the North West (F1902). The 486 

same coordinate frame-specific modulation was apparent in the joint distribution of responses, 487 

where behavior was most strongly influenced by the position of sounds in the world (Fig. 4C).  488 

We quantified modulation of behavior by sound location in each coordinate frame by calculating 489 

the variance in response probability across sound angles in head or world-centered space. 490 

Higher variance indicates greater modulation of behavior by sound angle in the respective 491 

coordinate frame. In animals trained with sounds fixed in the world, we found larger variance 492 

associated with sound angle in world-centered than head-centered space (Variance: World vs. 493 

Head; F1701: 0.067 vs. 0.005, F1703: 0.068 vs. 0.004, F1811: 0.051 vs. 0.004, F1902: 0.044 494 

vs. 0.006). To assess differences in response variance statistically, we randomly shuffled the 495 

labels of head and world-centered sound location for each response. We then used variance of 496 

shuffled data to compute the probability of observing an equal or larger absolute difference in 497 
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variance between coordinate frames (world - head) by chance. In all cases, this probability was 498 

negligible (permutation test, p < 0.001) indicating that for each animal, behavior was 499 

significantly more strongly modulated by sound angle in the world than sound angle relative to 500 

the head. 501 

 502 

Figure 4. World-centered response probability A-B Probability of responding at the West response 503 

port for test and probe sounds as a function of sound angle in the world (A), or relative to the head (B) 504 

(n=36 trials per angle) in ferrets trained in the world-centered task. C. Response probability as a joint 505 

function of head and world-centered sound angle (n =432 trials over 144 locations). 506 
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Simulating world-centered task performance 507 

Our data from the world-centered task show that ferrets can discriminate between two sound 508 

locations that are fixed in the world, across the changes in sound angle relative to head that 509 

occur when the platform is rotated. Moreover, when presented with probe sounds from 510 

untrained locations, animals respond as a continuous function of sound angle in the world. 511 

These results are consistent with the suggestion that ferrets can localize sounds in a world-512 

centered coordinate system; however, to confirm this interpretation we must first consider 513 

alternative strategies that might produce similar behavior (Fig. 5). 514 

We began by contrasting behavior of ferrets trained with the same world-centered locations 515 

(Fig. 5B: F1701, F1703 and F1811) with simulated performance of two models that linked 516 

responses at the East or West response ports to sound location in a specific coordinate frame. 517 

The world-centered model generated responses as a continuous function of sound angle in the 518 

arena (Fig. 5C). Across platform rotations, this model successfully discriminated between test 519 

sounds at North and South locations in the arena and produced a pattern of responses to probe 520 

sounds that was similar to ferrets. In contrast, a head-centered (specified here as the ‘head-521 

centered, go-west’ model, Fig. 5D) only performed well when the platform was oriented at 522 

specific angles, and did not replicate the behavior of ferrets across platform angles. 523 

We then considered alternatives of the head-centered model that responded not in world-524 

centered space, but rather in head-centered space. That is to say, rather than determining 525 

whether the listener responded at the East or West response port, these models determined 526 

whether the animal made a specific head-centered response; here, to respond at the port 90° 527 

clockwise of the head-centered sound location at which stimuli were presented. With this 528 

strategy, the model could successfully discriminate between test sounds at North and South 529 

speakers (Fig. 5E-G). However, such models alone could not explain responses to probe 530 
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sounds, as a 90° clockwise response would take the animal to response ports that were not part 531 

of the task (null ports). For example, if a probe sound was presented at the South-West, the 532 

animal should respond at the North-West port, but this response port was not active in the task 533 

and the outcome of the trial was thus undetermined. 534 

If a model predicted responses at null ports, we added one of three possible assumptions about 535 

the strategy the subject might take. In the first instance, we simply assumed that any target 536 

response other than East or West would lead to random guessing (Fig. 5E), but this failed to 537 

account for the structured response patterns shown by ferrets to probe sounds. We therefore 538 

extended the model to respond at the nearest available port, or guess if the target port was 539 

equidistant to East and West ports (Fig. 5F). This simulation (“Go 90° CW & Nearest”) 540 

generated a stratified response profile in which the model always responded with maximal 541 

probability at a particular port or otherwise at chance levels, and thus failed to mirror the graded 542 

response profile shown by ferrets. Finally, we considered a strategy in which response 543 

probabilities for East and West ports were weighted by the distance between the target null port 544 

and the two active ports (“Go 90° CW + Weighting”). Although this model produced a graded 545 

response to probe sounds that was more consistent with ferret behavior than the other head-546 

centered models (Fig. 5G), the equal spacing between response ports resulted in a linear 547 

relationship between world-centered location of probe sounds and response probability that 548 

contrasted with the sinusoidal profile shown by ferrets, and predicted by other world-centered 549 

models (Fig. 5C). 550 

Figure 5. Models of world-centered task performance. A. Probability of responding at East or West 551 

response port under four example conditions in which platform angle and speaker location is varied. 552 

Values show probability of responding at East and West ports, expressed as percentage. Exclamation 553 
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marks indicate trials for which the model would attempt to respond at an inactive (null) port.  B. 554 

Performance of three ferrets trained with the same pair of world-centered sound locations (F1701, F1703 555 

and F1811) in terms of overall accuracy (top row: % correct), probability of responding at the West port 556 

as a function of sound angle in the world (middle) and West response probability as a function of sound 557 

angle in head and world-centered space (bottom). C-G. Corresponding predictions from simulations of 558 

each model (see methods for details of model parameters in each simulation).559 

 560 
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Modeling behavior 561 

Our simulations illustrate prospective patterns of behavior generated by different models with 562 

known parameters; however, it is also possible to fit the parameters of each model to the 563 

observed behavior of animals and determine which system best captures task performance. To 564 

fit models to observed behavior, we used 20-fold cross-validation on data from ferrets trained to 565 

discriminate the same pair of world-centered sound locations (i.e. North vs. South: F1701, 566 

F1703 and F1811). Model parameters were fit to a training subset of the data that included both 567 

test and probe trials, so that we could then evaluate how well each fitted model predicted single 568 

trial responses from the held-out test dataset. Here, we report model performance as the 569 

proportion of single trial responses by ferrets that were correctly predicted by the model across 570 

folds (Fig. 6). 571 

The world-centered model that linked sound location in the world to responses at East and West 572 

ports best predicted ferret behavior on test trials and probe trials. On test trials, the world-573 

centered model (Fig. 6A, median = 65.7% correct) narrowly outperformed alternative head-574 

centered models that responded according to distance from active ports (64.5%) or went to the 575 

nearest port (63.6%). This small difference was not surprising, as our earlier simulations (Fig. 5) 576 

illustrated that these three models could discriminate test sounds.  577 

Our simulations also correctly anticipated that differences in model performance should arise 578 

during probe trials (Fig. 6B): On probe trials, the world-centered model (60.0% correct) 579 

stretched its advantage over the next best model (Head-centered, go-nearest: 55.4%) and the 580 

model that attempted to use distance from active ports failed almost completely (51.6%). The 581 

remaining head-centered models that either guessed on probe sounds or linked sound location 582 

directly to East or West responses never performed well on either test sounds (49.8% and 583 

51.0% respectively) or on probe sounds (52.3% and 51.0% respectively). 584 
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To explore the differences in model performance in more detail, we compared predictive 585 

accuracy as a function of speaker location in the world (Fig. 6C) and as a combination of 586 

speaker location in head and world-centered space (Fig. 6D). Although performance of all 587 

models varied with sound location, the world-centered model outperformed head-centered 588 

models at most probe sound angles (e.g. ±30°, ±60°, ±120° and ±150°) across changes in 589 

sound angle relative to the head. The exception to this was on probe sounds presented from 590 

speakers at ±90°, where ferrets responded equally often at East and West response ports (Fig. 591 

4A). Although our models can capture this behavior in the average across trials (Fig. 5C), the 592 

outcome of single trials cannot be predicted with performance better than chance (50%).  593 

Figure 6. Model fit to single trial behavior. A-B Model validation performance showing accuracy in 594 

predicting single trial behavior from held-out data on test (A) and probe trials (B). Performance shown for 595 

data collected from all ferrets trained to discriminate sounds from North and South locations (F1701, 596 

F1703, F1811). Box plots show median and interquartile range; individual data points show validation 597 

performance for each fold (n=20). C-D Performance of each model as a function of sound angle in the 598 

world (C) and for each combination of sound angle in head and world-centered space (D). Performance 599 

shown as the percentage of individual trials that the model correctly predicted the animal’s behavior (% 600 

correct). Data shown as median across 20-fold cross-validation. Dashed lines in C show chance 601 

performance. 602 
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 603 

Resolving competing models 604 

The pattern of responses observed in ferrets performing the world-centered task was most 605 

consistent with a world-centered model in which animals used the position of sounds in the 606 

environment to respond at East or West response ports (i.e. world-centered sound localization). 607 

The next best model was provided by a head-centered strategy in which listeners responded at 608 

the nearest port that was a fixed rotation away from the head-centered sound location, with 609 
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responses on probe trials resulting from a weighted guessing process. We note that our world-610 

centered models used more parameters to achieve better performance predicting animal 611 

behavior (four compared to two). In contrast, head-centered models relied on additional 612 

assumptions about the strategy ferrets might use to respond on probe trials. Here, we tested 613 

these assumptions by looking at additional properties of behavior. 614 

A key assumption of competing head-centered models was that animals would attempt to 615 

respond at inactive response ports, before using some strategy to redirect to the East or West 616 

ports that were active in the task. We therefore asked if ferrets ever tried to respond at ports 617 

other than the East or West by tracking the path of the ferret’s head on test and probe trials. 618 

Here, we focused on trials from the first 10 sessions in which probe sounds were presented 619 

(first ~40 probe trials for each ferret), so that the timeframe for learning any compensatory 620 

strategy was small and thus the chances of catching responses to inactive ports were 621 

maximized.  622 

We found no evidence of responses to inactive ports by animals tested in the world-centered 623 

task. Tracking the head position of animals (F1701, F1703 and F1811; i.e. the ferrets presented 624 

in Fig. 6) did not show any notable deviation made by ferrets on probe trials, when compared to 625 

test trials, nor attempts by ferrets to respond at ports other than active East and West locations 626 

(Fig. 7A-B). Instead, response trajectories on probe trials appeared to be closely matched to 627 

those seen on test trials for each ferret. To quantify any differences in response trajectories, we 628 

compared the path lengths taken on probe and test trials using a general linear mixed model 629 

with ferret as a random effect; however, there was no effect of trial type (Fig. 7C, β = -8.64, p = 630 

0.203). The trajectories of head movements were thus inconsistent with the suggestion that 631 

animals responded in head-centered space as suggested by alternative models of task 632 

performance.  633 
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A second assumption of alternative head-centered models was that responses on probe trials 634 

would be modulated by the distance between available East/West response ports and 635 

unavailable ports targeted based on head-centered sound angle. Many studies have shown that 636 

reaction times increase with uncertainty (e.g. Bernstein et al., 1967; Hyman, 1953), and so we 637 

might expect that ferrets’ responses would take longer as animals became less certain (i.e. as 638 

their probability of making a West response tended to 0.5). We did not see such a pattern in our 639 

data (Fig. 7D), and no significant relationship was observed when we assessed the association 640 

between adjusted response probability (where probabilities were adapted to give the distance 641 

from chance performance [p = 0.5] - see methods) and median reaction times using a general 642 

linear mixed model, with ferret as a fixed effect (Fig. 7E; β = -0.101, p = 0.265).  643 

Together, reaction time and path analysis indicate that the assumptions of head-centered 644 

models were not borne out in the behavior of animals, and that ferrets did not have to adapt 645 

their behavior on probe trials as would be expected by such models. Thus, head-centered 646 

models provide a poorer account of task performance than those based on world-centered 647 

sound localization that more accurately predicted responses on both test and probe trials.  648 

Figure 7. Head tracking and response time analysis. A. Screenshots showing tracking of head and 649 

body position using DeepLabCut. Response locations are labeled, for example East (“E”) and West (“W”) 650 

ports. B. Trajectories of head position during trials as animals responded to test and probe sounds. Data 651 

shown from responses in the first 10 sessions in which probe sounds were presented. Markers show 652 

positions on each frame; lines show linear interpolation between frames. C. Path lengths for data shown 653 

in B. Scatter plots show path lengths for individual trials, with lines showing mean and standard error for 654 

each ferret. D. Comparison of median reaction times (RT) with probability of responding at the West 655 

response port. Chance performance = 0.5. Median reaction times were calculated across trials for a given 656 
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combination of speaker location in head and world-centered coordinates (n = 144 conditions per ferret). 657 

E. Reaction times as a function of adjusted response probability (p`)(see methods). Data shown as in E. 658 

 659 

Discrimination of sound source position relative to the head 660 

We also trained a second group of ferrets (n=3) to discriminate sound locations that were fixed 661 

relative to the head (Fig. 2D-F). Subjects performed this task accurately when discriminating 662 

Front from Back (F1901 and F1905) or Left from Right (F1810) across platform rotations (Fig. 663 

8A). Each animal performed above chance at all platform angles (range = 69.7 to 86.5% vs. 664 

50% chance, mean performance of each ferret: F1810 = 73.4%, F1901 = 74.6%, F1905 = 665 
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82.7%). Binomial tests comparing observed performance to chance confirmed significant 666 

differences at all platform angles in each subject (Bonferroni corrected, p < 0.001). 667 

When tested with probe sounds at untrained locations, ferrets’ responses were strongly 668 

modulated by sound angle relative to the head, while sound location in the world had no 669 

comparable effect on response probability (Fig 8B-C). Larger variance was associated with 670 

sound angle in head-centered than world-centered space for all animals (Variance: World vs. 671 

Head; F1810: 0.003 vs. 0.043, F1901: 0.002 vs. 0.102, F1905: 0.001 vs. 0.139). Permutation 672 

tests comparing the observed differences in variance between coordinate frames to shuffled 673 

data confirmed that, for each animal, variation in response with head-centered sound angle was 674 

significantly larger than variation with sound angle in the world (p < 0.001).  675 

The behavior of ferrets in the head-centered task could be well captured by a model that linked 676 

head-centered sound location to the probability of making a response at the Left or Right port. 677 

Simulations with known parameters produce patterns of behavior that mirrored those observed 678 

in ferrets (Fig. 8D) and fitting model parameters to observed behavior allowed us to predict 679 

responses to sounds on a held-out dataset (Fig. 8E; median = 63.9% correct predicting 680 

responses for ferrets trained in Front-Back discrimination). In contrast, a competing model that 681 

linked world-centered sound location to responses at the Left port did not match with behavior in 682 

the head-centered task or predict held-out responses with substantially better performance than 683 

chance (median = 50.4%).  684 

Finally, a notable feature of head-centered localization was the strong lateralization in response 685 

probabilities of animals trained to discriminate front vs. back sounds (F1901 and F1905). That is 686 

to say, the curves showing the association between head-centered sound angle and response 687 

probability in Fig. 8B are shifted leftwards, so that the animal is most likely to respond to sounds 688 

on the left by turning left (and vice versa on the right), even when trained to report sound in front 689 
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at the left port. This behavior may have arisen because these animals slightly offset their head 690 

angle relative to the platform when initiating sounds: Video tracking revealed that this offset was 691 

small but statistically greater than zero (Fig. 8F: median = 2.22°, n = 87 trials, Wilcoxon rank 692 

sum test, p < 0.001) and aligned so that the rear speaker (to which animals responded by going 693 

Left) tended to fall more often on the left side of the midline. Likewise, the front speaker (to 694 

which animals responded by going Right) tended to fall more often on the right side. Across 695 

thousands of trials with test sounds, this small bias may have reinforced ferrets’ natural 696 

inclination to orient towards speakers. 697 

Figure 8. Head-centered sound localization. A. Performance discriminating sounds at trained locations 698 

for each ferret as a function of platform angle (n = 400 trials per angle). Data shown as mean percent 699 

correct across bootstrap resampling (n=100 iterations). Dashed lines show chance performance (50%). 700 

Cartoons show the training configurations (either Front vs. Back [F1901 etc.], or Left vs. Right [F1811]). 701 

B. Probability of making Left responses to test and probe sounds as a function of sound angle in the 702 

world, or relative to the head (n=36 trials per angle). C. Response probability as a joint function of head 703 

and world-centered sound angle, shown for individual animals (C, n=432 trials over 144 locations). D. 704 

Comparison of ferret behavior with simulated behavior of models that linked head or world-centered 705 

sound location to the probability of responding at the Left response port. Data shown for ferrets (F1901 706 

and F1905) trained in Front-Back discrimination). Model parameters for simulations are given in Table 1 707 

(see Methods).  E. Model validation performance predicting single trial behavior from held-out data (20-708 

fold cross-validation). Box plots show median and interquartile range; individual data points show 709 

validation performance for each fold. F. Distribution of offset values across trials (n=87) for animals 710 

trained to discriminate front and back sounds in head-centered space (F1901 [n=57] and F1905 [n=30]). 711 
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In both cases, median offsets were significantly greater than zero (Wilcoxon rank sum, p < 0.001). Data 712 

shown as box plots indicating median and interquartile range, with individual trials shown as separate 713 

markers. 714 

715 
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Discussion 716 

Here, we established two behavioral tasks in which listeners were required to discriminate 717 

between the positions of sounds that were either fixed in the world (world-centered task), or 718 

fixed relative to the head (head-centered task). Subjects were then presented with probe 719 

sounds from untrained locations that measured whether listeners reported sound location as a 720 

continuous function of world or head-centered space. We found that ferrets could learn to 721 

perform either task, and that they responded as a function of sound angle in the task-relevant 722 

space.  723 

To model task performance, we considered the response patterns of different head and world-724 

centered systems; In the world-centered task, animal behavior was best captured by a model 725 

that linked sound location in the world to East and West responses. Alternative models based 726 

on responses in a head-centered system also mirrored animal behavior, but performed less well 727 

and required additional unmet assumptions to respond to probe sounds. In contrast, ferret’s 728 

responses in the head-centered task were best captured by a model that linked left and right 729 

responses to sound location relative to the head. Together, our data thus suggest that ferrets 730 

can access information about the position of sounds in multiple coordinate systems, including 731 

sound location in the world, across variations in head-centered sound angle. 732 

The distinction between egocentric and allocentric reference frames centered on the head/body 733 

and external environment has been the topic of extensive study in cognitive neuroscience, 734 

where representations in each coordinate system may be difficult to disambiguate. Here, we 735 

aimed to devise tasks that could only be solved using one coordinate system in order to clearly 736 

delineate the psychoacoustic abilities of non-human listeners. Probe sounds were a key design 737 

feature that allowed us to contrast predictions from world-centered and head-centered models 738 

of sound localization. When designing experiments, we did not initially consider systems that 739 
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would attempt to respond at inactive ports, and indeed there was no evidence that ferrets 740 

attempted to do so. However, the small difference in predictions of world-centered models and 741 

models that combined head-centered localization with a rotational heading rule suggests that 742 

improvements could be made to better isolate sound localization ability in a specific space. 743 

In particular, our task design would be improved by requiring subjects to make a non-spatial 744 

response; for example, by using a temporal response dimension in which listeners are 745 

presented with sounds from multiple locations and required to respond only when a sound 746 

originates from a specific location. This approach would be similar to Go/No-Go designs that 747 

have been successful in other species (Amaro et al., 2021; Ferreiro et al., 2020). However, we 748 

wanted to avoid presentation of sound sequences in the current study, in case recent history of 749 

stimulus presentation affects neural processing of sound location (see below). Another 750 

alternative would be to use symbolic responses such as buttons with particular colors, shapes 751 

or symbols whose locations can be counterbalanced, and thus made irrelevant for task 752 

performance.  753 

Our results indicate that non-human listeners can report sound location in head and world- 754 

centered space, but do not show whether the observed behavior is simply learnt, or reflects the 755 

ferret’s natural sound perception. Clearer insight on this issue could be gained by observing 756 

task performance when the opportunity for learning is absent. Such conditions arise on the first 757 

trial after rotating the platform by 180°, where the animal has yet to receive feedback about 758 

which coordinate system is task relevant. Our data are limited as we did not conduct these 759 

switch tests cleanly; instead we introduced small platform rotations at first to gauge their impact 760 

on animal behavior, which turned out to be minimal. However, this gradual introduction also 761 

gave animals the opportunity to learn about the task and thus prevented a clear test of the 762 

animals’ naive response. Future tests of world and head-centered sound localization should 763 

therefore build on the current results by conducting zero-shot tests of spatial generalization to 764 
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gain a clearer picture into the coordinate frames animals inherently use without behavioral 765 

training. 766 

Access to multiple sound spaces also raises the question of how flexible spatial representations 767 

are: Can ferrets switch rapidly between coordinate systems, as humans do when shifting 768 

between egocentric and allocentric descriptions of object location, or does switching require 769 

many trials for longer-term learning to take place? Cueing animals to locate sounds in specific 770 

spaces on each trial (Stoet and Snyder, 2003) offers one approach to address such questions in 771 

the future.  772 

Our data show that ferrets could report the location of sounds in the world across changes in 773 

head pose, but the cues that subjects use to construct representations of the world itself remain 774 

to be determined. Key candidates for mapping include the visual and somatosensory landmarks 775 

involved in navigation, and integration of head direction into sensory processing in the 776 

hippocampus, entorhinal and retrosplenial cortex (Alexander and Nitz, 2015; Fyhn et al., 2007). 777 

It would therefore be valuable to test whether similar features are also critical for mapping 778 

sounds into the environment. Although we did not manipulate salient visual landmarks to study 779 

remapping, ferrets clearly knew the position of key features of the environment; most obviously 780 

the entrance to the arena, at which they would wait at the end of each session. By 781 

systematically varying environments (for example by having a moveable door or rotating arena), 782 

it may be possible to induce predictable shifts in world-centered sound localization that reveal 783 

the key anchors that ferrets use.  784 

The conclusion that ferrets can report world-centered sound location despite changes in sound 785 

angle relative to the head tallies with observations in other species. Cats can update spatial 786 

judgements of sound location with proprioceptive and motor information during ongoing head 787 

and pinna movements (Ruhland et al., 2015) and gerbils can identify a sound source based on 788 
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its position in the world (Amaro et al., 2021; Ferreiro et al., 2020). Our results extend these 789 

findings by fully dissociating sound localization in head and world-centered space to reveal 790 

access to continuous representations of sound location in multiple spaces. The behavior we 791 

observed is also consistent with predictions from auditory cortical neurons in foraging ferrets, 792 

where units show graded sensitivity to world-centered sound location and tuning to sound 793 

location in the world is stable across large changes in head direction (Town et al., 2017). More 794 

broadly, and consistent with the egocentric coordinate frame transformations observed across 795 

the primate brain (Caruso et al., 2021; Werner-Reiss et al., 2003), our data contribute to a 796 

growing view that reconfiguration of sound space is a fundamental function of the auditory 797 

system. 798 

How coordinate frame transformations take place within the auditory system is an open 799 

question. It is known that auditory cortex plays a key role in sound localization (Lomber and 800 

Malhotra, 2008; Wood et al., 2017), however the approach-to-target tasks used by earlier 801 

studies cannot shed light on whether auditory cortex is necessary for head, or world-centered 802 

localization, or both. In the case of world-centered localization, it will be critical to understand 803 

how non-auditory signals are integrated into neural networks involved in spatial hearing. Visual 804 

and vestibular systems offer information about head direction within the world that could support 805 

coordinate frame transformations, and interact with the auditory system at a variety of cortical 806 

and subcortical levels (Bizley et al., 2016; Wu and Shore, 2018).  807 

Recordings from multiple brain regions during performance of tasks such as world-centered 808 

sound localization will be important in advancing our understanding how multisensory 809 

integration enables spatial hearing. In this regard, our task is optimally designed to streamline 810 

neural analysis, as: (i) Subjects must remain still on the central platform during sound 811 

presentation, which avoids complexities surrounding the effects of dynamic sound localization 812 

cues, or locomotor activity. And (ii) subjects are given only a single, short (250 ms) sound to 813 
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discriminate, which means no potential interactions between sounds in sequences and minimal 814 

effects of stimulus history that might arise with continuous sound presentation. Characterizing 815 

the activity of neurons during sound presentation in the tasks developed here thus offers a way 816 

to clearly identify tuning to sound location in head and world-centered space. 817 

The conversion between egocentric and allocentric representations is already the subject of 818 

intense scrutiny in navigation, where similar suggestions have been made for a network of 819 

interacting brain regions that includes retrosplenial and parietal cortex, and regions of the 820 

medial temporal lobe, including the hippocampus (Bicanski and Burgess, 2018; Wang et al., 821 

2020). Despite the importance of these areas and the parallels in auditory and visual scene 822 

analysis, there is (to our knowledge) little known about the role of structures such as the 823 

hippocampus in spatial hearing. Recordings from echo-locating bats indicates that hippocampal 824 

function and auditory processing may be closely linked (Ulanovsky and Moss, 2007; 825 

Wohlgemuth et al., 2018), and in ferrets, hippocampal theta oscillations are widespread during 826 

approach-to-target sound localization (Dunn et al., 2021). Determining how the auditory system 827 

interacts with the medial temporal network, as well as parietal cortex, may thus provide 828 

important new insights into coordinate frame transformations in spatial hearing, and scene 829 

analysis more generally.  830 
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Figure / Table Legends 948 

Figure 1. Experimental Setup A. Task arena in which ferrets approached the center of a speaker ring to 949 

initiate presentation of a 250 ms broadband noise burst from one of twelve speakers. Values indicate 950 

speaker angle relative to the arena (world) coordinate system. B. Infra-red images showing one ferret at 951 

the center spout as platform angle is varied. Response ports around the arena periphery contain IR 952 

emitters and are thus highlighted here, but were not illuminated within the visible spectrum during testing. 953 

Values show platform angles (and thus head directions) within the world. C. Dissociation of speaker 954 

position in head and world-centered space that occurs with platform rotation. 955 

Figure 2. Task Design A. World-centered task in which subjects approached the center of a speaker ring 956 

to initiate presentation of a 250 ms broadband noise burst from a speaker either at the North (N) or South 957 

(S) of the arena, or later from probe speakers around the remainder of the arena (gray) by responding at 958 

East (E) or West (W) response ports. Arrows show the position of correct responses, which remained 959 

constant as the central platform was rotated. F-numbers (F1701 etc.) refer to ferrets trained in the North-960 

South discrimination. B. Dissociation of speaker angle relative to the head and speaker angle in the world 961 

as the platform angle was rotated at 30° intervals. In addition to test sounds, probe sounds were also 962 

presented from untrained speaker locations on a random subset (10%) of trials. C. Variant of the task for 963 

an additional ferret (F1902) in which we altered the world-centered locations to be associated with each 964 

response. D. Head-centered task in which subjects discriminate 250 ms broadband noise bursts from a 965 

speaker either at the Front (F) or Back (B) of the head, by visiting response ports either to the left (L) or 966 

right (R) of the head. Arrows show the direction for correct responses. E. Dissociation of speaker angles 967 

in head and world-centered space as platform angle was rotated. F. Variant of the task in which we altered 968 

the head-centered locations associated with each response for one ferret. 969 

Figure 3. World-centered task performance A. Performance discriminating sounds at trained locations 970 

for each ferret as a function of platform angle (n=400 trials per platform angle). Data shown as mean 971 
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percent correct across bootstrap resampling (n=100 iterations). Dashed lines show chance performance 972 

(50%). Insets show the training configurations (either North vs. South [F1701, F1703, F1811], or South-973 

East vs. North-West [F1902]). B. Performance measured only from the first ten trials of sessions after 974 

platform rotation (n = 50 trials per platform angle). Data shown as in A. C. Performance on sessions 975 

immediately before and after swapping the speakers at test locations. Observed data (full lines) is 976 

compared to predictions made if animals were responding based on speaker identity (dashed lines) or 977 

sound location (dotted grey lines). Predictions based on speaker identity were made by subtracting 978 

performance before swap from 100%. Predictions based on sound location were simply the same 979 

performance before and after swap. 980 

Figure 4. World-centered response probability A-B Probability of responding at the West response 981 

port for test and probe sounds as a function of sound angle in the world (A), or relative to the head (B) 982 

(n=36 trials per angle) in ferrets trained in the world-centered task. C. Response probability as a joint 983 

function of head and world-centered sound angle (n =432 trials over 144 locations). 984 

Figure 5. Models of world-centered task performance. A. Probability of responding at East or West 985 

response port under four example conditions in which platform angle and speaker location is varied. 986 

Values show probability of responding at East and West ports, expressed as percentage. Exclamation 987 

marks indicate trials for which the model would attempt to respond at an inactive (null) port.  B. 988 

Performance of three ferrets trained with the same pair of world-centered sound locations (F1701, F1703 989 

and F1811) in terms of overall accuracy (top row: % correct), probability of responding at the West port 990 

as a function of sound angle in the world (middle) and West response probability as a function of sound 991 

angle in head and world-centered space (bottom). C-G. Corresponding predictions from simulations of 992 

each model (see methods for details of model parameters in each simulation). 993 

Figure 6. Model fit to single trial behavior. A-B Model validation performance showing accuracy in 994 

predicting single trial behavior from held-out data on test (A) and probe trials (B). Performance shown for 995 
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data collected from all ferrets trained to discriminate sounds from North and South locations (F1701, 996 

F1703, F1811). Box plots show median and interquartile range; individual data points show validation 997 

performance for each fold (n=20). C-D Performance of each model as a function of sound angle in the 998 

world (C) and for each combination of sound angle in head and world-centered space (D). Performance 999 

shown as the percentage of individual trials that the model correctly predicted the animal’s behavior (% 1000 

correct). Data shown as median across 20-fold cross-validation. Dashed lines in C show chance 1001 

performance. 1002 

Figure 7. Head tracking and response time analysis. A. Screenshots showing tracking of head and 1003 

body position using DeepLabCut. Response locations are labeled, for example East (“E”) and West (“W”) 1004 

ports. B. Trajectories of head position during trials as animals responded to test and probe sounds. Data 1005 

shown from responses in the first 10 sessions in which probe sounds were presented. Markers show 1006 

positions on each frame; lines show linear interpolation between frames. C. Path lengths for data shown 1007 

in B. Scatter plots show path lengths for individual trials, with lines showing mean and standard error for 1008 

each ferret. D. Comparison of median reaction times (RT) with probability of responding at the West 1009 

response port. Chance performance = 0.5. Median reaction times were calculated across trials for a given 1010 

combination of speaker location in head and world-centered coordinates (n = 144 conditions per ferret). 1011 

E. Reaction times as a function of adjusted response probability (p`)(see methods). Data shown as in E. 1012 

Figure 8. Head-centered sound localization. A. Performance discriminating sounds at trained locations 1013 

for each ferret as a function of platform angle (n = 400 trials per angle). Data shown as mean percent 1014 

correct across bootstrap resampling (n=100 iterations). Dashed lines show chance performance (50%). 1015 

Cartoons show the training configurations (either Front vs. Back [F1901 etc.], or Left vs. Right [F1811]). 1016 

B. Probability of making Left responses to test and probe sounds as a function of sound angle in the 1017 

world, or relative to the head (n=36 trials per angle). C. Response probability as a joint function of head 1018 

and world-centered sound angle, shown for individual animals (C, n=432 trials over 144 locations). D. 1019 

Comparison of ferret behavior with simulated behavior of models that linked head or world-centered 1020 
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sound location to the probability of responding at the Left response port. Data shown for ferrets (F1901 1021 

and F1905) trained in Front-Back discrimination). Model parameters for simulations are given in Table 1 1022 

(see Methods).  E. Model validation performance predicting single trial behavior from held-out data (20-1023 

fold cross-validation). Box plots show median and interquartile range; individual data points show 1024 

validation performance for each fold. F. Distribution of offset values across trials (n=87) for animals 1025 

trained to discriminate front and back sounds in head-centered space (F1901 [n=57] and F1905 [n=30]). 1026 

In both cases, median offsets were significantly greater than zero (Wilcoxon rank sum, p < 0.001). Data 1027 

shown as box plots indicating median and interquartile range, with individual trials shown as separate 1028 

markers. 1029 

Table 1: Parameter boundaries for model fitting 1030 


