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Abstract- This paper presents an uninterrupted collision-free path planning system that facilitates the operational performance of 

multiple unmanned surface vehicles (USVs) in an ocean sampling mission. The proposed uninterrupted path planning system is 

developed based on the integration of a novel B-Spline data frame and particle swarm optimization (PSO)-based solver engine. The 

new B-spline data framing structure provides smart sampling of the candidate spots without needing full stop for completing the 

sampling tasks. This enables the USVs to encircle the area smoothly while simultaneously correcting the heading angle toward the 

next spot and preventing sharp changes in the vehicle’s heading. Then, the optimization engine generates optimal, smooth, and 

constraint-aware path curves for multiple USVs to conduct the sampling mission from start point to the rendezvous point. The path 

generated incorporates controllability over the vehicles’ velocity profile to prevent experiencing zero velocity and frequent stop/start 

switching of the controller. To achieve faster convergence of the optimization routine, a suitable search space decomposition scheme 

is proposed. Extensive simulation studies emulating a realistic ocean sampling mission are conducted to examine the feasibility and 

effectiveness of the proposed path planning system. This encapsulates modelling a realistic maritime environment of Indonesian 

Archipelago in Banda Sea including ocean waves, obstacles, and no-fly zones and introducing several performance indices to 

benchmark the path planning system performance. This process is accompanied by a comparative study of the proposed path planning 

system with a well-known state-of-the art piecewise, rapidly exploring random tree (RRT), and differential evolution-based path 

planning algorithms.  The results of the simulation confirm the suitability and robustness of the proposed path planning system for 

the uninterrupted ocean sampling missions.  

Keywords- Ocean sampling mission, Unmanned surface vehicle, B-Spline data frame, Uninterrupted path, Bounded velocity profile, 

Multi-agent systems  

Nomenclature 

𝒱𝑐
𝕍  Two-dimensional ocean wave velocity vector  𝜗  Spline control points 

𝑢𝑐 , 𝑣𝑐  The horizontal profile of wave vector  m  Number of control points 

𝒪  The centre of ocean turbulence 𝐵𝑖,𝒦  Curve blending function  

𝓇  The radius of ocean turbulence 𝒦  Smoothness coefficient, 

ℑ  The strength of the turbulence  𝔅𝜗
𝑖   The predefined bounds for control points  

𝕍  2D spatial space ℒ𝜗
𝑖    Lower bound of the respective search regions 

𝜓𝑐  The direction of wave profile in the horizontal plane 𝒰𝜗
𝑖   Upper bound of the respective search regions 

ℴ𝑐  The update rate of  wave profiles 𝓉𝑞  The query-time vector 

𝒯𝑛  Sampling task �⃗⃗�𝑠  Time-sample of the spline points 

𝑛  Number of spots to be sampled  �⃗⃗�  Local intermediate control points 

𝑡𝒯
𝑖   Task completion time  𝑙  The number of subsets local spline points 

𝒬  Number of the USVs 𝕃𝓅  The path length 

𝒸𝒯𝑗   The jth cluster of sampling spots  Θ⃗⃗⃗   Collision boundary of the forbidden area 

𝒱𝑗  Water reference velocity of the 𝒰𝒮𝒱𝑗 𝛼Θ
𝓅

  Collision violation function 

𝑥𝑗,𝑦𝑗 Vehicle’s position in the horizontal plane 𝛼𝒱
𝓅

  Penalty functions for violation of the USV resultant velocity 

𝑢𝑗,𝑣𝑗  Vehicle’s surge and sway velocities 𝜒𝑖,𝓎𝑖 The particle’s position  

𝜓𝑗  The heading angle of the vehicle ℧⃗⃗⃗𝜒
𝑖   The particle’s velocity vector 

ℙ  The probability distribution matrix 𝒲  The inertia weight to balance PSO local and global search 

𝑥px, �⃗�px  The coordinate vectors of the pixels/grids in the contour map 𝑐1, 𝑐2  Acceleration coefficients 

𝓅𝑗  The path curve for 𝒰𝒮𝒱𝑗  From start point to the rendezvous point ℓℎ , ℓ𝑣   Length and width of the confined of horizontal and vertical axis 

1 Introduction 

In recent years, USVs are increasingly being used in a broad range of applications from water sampling to military operations [1, 

2].  Exploiting USVs to perform dangerous missions, such as maritime patrolling and coastal guarding, has remarkably reduced the 

risk of the marine accidents associated with human error [3]. Autonomous marine vehicles can also be utilized to monitor and sample 

the oceanic environments, which is pivotal for long-term planning and securing water resources [4]. The water-sampling missions 

follow different purposes such as biological investigations [5], measuring the amount of pollution [6], measuring and sampling 

mineral material and chemical qualities [7], observing physical phenomena like water columns or warming trend, as well as studying 

the sediment in seabed [8]. However, the navigation of USVs has been always a complex task as it deals with uncertainties and 

disturbances associated with dynamic surface wave, wind, and water-current involved in the maritime environment. In particular, 

the major challenge, posed by multiple USVs’ operations in a complex ocean environment, is to provide safe navigation and 
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autonomous obstacle avoidance while guaranteeing conflict-free missions in the presence of other maritime traffic [9]. To ensure 

the safe and reliable operation and quick response to the environmental changes, the motion/path planning problem should be 

addressed properly. 

Path planning is a key enabling element in USV’s software development and autonomy enhancement. It facilitates the successful 

and reliable USV’s voyage by generating optimal paths encapsulating the vehicular and environmental constraints. Substantial 

optimality criteria such as path length, safety margin, operation and rendezvous time, are usually embodied in the path planning 

problem statement and formulation. In general, the path planning systems and methods can be categorized into two classes: offline 

and online. In the offline methods (known as pre-generative methods), the path and corresponding waypoints are generated prior to 

the USV mission based on the pre-collected information of operation field and mission scenario. Whereas, in the online path planning 

(known as reactive methods as well), the path and corresponding waypoints are generated based on the instantaneous perception of 

environment and information provided by situation awareness modules while the USV is en route [10-12]. 

There exists numerous research works in the state-of-the art proposing both offline and online motion/ path planning and collision 

avoidance systems for a single USV employed in different maritime missions. Examples of these methods include but not limited 

to A* and Dijkstra algorithms [13, 14], artificial potential field (APF) methods [15, 16], fast marching algorithms [3, 11, 17], graph-

based path planning [18, 19], evolutionary algorithms-based path planning [20-23],  and extended state observer (ESO) and virtual 

ship (DVS) principle-based planner [24, 25]. For instance, in [26], the USV path planning was formulated as a multi-objective 

nonlinear optimization problem and enabled a USV to achieve the shortest, safest, and most economical path while considering 

static water disturbances and scattered obstacles. This study applied a multi-objective PSO algorithm to find the optimal path from 

the Pareto optimal solutions subject to the collision avoidance and velocity boundaries. However, in this work a little attention was 

paid to environmental effects and the computational efficiency of the algorithm was not analyzed. In [19], the USV motion planning 

was implemented using a topology-based method, in which the obstacles’ and the USV’s topological position relationship were 

utilized to accommodate a general map for the safe navigation. In this study, the dynamic constraints of the USV were considered 

and a decomposition model which simplified the search process of the path planning system was used to help the algorithm to avoid 

trapping in local optimal trajectories. In [27], a modified Theta* algorithm integrated with a limit-cycle circle set was proposed for 

USV path planning incorporating the heading angle. In this work, the limit cycle circle set calculated the minimum turning radius 

of a USV to consequently generate a configuration space of an occupancy grid map. The simulation results confirmed the 

effectiveness of this algorithm that can incorporate the 3-D kinematic state of the USV for global path planning. To further improve 

the computational effectiveness and optimality of the path length for global path planning, an improved version of the Theta* 

algorithm, called angular rate-constrained Theta* (ARC-Theta*) considering both heading rate and heading angle of the USV was 

proposed [28]. This path planning system bridged the gaps of algorithms performed on SE(2) and SE(3) grid map in that the size of 

graph must be expanded to facilitate operatable angular resolution. Moreover, constant angle at each orientation node as well as the 

concern of real-time operation was addressed.    

To leverage performance efficiency, operation persistency, and robustness, multiple USVs are usually employed for undertaking 

various maritime missions. Therefore, significant research works have been devoted in developing different coordinated, 

cooperative, and distributive planning and control mechanisms enabling reliable and cost-effective operations of multiple USVs [29-

31]. In this regard, in [32], a cooperative motion planning system including two layers of offline and online planning was developed 

for swarm of USVs operating in a realistic maritime environment. The proposed planning system employed a constrained A* 

approach (to produce an optimal path in offline planning) and virtual target (VT) framework combined with swarm aggregation 

technique to provide global and local collision avoidance of the USVs. In [11], a multi-layered fast marching technique for solving 

USVs path planning problem was developed. In this study, a time-variant maritime setting incorporating the repelling and propelling 

surface current forces was considered. The proposed path planning system in this work was examined in a well-designed simulated 

operating field and generated optimal mission length as well as minimum energy consumption for the USVs.  In [20], a modified 

version of the genetic algorithm (GA) was proposed for the path planning of USVs in a submarine searching mission, where the 

algorithm’s search mechanism and the convergence speed were enhanced by adaptively controlling the evolution direction and 

mutation amplitude. Although the modified algorithm performed better stability compared to the conventional GA, the testing 

environment was not precisely modeled and uncertainties of environmental conditions were not considered in the simulation. In 

[33], a deep reinforcement learning-based path planning and collision avoidance system was developed for the USVs operation in 

uncertain environments. In this work, the integration of deep Q-learning (DQN) and visually simulated environment was used to 

train the agent with the best strategies. Furthermore, the APF was employed to improve the action space and the reward function in 

the DQN network.  The performance of this method was examined in the simulated environment while considering the International 

Regulations for Preventing Collisions at Sea. Similarly, in [34], a DQN path planning approach was developed for safe and collision-

free motion of USVs in maritime environments. The proposed system was utilized the semi-Markov decision making and deep 

neural network to recognize and analyze the ambiguous collision encountering situations. The path planning system was verified 

through the experimental tests and the results confirmed the suitability of the method in handling multi-ship collision avoidance 

problem. However, the computational speed of the path planning system is highly under mercy of the visual image information used 

as the input for the DQN. In [35], a multi-layer system for motion planning and control of a group of surface vehicles in a complex 

maritime environment was designed. In this study, the steering system was designed by the vector-field guidance algorithm, and a 

PID-based feedback controller established the vehicles’ speed control. This study conducted the fast-marching method for the 

vehicle's path planning, where avoiding the collision with static and dynamic obstacles was handled using a fuzzy-logic-based 

approach. In [36], a self-organized mapping method was used for a multi-USVs task assignment problem, where the path planning 
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problem was addressed using the fast-marching method. The main consideration of the proposed framework was to avoid non-

traversable areas in the maritime environment, as well as reducing energy consumption and keeping the vehicles within the 

communication range. In [37], a swarm control strategy was used for path planning of multiple USVs, where the APF algorithm 

was employed to handle obstacle avoidance in the presence of dynamic disturbances. The guidance system was designed using the 

swarm center position steering algorithm, and the solution was modified using neural network approximators. Finally, in [38], a 

two- layer path planning framework was proposed for cooperative motion planning of the swarm of USVs. In the primary level of 

the framework, a safety distance constrained A* algorithm was used to produce a collision free path. This solution was smoothened 

in the later stage using the spline approach. The control-points along the path were smoothly connected by spline interpolation with 

the aim of avoiding obstacles, where the environmental model was simplified using a binary map method. The proposed multi-layer 

approach was assessed using a variable number of USVs; however, the environmental modelling was too simple to emulate the real-

world situations. 

In the mentioned works above, often, the path planning system in the large-scale environment focuses on one optimality objective 

and its performance is limited just for generation of the position coordinate of the USVs with no consideration of velocity and 

heading angle profiles. This is quite important in some maritime mission such as water spot sampling that the USVs have some 

controllability over the velocity and heading profiles to maneuver around the target area based on smooth transition of the velocity 

vector and without the need for frequent switching on and off the USV’s control system. In addition, some methods such as as 

Dijkstra, A*, and DQN have been proven computationally expensive and unpractical in dealing with large-scale and complex 

environments. Considering constraints associated with the USV’s payload and operation endurance, it is quite essential to benefit 

from a motion/ path planning system that engage all USVs optimally and adaptively in handling the tasks of mission (e.g., sampling) 

and thus avoiding extra workload and longer execution time by providing parallel and uninterrupted operations in complex and 

dynamic environment. However, these aspects have been less considered and addressed in the previous works. 

Motivated by the mentioned gaps and unaddressed USV’s path planning aspects, the main contribution of this research is to 

develop an uninterrupted path planning system that facilitates mission of multiple USVs in the ocean sampling operation. The 

proposed path planning system receives the information of sampling spots in form of a series of ordered tasks and then uses a novel 

B-spline data frame and the PSO engine to generate optimal, smooth, and constraint-aware path curves. The proposed B-spline data 

frame enables the path planning system to apply more controllability over the USVs’ velocity profile to prevent zero velocity 

experiencing and frequent stop/start switching of the controller. This enables USVs to encircle the task area smoothly while 

simultaneously correcting the heading angle toward the next task spot and preventing sharp changes in the vehicle’s heading angle. 

As a result, an artifact of singular arch on the velocity, heading, and heading rate profiles is obviated and USVs’ controller can 

guarantee the USVs’ persistent maneuverability in practice.  To enhance the performance of the PSO search engine and thus 

achieving faster convergence rate, a suitable search space decomposition scheme is also proposed. The path planning system of this 

study consequently enables USVs in handling multiple performance objectives such as path length, safety margin, and smoothness 

of the velocity and heading profiles while computationally is suitable for real-time implementation. Moreover, it is robust enough 

in dealing with wave and current disturbances and capable of handling irregular operation fields and immediate obstacle avoidance. 

To evaluate the performance of the proposed path planning system, extensive simulation studies based on a benchmark simulated 

model of Indonesian Archipelago in Banda Sea including ocean waves, obstacles, and no-fly zones are conducted. This encompasses 

the comparative performance assessment with benchmark piecewise and RRT path planning systems together with the quantitative 

performance analysis in terms of different optimization criteria to demonstrate the effectiveness and robustness of the proposed 

USVs planning system for sustainable and efficient ocean sampling missions.   

The rest of the paper is organized as follows. Section 2 describes the problem statement and environmental modelling and 

distribution of the sampling spots. Section 3 provides details of the uninterrupted path planning system. Section 4 emphasizes on 

implementation of the PSO algorithm for constraint multi USVs path planning. Section 5 demonstrates extensive simulation studies 

and performance evaluation of the proposed algorithm in qualitative, quantitative and comparison scenarios. Finally, section 6 

concludes the paper.  

2 Problem Statement and Formulation 

This study aims to employ multiple USVs to conduct the operation of water quality sampling in Indonesian Archipelago in Banda 

Sea. The rationale behind using multiple USVs is to increase the persistence and efficiency of a mission and decrease the cost of 

operation and deployment. Figure 1 illustrates the captured snapshot of the chosen operating field near Archipelago in Banda Sea 

with the latitude of 〈1.76° S, 119.90° E〉 to 〈1.76° S, 127.42° E 〉 and longitude of 〈7.86° S, 119.90° E 〉 to 〈7.86° S, 127.42° E〉. The 

operation field encompasses forbidden operation zones, coordinates of start and endpoint, and distribution and coordinates of the 

sampling areas which should be mathematically defined prior to the implementation of the motion/path planning system. The 

operating conditions of Banda Sea demands to perform the sampling task without interruption. Thus, the USVs employed in this 

study should be capable of safe and uninterrupted maneuverability with a trustable degree of freedom on the motion profile; i .e., 

velocity profile.  Each sampling task should be completed within a specific time frame and consequently the mission should be 

terminated in a pre-defined operation time.  

The optimal order of visiting the water sampling areas is obtained using the recently developed heuristic fleet cooperation (HFC) 

algorithm [39] and given to the USVs a priori. In addition, a probabilistic map of the Banda Sea area (see Section 2.1) is given to 

the USVs prior to the mission. The USVs use the probabilistic map and their on-board navigation aids for localization, situational 
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awareness, and planning purposes.  The USVs should be 

capable of maneuvering around the sample spots and collect 

the data while simultaneously keeping the safe distance with 

the reef and obstacle margins and preventing water-turbulence 

areas defined as the no-fly zones. Finally, they should 

approach to a pre-determined rendezvous point once the water 

sampling mission has been completed.  

2.1 Model of the Operating Environment 

In maritime missions, providing a precise offline map is rarely 

attainable; however, the USVs can benefit from any partially 

constructed map to have a rough estimation of the operating 

field. As shown in Figure 1, the South-West area of the map is 

the shoreline, and numerous small islands and cliffs spread 

over the water-covered area, where the vehicles should always 

keep the safety margins from these forbidden zones for 

operation.  

On the other hand, the ocean wave data can be obtained 

from remote devices (e.g., satellite observations) or numerical 

estimation models. Many ocean waves predictive models have 

been developed and used for ocean-based research and 

explorations [40-43]. The following is the two-dimensional 

ocean turbulence model in which the water circulation 

gradually changes over the time following the same pattern:  

𝒱𝑐
𝕍: (𝑢𝑐, 𝑣𝑐) = 𝑓(𝒪, ℑ, 𝓇)

𝒱𝑐
𝕍 =

{
 

 𝑢𝑐 = 
(ℑ𝑦−ℑ𝑦0 )(𝑒

−(𝕍−𝒪)2𝓇−2−1)

2𝜋(𝕍−𝒪)2

𝑣𝑐 = 
(ℑ𝑥−ℑ𝑥0 )(1−𝑒

−(𝕍−𝒪)2𝓇−2)

2𝜋(𝕍−𝒪)2

 (1) 

𝑢𝑐 = |𝒱𝑐
𝕍| cos𝜓𝑐

𝑣𝑐 = |𝒱𝑐
𝕍| sin𝜓𝑐

 (2) 

where 𝒱𝑐
𝕍 represents two-dimensional ocean wave velocity 

vector, uc and vc are the horizontal profile of wave vector in the 

geographical coordinate (NED) ; 𝒪 and 𝓇 are the centre and 

radius of ocean turbulence; ℑ corresponds to the strength of the 

turbulence in a 2D spatial space 𝕍.  The 𝜓𝑐 corresponds to the 

direction of wave profile in the horizontal plane. To calculate 

the subsequent circulation patterns, a recursive Gaussian 

function is applied to the 𝒪, ℑ, and 𝓇 parameters of the wave 

as follows: 

𝒪𝑡 = [
𝒪𝑡−1 0
0 𝒪𝑡−1

] + [ℴ𝑐(𝑡). 𝕏𝑡−1
𝒪𝑥

0
] + [

0

ℴ𝑐(𝑡). 𝕏𝑡−1
𝒪𝑦 ]

𝓇𝑡 = [
𝓇𝑡−1 0
0 𝓇𝑡−1

] + [
ℴ𝑐(𝑡). 𝕏𝑡−1

𝓇

0
]

ℑ𝑡 = [
ℑ𝑡−1 0
0 ℑ𝑡−1

] + [ℴ𝑐(𝑡). 𝕏𝑡−1
ℑ

0
]

 (3) 

where ℴ𝑐(𝑡) is the update rate of  wave profiles in time t, and 

𝕏𝑡−1
𝒪𝑥 ~ℕ(0, 𝜎𝒪𝑥), 𝑋𝑡−1

𝒪𝑦 ~ℕ(0, 𝜎𝒪𝑦),  𝕏𝑡−1
𝓇 ~ℕ(0, 𝜎𝓇),  

𝕏𝑡−1
ℑ ~ℕ(0, 𝜎ℑ) are Gaussian distributions of ocean wave 

components.   

To convert the map to the mathematical model, the contour 

mapping method based on the satellite captured snapshot is 

utilized. The contingency for distribution of sampling fields is 

modeled using a numerical estimation model of the field and 

translated into a probability distribution matrix. Information of 

coastlines and islands locations are known priori and included 

Fig.1 A snapshot of selected operation zone from Indonesian Archipelago in 

Banda Sea with the Latitude of 〈1.76° S, 119.90° E〉 to 〈1.76° S, 127.42° E 〉 
and longitude of 〈7.86° S, 119.90° E 〉 to 〈7.86° S, 127.42° E〉. 

  
Fig.2 Contour map model of Indonesian Archipelago in Banda Sea. 

  
Fig.3 Clustering, ordering, and distribution of sampling spots as several tasks 
in the operating field. 
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in the map. The strength of the water turbulence along with the distribution of the sampling areas in the 𝕍2𝐷: 〈2000 × 2000 𝑚
2〉𝑥−𝑦 

area is depicted by Figure 2. 

The size of the contour map is considered as 2000 𝑚 × 2000 𝑚, and each pixel/grid in the map is specified by a value between 0 

and 1 in probability distribution matrix, where the value of zero corresponds to the forbidden areas of operation such as shore lands 

and surface objects on the map. Hence, the gray areas on the given contour model in Figure 2 are non-traversable for surface vehicles. 

Any value in the range of (0, 1] represents the intensity of wave (turbulence) on the map. Accordingly, as the value approaches the 

1, the area on the contour map gets reddish that means the area is hazardous for deployment and should be avoided.  

2.2 Water Sampling Mission 

To perform the water sampling mission efficiently and robustly, the respective sampling spots are defined as a series of tasks and 

optimally distributed between the USVs. This can be achieved by organizing, clustering, prioritizing, and accomplishment of tasks 

in the best possible order. In the first stage, a clustering process needs to be applied to categorize the most similar tasks in groups of 

confined areas. In this section, the initial task population (sampling spots) is generated where each individual comprises a random 

sequence of tasks with uniform probability, given in (4): 
𝒯𝑛 ∈ 𝕌(𝑛𝑚𝑖𝑛 = 10, 𝑛𝑚𝑎𝑥 = 100) 

𝒯𝑖 ∈ 𝒯𝑛 = {𝒯𝑛𝑚𝑖𝑛 , … , 𝒯𝑖 , … , 𝒯𝑛𝑚𝑎𝑥  }

∀𝒯𝑖 , ∃ 𝑡𝒯
𝑖
~𝕌(60,70) (𝑠𝑒𝑐)

 (4) 

where, 𝒯𝑛 denotes the sampling task, 𝑛 is the number of spots to be sampled; each task 𝒯𝑖  associated with a completion time 𝑡𝒯
𝑖  

depends on the vastness of sampling spot. Assuming there are 𝒬 number of identical USVs in the fleet to be deployed in the operating 

field, the task data should be partitioned into 𝒬 clusters (exclusive groups of tasks) to avoid multi vehicle mission overlap, which is 

given by (5):  
𝒰𝒮𝒱 = 〈𝒰𝒮𝒱1, … , 𝒰𝒮𝒱𝒬〉

∀𝒰𝒮𝒱𝑗 ∈ 𝒰𝒮𝒱, ∃ 𝒸𝒯𝑗 ⊂ 〈𝒸𝒯1 , … , 𝒸𝒯𝒬〉
 (5) 

where, 𝒰𝒮𝒱𝑗  is the jth vehicle in the fleet of 𝒬, 𝒸𝒯𝑗  is the jth cluster of sampling spots (set of tasks) out of 𝒬  clusters assigned to 

𝒰𝒮𝒱𝑗 . This study takes the advantages of fuzzy clustering method (FCM) to partition a finite collection of 𝑛 elements 𝒯𝑛 =

{𝒯𝑛𝑚𝑖𝑛 , … , 𝒯𝑖 , … , 𝒯𝑛𝑚𝑎𝑥  } into a collection of 𝒸𝒯𝑗  fuzzy clusters with respect to the distribution and characteristics of the tasks 𝒯𝑛. 

The FCM attempts to minimize an objective function (6):  

argmin
𝒸
𝒯𝑗 

∑ ∑ 𝑤𝑝𝑞
𝑚‖𝒯𝑝 − 𝒸𝒯𝑞 ‖

2𝒬
𝑞=1

𝑛
𝑝=1

𝑤𝑝,𝑞 = ∑ (
‖𝒯𝑝−𝒸𝒯𝑞 ‖

‖𝒯𝑝−𝒸
𝒯𝑘 

‖
)

−2

𝑚−1
𝒸𝒯
𝑘=1

 (6) 

Given a finite set of data, the FCM passes a list of  𝒸𝒯 cluster centers and a partition matrix of  𝕀𝑤𝑝,𝑞 ∈ [0,1], where each element, 

𝑤𝑝,𝑞, is the degree membership to which element, 𝒯𝑝, belongs to cluster 𝒸𝒯𝑞 . The 𝑚 ≥ 1 ∈ ℝ is a fuzzifier to determine fuzziness 

level of the cluster. The FCM method offers number of 𝒸𝒯 membership values to each task; therefore, each task belongs to all the 

𝒸𝒯 clusters, where the degree of each task’s membership (𝑤𝑝,𝑞 for 𝒯𝑝) depends on its distance from the center of the clusters. This 

approach is taken from the previous work [39], where the HFC was proposed for optimal clustering and allocation of tasks for multi-

agent systems. The same approach is utilized to cluster the tasks among the three USVs, where FCM method is applied to exclusively 

divide the randomly distributed tasks in a non-uniform environment into three identical groups. In Figure 3 the red, green and blue 

bullets correspond to the sampling spots marked for the vehicles, where each color belongs to one vehicle. It should be noted that 

this method can contribute to creating quantity balance among clusters when the density of the distributed tasks is non-uniform. 

3 The Uninterrupted Path Planning System 

In this section, details of developing the proposed uninterrupted path planning system including USV modeling, the essence of USV 

path planning problem, space decomposition scheme, as well as PSO-based optimization engine are explained. 

3.1 Mathematical Model of Multiple USV Operation 

Having prior knowledge of the USV’s maneuvering capabilities is an essential prerequisite for appropriate modeling of the path 

planning problem. The motion of the USV is considered as a rigid body model on the horizontal plane to reflect the vehicle's 

maneuverability in three degrees of freedom (horizontal plane motion in x-, y-, and yaw-direction). 

Assumption 1- In this study, motions on the z-direction and changes of, roll and pitch components are considered to be negligible 

[44, 45]. 

Ocean waves constantly affect the USVs’ motion; therefore, each vehicle’s position and heading should be adjusted simultaneously 

to ensure the vehicle is on the desired track despite the wave forces. The following equation represents the USV’s heading model: 

∀ 𝒰𝒮𝒱𝑗   at  𝑡:  ∃ 〈𝑥𝑗(𝑡), 𝑦𝑗(𝑡), 𝜓𝑗(𝑡)〉 (7) 
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𝜓𝑗(𝑡) = tan−1 (
∆𝑦𝑗(𝑡)

∆𝑥𝑗(𝑡)
) (8) 

where, the 𝒰𝒮𝒱𝑗  denotes the jth vehicle in the fleet of 𝒬 USVs, 𝑥𝑗, 𝑦𝑗 denote the vehicle’s position in the horizontal plane, and 𝜓𝑗 is 

the heading angle of the vehicle (in the NED coordinate) in time step 𝑡. Applying the 2D wave velocity of 𝒱𝑐
𝕍: {(𝑢𝑐 , 𝑣𝑐), 𝜓𝑐}, given 

by (2), the translational velocities of the 𝒰𝒮𝒱𝑗  are obtained using (9): 

{
𝑢𝑗 = |𝒱𝑗| cos𝜓𝑗(𝑡) + |𝒱𝑐

𝕍| cos 𝜓𝑐

𝑣𝑗 = |𝒱𝑗| sin𝜓𝑗(𝑡) + |𝒱𝑐
𝕍| sin 𝜓𝑐

 (9) 

where, |𝒱𝑗| is the resultant water reference velocity of the 𝒰𝒮𝒱𝑗 , 𝑢𝑗 is the vehicle’s surge velocity (along 𝑥𝑗), and 𝑣𝑗 is the sway 

velocity (along 𝑦𝑗).  

3.2 Path Planning using B-Spline Curves 

The USVs are required to consistently visit the sampling spots and collect sufficient data of the sampling spots in the assigned 

operation time, while moving toward the rendezvous point and keeping the safety margin with the collision boundaries at all times. 

Besides, the shore lands and the strong water turbulence areas in the contour model should be avoided by the vehicles. Given the 

combinatorial nature of the USV’s route-task allocation/path planning problem, there should be a compromise among optimizing 

multiple objectives, including the mission available time, travel length for each vehicle, number and order of the sampled spots, on-

time mission completion, and reaching to the predefined destination. This is a combination of a discrete and a continuous 

optimization problem and categorized as a Non-deterministic Polynomial-time (NP) hard problem. On the other hand, considering 

the NP-hard complexity of the multiple vehicles path planning problem under the given conditions, obtaining the accurate optimal 

solution is only applicable to completely known environments without uncertainty, while the modeled environment in this research 

corresponds to highly uncertain and dynamic terrains. 

The path planner should generate time optimal collision-free path curve 𝓅𝑗  (shortest path) from start point to target position passing 

through the obstacles without collision and visiting the ordered sampling spots, while considering the strong water turbulences. The 

resultant path should be safe and feasible. The path curve of each vehicle is generated by spline method, which establishes a 

polynomial interpolation between the control points. Spline curves are captured from a set of control points like 𝜗 =  {𝜗1, … , 𝜗𝑚} 

in the problem space with coordinates of 𝜗1: (𝜗𝑥
1, 𝜗𝑦

1), … , 𝜗𝑚: (𝜗𝑥
𝑚, 𝜗𝑦

𝑚), where m is the number of corresponding spline points. 

These control points play a substantial role in determining the optimal path. The mathematical description of the B-Spline 

coordinates in a 2-dimensional workspace is given by: 

{
𝑥(𝑡) = ∑ 𝜗𝑥

𝑖𝐵𝑖,𝒦(𝑡)
𝑚
𝑖=1

𝑦(𝑡) = ∑ 𝜗𝑦
𝑖𝐵𝑖,𝒦(𝑡)

𝑚
𝑖=1

𝓅𝑗 = [𝑥𝑗(𝑡), 𝑦𝑗(𝑡)] ≈ ∑ (𝜗𝑥,𝑦
𝑖+1 − 𝜗𝑥,𝑦

𝑖 )
|𝓅𝑗|

1

  (10) 

where, the 𝑥𝑗(𝑡) and 𝑦𝑗(𝑡) are the coordinated of the 𝒰𝒮𝒱𝑗  along the path  𝓅𝑗  at time 𝑡, 𝐵𝑖,𝒦(𝑡) is the curve blending function, and 

𝒦 is a smoothness coefficient, where larger values of 𝒦 correspond to smoother curves. 𝜗𝑥,𝑦
𝑖+1 and 𝜗𝑥,𝑦

𝑖  corresponds to the coordinates 

of the 𝑖th and its subsequent control points. All control points should be located in respective search regions constrained to the 

predefined bounds of 𝔅𝜗
𝑖 = [ℒ𝜗

𝑖 , 𝒰𝜗
𝑖 ]. Equation (11) shows how the control points in x-y coordinate are generated. 

𝔅𝜗
𝑖 = [ℒ𝜗

𝑖 , 𝒰𝜗
𝑖 ]

𝜗𝑖 ∈ 𝔅𝜗
𝑖 ⟹ ℒ𝜗

𝑖 ≤ 𝜗𝑖 ≤ 𝒰𝜗
𝑖

𝜗𝑥
𝑖 = ℒ𝜗𝑥

𝑖 + 𝑅𝑎𝑛𝑑𝑥
𝑖  (𝒰𝜗𝑥

𝑖 − ℒ𝜗𝑥
𝑖 )

𝜗𝑦
𝑖 = ℒ𝜗𝑦

𝑖 + 𝑅𝑎𝑛𝑑𝑦
𝑖  (𝒰𝜗𝑦

𝑖 − ℒ𝜗𝑦
𝑖 )

 (11) 

Then, general form of spline using a set of spline points 𝜗: (𝜗𝑥, 𝜗𝑦) can be calculated from (12): 

�⃗� = spline(𝜗𝑥, �⃗⃗�𝑠, 𝓉𝑞)

�⃗� = spline(𝜗𝑦 , �⃗⃗�𝑠, 𝓉𝑞)
 (12) 

In (12), �⃗� and �⃗� are the path’s coordinate vectors containing spline points of  𝜗𝑥,𝑦 = {𝜗𝑥,𝑦
1 , … , 𝜗𝑥,𝑦

𝑚 }, �⃗⃗�𝑠 and 𝓉𝑞, where �⃗⃗�𝑠 contains the 

corresponding time-sample of the spline points, and 𝓉𝑞  is the query-time vector. The set of spline points 𝜗𝑥,𝑦 also involves the 

coordinates of the included tasks on the path that is a vector of �⃗⃗�𝑥,𝑦 = {𝒯𝑥,𝑦
1 , … , 𝒯𝑥,𝑦

𝓀 }. The interval between two consecutive tasks 𝒯𝑖  

and 𝒯𝑗 also contains a subset of local control-points �⃗⃗�𝑥,𝑦 = {𝒫𝑥,𝑦
1 … ,𝒫𝑥,𝑦

𝑙 }, where 𝑙 is the number of subsets local spline points 

involved between 𝒯𝑖  and 𝒯𝑗. Thus, the abstract form for the spline vectors of x- and y- coordinate is defined as: 

𝜗𝑥: 〈�⃗⃗�𝑥, �⃗⃗�𝑥〉

𝜗𝑦: 〈�⃗⃗�𝑦, �⃗⃗�𝑦〉
 (13) 
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Considering the defined variables, the final form of the spline vector 𝜗𝑥,𝑦: (𝜗𝑥 , 𝜗𝑦) is as following: 

𝜗𝑥 = {𝜗𝑥
1, 𝒫𝑥

11, … , 𝒫𝑥
1𝑙 , 𝒯𝑥

1, … , 𝒫𝑥
𝓀1 , … , 𝒫𝑥

𝓀𝑙 , 𝒯𝑥
𝓀 , 𝒫𝑥

(𝓀+1)1, …𝒫𝑥
(𝓀+1)𝑙 , 𝜗𝑥

𝑚}

𝜗𝑦 = {𝜗𝑦
1, 𝒫𝑦

11, … , 𝒫𝑦
1𝑙 , 𝒯𝑦

1, … , 𝒫𝑦
𝓀1 , … , 𝒫𝑦

𝓀𝑙 , 𝒯𝑦
𝓀 , 𝒫𝑦

(𝓀+1)1, …𝒫𝑦
(𝓀+1)𝑙 , 𝜗𝑦

𝑚}
 (14) 

Given the mathematical relations and the final spline vectors, 𝓀 is number of the tasks, 𝑙 is the length of each local spline set, while 

the number of local spline sets is 𝓀 + 1. 𝜗𝑥
1 is the vehicle’s initial point, 𝜗𝑥

𝑚 indicates the rendezvous point in the spline vector, and 

𝜗𝑥 and 𝜗𝑦 hold the whole spline points with size of 𝑚.  

In order to assign a time sample to each spline point, one way is to simply split the total time interval into 𝑚 equal parts, where 𝑚 

is the length of 𝜗𝑥 or 𝜗𝑦. 

𝓉𝑠
𝑖 =

𝑖

𝑚
𝑇end   ,   𝑖 = 0,1, … ,𝑚 (15) 

where, 𝑇end is the available mission time, which is determined 

according to the vehicles’ battery capacity. According to (12) -(15), 

the data frames of the three vectors  𝜗𝑥,  𝜗𝑦 and �⃗⃗�𝑠 are developed as 

shown in Figure 4. 

As illustrated in Figure 4, 𝑙 is the maximum number of local splines 

placed between every two consecutive tasks in vectors 𝜗𝑥 and 𝜗𝑦, 

and �⃗⃗�𝑠  contains their corresponding time samples obtained by 

equation (14) and (15). Some of the time samples in �⃗⃗�𝑠 specifically 

belong to the task samples, which are also indicated as 

{𝓉𝑠𝑡
1 , 𝓉𝑠𝑡

2 , … , 𝓉𝑠𝑡
𝓀}. Assuming one-second sampling period, the final 

forms of query-time vector 𝓉𝑞  will be: 

𝓉𝑞 = {1,2, … . 𝑇end}  (16) 

Now, all the vectors are defined for the spline operator, and the path 

coordinates �⃗� and �⃗� are obtained from equation (12). The final path 

coordinate vectors take the following form: 

�⃗� = {𝑥1, 𝑥2, … 𝑥end}

�⃗�  = {𝑦1 , 𝑦2, … 𝑦end}
 (17) 

The size of �⃗� and �⃗� is equal to query-time vector 𝓉𝑞 , and (𝑥end, 𝑦end) 

is the final point of the path, which should be the rendezvous point. 

3.3 New B-Spline Data Frame for Uninterrupted Path Planning 

To generate uninterrupted continuous path curves from start points to the rendezvous point, without needing full stop for completing 

the sampling tasks, a new B-Spline data frame is developed. Let us suppose each sampling spot (𝒯𝑖) requires 𝑡𝒯
𝑖
sec to be completed, 

meaning that the motion of the USVs in the task location needs to be interrupted for 𝑡𝒯
𝑖
 seconds. In order to accomplish sampling 

tasks without making any interruption in USVs motion, the path curves need to be modified. Hence, a new element is introduced to 

the spline vectors to provide smooth motion for USVs and avoid speed overshooting. Figure 5 shows the new data frame of the 

spline vectors.  As discussed earlier, the spline vectors are created as the combination of task points and local spline control points. 

In order to form the spline vectors, the first step is to identify the task points in the spline vectors. Then, extra spline samples should 

be defined right next to the task samples with exactly equal value of the corresponding task sample. This results in having no gap 

between task point and newly generated spline points. Now, new time samples ought to be assigned to the new spline points. 

Similarly, in the vector �⃗⃗�𝑠, the place of new samples should be next to the samples that belong to the task points, while taking the 

value of 𝑡𝒯
𝑖
 seconds ahead of their corresponding time samples.  

As explained earlier, only the fixed points (tasks) are considered to generate the new spline vectors that are modified by new framing 

to involve task points in the path planning process. Therefore, the data frame focuses on 𝒯𝑥
𝑗
, 𝒯𝑦

𝑗
 and 𝓉𝑠𝑡

𝑗
 samples which are associated 

with task points in the three spline vectors. While the local splines have no contribution to the task completion process and remain 

untouched in all three vectors. As shown in Figure 5, some extra splines equal to 𝒯𝑥,𝑦
𝑗

 are inserted next to the task samples in the 

data frame vectors meaning that the sampling points of 𝒯𝑥
𝑗
 and 𝒯𝑦

𝑗
 are duplicated immediately after visiting these points. Accordingly, 

the new added points are associated with an extra time in �⃗⃗�𝑠 vector for task completion given by 𝓉𝑠𝑡
𝑗
+ 𝑡𝒯

𝑗
.  It is obvious that the 

first and last points do not need to be involved in this process as the first task is the mission start point, and the last point is the 

rendezvous point. It should be noted that the newly inserted points are also considered as fixed spline points in the path planning 

procedure, and the algorithm does not relocate them over the iterations. 

 
Fig.4 Data frames of the spline vectors. 

  
Fig.5 Data frame of spline vectors involving task points. 
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3.4 Path Optimization Criteria 

The following criteria are introduced and used for the optimization of path curves produced based on the new B-Spline method: 

3.4.1  Path length minimization: the main objective is to minimize the path length 𝕃𝓅(𝑥, 𝑦), which is given in (18): 

 𝕃𝓅(𝑥, 𝑦) = ∑ √(𝑥𝑖 − 𝑥𝑖+1)
2 + (𝑦𝑖 − 𝑦𝑖+1)

2|𝓅|=𝑇end−1

𝑖=1  (18) 

3.4.2  Safety margins to avoid collision: the resultant path indicated by  𝓅 should be safe and feasible. The environmental constraints 

are associated with the forbidden zones of the map or intersecting any obstacle, and the vehicle must avoid colliding the 

obstacles boundary. In the contour mapping method, each point in space is specified by a particular number, representing the 

depth of the water in the probability distribution matrix, where the elements of the matrix are normalized between 0 and 1.  

Remark 1- As shown in Fig.3, the Southeast area of the map includes cliffs and rocks and numerous small barriers spread over 

the operation area. The collision barriers and rocks’ locations are known priori and included in the map. The geographical map 

is considered as 2000𝑥 × 2000𝑦 [𝑚
2] grid and associated with an occupancy matrix ([ℙ]𝑥𝑦) of the same size. Each pixel in 

the map indicates an occupancy value of ℙ: (�⃗�px, �⃗�px) = [0, 1], where ℙ = 0  means the pixel is definitely occupied by an 

obstacle so that Θ⃗⃗⃗ = 1 and 0 ∙ 8 < ℙ < 1 corresponds to plausible risky areas such as water turbulence that must be avoided 

during the path planning process. 

The following definition describes the obstacle-defined pixels/grid in the contour map: 

{�⃗�px, �⃗�px  |  ℙ(�⃗�px , �⃗�px) = 0  or  ℙ(�⃗�px , �⃗�px) > 0 ∙ 8 }  ⊆ Θ⃗⃗⃗ (�⃗�Θ, �⃗�Θ) (19) 

Where Θ⃗⃗⃗ ∶ (�⃗�Θ, �⃗�Θ) is the vector containing the point-based coordinate of obstacles (including no-flying zones) in the contour 

map. 

The path violates the collision constraint in the 𝑖𝑡ℎ point, if any point on the path 𝑥𝑖 , 𝑦𝑖 is located on or inside the safety margin 

Θ⃗⃗⃗𝑗 (𝑥Θ𝑗 , 𝑦Θ𝑗). The collision penalty function (𝛼Θ𝑗) for each arbitrary point 𝑖 on the path 𝓅 is defined by (20):  

𝛼Θ𝑗
𝑖∈𝓅

= size((𝑥𝑖 , 𝑦𝑖) ∈ Θ⃗⃗⃗𝑗(𝑥Θ𝑗 , 𝑦Θ𝑗)) (20) 

where the function “size” represents the number of path points located in the obstacle pixels/grids which is denoted as 𝛼Θ
𝓅

. 

To calculate the accumulated violation of the path 𝓅 from colliding a particular forbidden area of Θ𝑗, we can capture the mean 

value of all violations as follows:  

𝛼Θ
𝓅
= ∑ mean

𝑞
𝑗=1 ([𝛼Θ𝑗

𝑖 ]) (21) 

where, [𝛼Θ𝑗
𝑖 ] is the vector which includes the violation of all points for Θ𝑗, and  𝑞 is the total number of obstacles. This procedure 

repeats for all obstacles to obtain the overall collision violation for the path 𝓅. 

3.4.3 Violation of transitional velocities: Strong waves may cause drift on the vehicle’s motion and push it to the unwanted direction. 

Hence, another environmental constraint for the path planner is to detect and avoid crossing ocean turbulences. Therefore, the 

USV’s transitional velocities of surge/sway should be confined to the boundaries of 𝑢𝑚𝑎𝑥 and 𝑣𝑚𝑎𝑥 in all states along the path. 

The absolute transitional velocity of the USV  |𝒱| in position (𝑥𝑖 , 𝑦𝑖) along the generated path curve 𝓅 can be obtained as 

follows: 

|𝒱𝑖∈𝓅| = √(
𝑑𝑥𝑖

𝑑𝓉𝑞
)
2

+ (
𝑑𝑦𝑖

𝑑𝓉𝑞
)
2

 (22) 

where 𝒱𝑖∈𝓅 is vehicles absolute velocity in 𝑖𝑡ℎ point along the path 𝓅. The 𝑑𝑥𝑖, 𝑑𝑦𝑖  and 𝑑𝓉𝑞  are first-order derivatives of the 

path curve in 𝑥𝑖 𝑦𝑖  w.r.t 𝓉𝑞 , respectively. To improve the spline-time vector �⃗⃗�𝑠, the time assigned to each spline point is 

calculated based on the distance travelled to reach that point. The linear distance between the spline points before reaching the 

𝑖th point and the corrected time samples are obtained through (23): 

𝕃𝑖 = ∑ √(𝑥𝑠𝑗 − 𝑥𝑠,𝑗+1)
2 + (𝑦𝑠𝑗 − 𝑦𝑠,𝑗+1)

2𝑖−1
𝑗=1    

𝓉𝑠𝑖 =
𝕃𝑖

𝕃𝓅
𝑇𝑒𝑛𝑑 ,   𝑖 = 0,1,2,… ,𝑚

     (23)  

where 𝕃𝑖 is the linear distance to reach the 𝑖th spline point, and 𝑚 is the number of spline points; 𝓉𝑠𝑖  corresponds the time-

sample of the 𝑖th spline point. The maximum velocity value is determined for the USVs to make the vehicle move within a 

certain velocity range and avoid surge in velocity profile. Violating the maximum velocity exerts penalty to the cost function. 

Violation of the USV’s transitional velocities of surge and sway in 𝑖𝑡ℎ point on the path can be achieved as follows: 

𝛼𝑢
𝓅
= mean[max(0; 𝑢(𝑡) − 𝑢𝑚𝑎𝑥)]

𝛼𝑣
𝓅
= mean[max(0; |𝑣(𝑡)| − 𝑣𝑚𝑎𝑥)]

  (24) 

where, 𝑢𝑚𝑎𝑥 and 𝑣𝑚𝑎𝑥  are surge and sway constraints associated with the USV’s kinematic restrictions, 𝛼𝑢
𝓅

 and 𝛼𝑣
𝓅

are the 

penalty functions for violation of path from the given surge and sway limits. The maximum transitional velocity 𝒱𝑚𝑎𝑥 is 

defined by user, and the violation of each velocity-sample is obtained using (25). 
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𝛼𝒱
𝓅
= mean [max(0; 1 −

𝒱𝑚𝑎𝑥

|𝒱𝑖∈𝓅|
)] (25) 

where 𝛼𝒱
𝓅

 is the violation index of velocity signal from the given maximum transitional speed limit 𝒱𝑚𝑎𝑥.  

3.4.4 Augmented cost function: the path cost function is defined as a combination of the performance indices along with the 

weighted penalty functions to encounter the overall violation of the path 𝓅. Thus, the augmented cost function (�̂�𝓅) is 

formulated as follows: 

�̂�𝓅 = 𝕃𝓅 + (𝛾1𝛼Θ
𝓅
+ 𝛾2𝛼𝑢

𝓅
+ 𝛾3𝛼𝑣

𝓅
+ 𝛾4𝛼𝒱

𝓅
) (26) 

The 𝛾1, 𝛾2, 𝛾3, and 𝛾4  are corresponding weighting factors for the defined constraints respectively and highlight the impact of 

each constraint violation on the total cost �̂�𝓅 calculation. 

4 Optimization Engine for USVs’ Path Planning 

In this section, first, the optimization engine utilized for the proposed USVs’ path planning problem is introduced. Then, a search 

space decomposition technique to speed up the convergence rate of the optimization engine towards optimal solutions is presented.  

4.1 PSO Algorithm 

In this study, the PSO algorithm is adopted as an optimization engine to attain a proper location of splines’ control points so that 

optimal, smooth, and collision-free paths satisfying all mentioned constrains are achieved. The argument for adopting PSO in solving 

NP-hard problems is strong enough due to its superior scalability with complex and multi-objective problems [46, 47]. PSO 

originally operates in a continuous space and is well-adapted to multidimensional spaces( due to its stochastic optimization nature) 

and hence is an appropriate method for solving path planning problems. Similar to the other evolutionary frameworks, the 

components of the problem should be determined for the optimizer.  

To generate the initial population, individuals should be created for the algorithm. The 𝑖th individual in population is a set of 

spline point, defined as 𝜗𝑖: (𝜗𝑥
𝑖 , 𝜗𝑦

𝑖 ). As mentioned earlier, the local spline vectors �⃗⃗�𝑥,𝑦 comprise several sets of splines {𝒫𝑥,𝑦
1 … ,𝒫𝑥,𝑦

𝑙 }, 

where each set belongs to the path between two consecutive tasks of 𝒯𝑥,𝑦
𝑖  and 𝒯𝑥,𝑦

𝑖+1. The task points (𝒯𝑥,𝑦
𝑖 ) in 𝜗𝑖 vectors are defined 

as the fixed points in all particles, while the local splines (�⃗⃗�𝑥,𝑦) are randomly generated for each of individuals to bypass the objects 

and forbidden deployment zones. The PSO starts to process with initializing a population of particles using spline points of 

𝜗𝑖: (𝜗𝑥
𝑖 , 𝜗𝑦

𝑖 ), where each particle comprises a position 𝜒𝑖 , 𝓎𝑖 assigned with 𝜗𝑥
𝑖 , 𝜗𝑦

𝑖  and velocity components of  ℧⃗⃗⃗𝑖: (℧⃗⃗⃗𝜒
𝑖 , ℧⃗⃗⃗𝓎

𝑖 ) in the 

search space. The particle’s position and velocity get updated iteratively using (27) and (28), although position of the task points 

cannot be affected by the algorithm’s update vector. The new particles are evaluated according to the cost function given in (26). 

Each particle has a memory to preserve its experience best position of the 〈𝜒𝑃𝑏𝑠𝑡 , 𝓎𝑃𝑏𝑠𝑡〉and the global best position of 〈𝜒𝐺𝑏𝑠𝑡 , 𝓎𝐺𝑏𝑠𝑡〉 
from the previous states.  

{

𝜒𝑖 ≔ 𝜗𝑥
𝑖

℧⃗⃗⃗𝜒
𝑖 (𝑡 + 1) = 𝒲℧⃗⃗⃗𝜒

𝑖 (𝑡 + 1) + 𝑐1ℎ1[𝜒𝑖
𝑃𝑏𝑠𝑡(𝑡) − 𝜒𝑖(𝑡)] + 𝑐2ℎ2[𝜒𝑖

𝐺𝑏𝑠𝑡(𝑡) − 𝜒𝑖(𝑡)]  

𝜒𝑖(𝑡 + 1) = 𝜒𝑖(𝑡) + ℧⃗⃗⃗𝜒
𝑖 (𝑡 + 1)

 (27) 

{

𝓎𝑖 ≔ 𝜗𝑦
𝑖

℧⃗⃗⃗𝓎
𝑖 (𝑡 + 1) = 𝒲℧⃗⃗⃗𝓎

𝑖 (𝑡 + 1) + 𝑐1ℎ1[𝓎𝑖
𝑃𝑏𝑠𝑡(𝑡) − 𝓎𝑖(𝑡)] +  𝑐2ℎ2[𝓎𝑖

𝐺𝑏𝑠𝑡(𝑡) − 𝓎𝑖(𝑡)]  

𝓎𝑖(𝑡 + 1) = 𝓎𝑖(𝑡) + ℧⃗⃗⃗𝓎
𝑖 (𝑡 + 1)

 (28) 

Where, (𝜒𝑖 , 𝓎𝑖) and ℧⃗⃗⃗𝑖: (℧⃗⃗⃗𝜒
𝑖 , ℧⃗⃗⃗𝓎

𝑖 ) are particle position and velocity 

components at iteration 𝑡 , respectively; c1 and c2 are acceleration 

coefficients; 〈𝜒𝑃𝑏𝑠𝑡 , 𝓎𝑃𝑏𝑠𝑡〉 and 〈𝜒𝐺𝑏𝑠𝑡 , 𝓎𝐺𝑏𝑠𝑡〉 are the personal and 

global best positions, respectively. ℎ1, ℎ2 ∈ [0, 1] are two independent 

random numbers; and 𝒲 is the inertia weight and balances the algorithm 

between the local and global search. In each epoch, the current state 

value of the particle is compared with 〈𝜒𝑃𝑏𝑠𝑡 , 𝓎𝑃𝑏𝑠𝑡〉 and 〈𝜒𝐺𝑏𝑠𝑡 , 𝓎𝐺𝑏𝑠𝑡〉. 
The process of updating the particles’ position and velocity is illustrated 

in Figure 6. 

Each particle in the swarm corresponds to a Spline control point of 

𝜗𝑖: (𝜗𝑥
𝑖 , 𝜗𝑦

𝑖 ) along the potential path 𝓅. As the algorithm iterates, every 

particle moves toward its local best according to the outcome of the 

particle’s individual and swarm’s search.  The mechanism of PSO 

algorithm for solving the path planning problem is illustrated through 

Algorithm-1. Figure 7 summarizes the concept of path planning 

procedure of multiple USVs in this study.  
  

Fig.6 Mechanism of updating the particles’ position and velocity. 
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Fig.7 Concept of USVs path planning structure. 

 

 

4.2 Search Space Decomposition   

To achieve faster convergence of the optimization routine, the initial local spline sets are generated around the local area between 

every two consecutive tasks, instead of the whole map area. Therefore, the entire operation field is decomposed to smaller areas and 

bounded to pairs of consecutive tasks with a certain expansion interval. This represents by coloured squares for every set of local 

splines as the restricted searching area shown in Figure 8. 

As indicated in Figure 8, the square areas are considered as the initial search space for local spline sets. It should be highlighted that 

the determined areas are only considered to create the initial population, and local spline points can go beyond their local space, if 

Algorithm (1) – Pseudocode of PSO algorithm for multi-USV path planning 

Input:  

Population size (𝑝𝑚𝑎𝑥), Maximum iteration (𝑡𝑚𝑎𝑥), Maximum available time (𝒯end
𝑗

) for vehicle 𝒰𝒮𝒱𝑗 , Number of USVs (𝒬),  

Number of sampling tasks in a route (𝒯𝑛), Number of control-points to generate Spline (𝑚) 

1. //Initialization  

2.  define 𝑡𝑎𝑠𝑘𝑠: 〈𝒯𝑖,𝑥𝑦𝑧〉; 𝑖 ∈ {1, … , 𝑛}  //Define “n” tasks in a 2D environment using (4)  

3.  𝑖 = {1,2, … , 𝑝𝑚𝑎𝑥}  //Define population index 

4.  𝒰𝒮𝒱𝑗 , 𝑗 = {1,2, … , 𝒬}  //Define vehicles’ index 

4.  𝑡 = {1,2,… , 𝑡𝑚𝑎𝑥}  //Define iteration index 

6. // PSO main loop  

7.  𝐅𝐨𝐫  𝑡 = 1 to 𝑡𝑚𝑎𝑥 //for a determined number of iterations 

8.   𝐅𝐨𝐫   𝑖 = 1 to 𝑝𝑚𝑎𝑥 //for each population member 

9.    𝑖𝑛𝑑(𝑖) = cluster(𝑡𝑎𝑠𝑘𝑠, 𝒬)  // cluster the tasks into “𝒬” groups 

10.    𝐅𝐨𝐫  𝑗 ∈ 𝒰𝒮𝒱𝒬   // for each vehicle like 𝒰𝒮𝒱𝑗  

11.     Get (𝑖𝑛𝑑(𝑖, 𝑗))  // get the cluster assigned to 𝒰𝒮𝒱𝑗  

12.     (𝜒𝑖
𝑗
, 𝓎𝑖

𝑗
) ≔ 〈𝜗𝑥

𝑖,𝑗
, 𝜗𝑦

𝑖,𝑗〉  //assign Spline control-points 𝜗𝑖: (𝜗𝑥
𝑖 , 𝜗𝑦

𝑖 ) with particle position 
(𝜒𝑖, 𝓎𝑖) 

13.     〈𝜒𝑃𝑏𝑠𝑡(1), 𝓎𝑃𝑏𝑠𝑡(1)〉 = (𝜒𝑖
𝑗
, 𝓎𝑖

𝑗
)at 𝑡 = 1 // initialize particle’s personal and global best positions with the 

current position of the particle at first iteration  𝑡 = 1 14.     〈𝜒𝐺𝑏𝑠𝑡(1), 𝓎𝐺𝑏𝑠𝑡(1)〉 = (𝜒𝑖
𝑗
, 𝓎𝑖

𝑗
)at 𝑡 = 1 

15.     ℧⃗⃗⃗𝜒
𝑖,𝑗
= ℒ𝜗𝑥

𝑖,𝑗
+ 𝑅𝑎𝑛𝑑𝑥

𝑖,𝑗
 (𝒰𝜗𝑥

𝑖,𝑗
− ℒ𝜗𝑥

𝑖,𝑗)  // initialize each particle with random velocity ℧⃗⃗⃗𝜒𝓎
𝑖,𝑗

 in the range of 

𝔅𝜗
𝑖 = [ℒ𝜗

𝑖 , 𝒰𝜗
𝑖 ] 16.     ℧⃗⃗⃗𝓎

𝑖,𝑗
= ℒ𝜗𝑦

𝑖,𝑗
+ 𝑅𝑎𝑛𝑑𝑦

𝑖,𝑗
 (𝒰𝜗𝑦

𝑖,𝑗
− ℒ𝜗𝑦

𝑖,𝑗)  

17.    𝐞𝐧𝐝 𝐅𝐨𝐫   

18.    𝒯(𝑖, 𝑗) = 𝑖𝑛𝑑(𝑖, 𝑗)  // initialize population of the task clusters for each 𝒰𝒮𝒱𝑗  

19.    �̂�𝓅(𝜒𝑖
𝑗
(𝑡), 𝓎𝑖

𝑗
(𝑡))  // evaluate each particle according to the given cost function 

20.    Update 〈𝜒𝑖
𝑃𝑏𝑠𝑡(𝑡), 𝓎𝑖

𝑃𝑏𝑠𝑡(𝑡)〉  // Update the particles personal best position at iteration 𝑡 

21.    Update 〈𝜒𝑖
𝐺𝑏𝑠𝑡(𝑡), 𝓎𝑖

𝐺𝑏𝑠𝑡(𝑡)〉  // Update the particles global best position at iteration 𝑡 

22.    𝐢𝐟  �̂�𝓅(𝜒𝑖(𝑡), 𝓎𝑖(𝑡)) ≤ �̂�𝓅(𝜒𝑖
𝑃𝑏𝑠𝑡(𝑡 − 1), 𝓎𝑖

𝑃𝑏𝑠𝑡(𝑡 − 1))  

23. 
24. 

    
[
𝜒𝑖
𝑃𝑏𝑠𝑡(𝑡) 

𝓎𝑖
𝑃𝑏𝑠𝑡(𝑡)

] = [
𝜒𝑖(𝑡) 

𝓎𝑖(𝑡)
]  

 

25.    𝐞𝐥𝐬𝐞   

26. 
27. 

    
[
𝜒𝑖
𝑃𝑏𝑠𝑡(𝑡) 

𝓎𝑖
𝑃𝑏𝑠𝑡(𝑡)

] = [
𝜒𝑖
𝑃𝑏𝑠𝑡(𝑡 − 1) 

𝓎𝑖
𝑃𝑏𝑠𝑡(𝑡 − 1)

]  
 

28.    𝐞𝐧𝐝 (𝐢𝐟)   

29. 
30. 

   
[
𝜒𝑖
𝐺𝑏𝑠𝑡(𝑡) 

𝓎𝑖
𝐺𝑏𝑠𝑡(𝑡)

] = argmin
1≤𝑖

�̂�𝓅(𝜒𝑖
𝑃𝑏𝑠𝑡(𝑡), 𝓎𝑖

𝑃𝑏𝑠𝑡(𝑡))   
// Update the state of the particle in the swarm 

31. 
32. 

   
{
℧⃗⃗⃗𝜒
𝑖 (𝑡 + 1) = 𝒲℧⃗⃗⃗𝜒

𝑖 (𝑡 + 1) + 𝑐1ℎ1[𝜒𝑖
𝑃𝑏𝑠𝑡(𝑡) − 𝜒𝑖(𝑡)] + 𝑐2ℎ2[𝜒𝑖

𝐺𝑏𝑠𝑡(𝑡) − 𝜒𝑖(𝑡)]

℧⃗⃗⃗𝓎
𝑖 (𝑡 + 1) = 𝒲℧⃗⃗⃗𝓎

𝑖 (𝑡 + 1) + 𝑐1ℎ1[𝓎𝑖
𝑃𝑏𝑠𝑡(𝑡) − 𝓎𝑖(𝑡)] + 𝑐2ℎ2[𝓎𝑖

𝐺𝑏𝑠𝑡(𝑡) − 𝓎𝑖(𝑡)]
  

33. 
34. 

   
{
𝜒𝑖(𝑡 + 1) = 𝜒𝑖(𝑡) + ℧⃗⃗⃗𝜒

𝑖 (𝑡 + 1)

𝓎𝑖(𝑡 + 1) = 𝓎𝑖(𝑡) + ℧⃗⃗⃗𝓎
𝑖 (𝑡 + 1)

  
 

35.    �̂�𝓅(𝜒𝑖(𝑡 + 1), 𝓎𝑖(𝑡 + 1))   

36. 
37. 

   
[
𝜒𝑖
𝐺𝑏𝑠𝑡(𝑡) 

𝓎𝑖
𝐺𝑏𝑠𝑡(𝑡)

]  
// transfer the best particles to next generation 

38.   𝐞𝐧𝐝 (𝐅𝐨𝐫)   

39.  𝐞𝐧𝐝 (𝐅𝐨𝐫)   

40. 𝐎𝐮𝐭𝐩𝐮𝐭 〈𝜒𝐺𝑏𝑠𝑡, 𝓎𝐺𝑏𝑠𝑡〉   

Output: The optimum path  𝓅 for each  𝒰𝒮𝒱    
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the algorithm’s update vector decides to move them out in next generations. The local space limits of a typical pair of task points 

𝒯𝑥,𝑦
𝑖  and 𝒯𝑥,𝑦

𝑖+1 are defined by (29): 

𝑥𝑚𝑖𝑛 = min(𝒯𝑥
𝑖 , 𝒯𝑥

𝑖+1) − 𝑏

𝑥𝑚𝑎𝑥 = max(𝒯𝑥
𝑖 , 𝒯𝑥

𝑖+1) + 𝑏

𝑦𝑚𝑖𝑛 = min(𝒯𝑦
𝑖 , 𝒯𝑦

𝑖+1) − 𝑏

𝑦𝑚𝑎𝑥 = max(𝒯𝑦
𝑖 , 𝒯𝑦

𝑖+1) + 𝑏

 (29) 

where 𝑥𝑚𝑖𝑛, 𝑥𝑚𝑎𝑥 , 𝑦𝑚𝑖𝑛 and 𝑦𝑚𝑎𝑥  are lower and upper limits of horizontal and vertical components of 2D span enclosed between 

two tasks of 𝒯𝑥,𝑦
𝑖  and 𝒯𝑥,𝑦

𝑖+1. The size of the square is expandable by adjusting the constant expansion bound of 𝑏. Therefore, the size 

of the local search space is obtained by (30): 

ℓℎ = |𝒯𝑥
𝑖+1 − 𝒯𝑥

𝑖| + 2𝑏

ℓ𝑣 = |𝒯𝑦
𝑖+1 − 𝒯𝑦

𝑖| + 2𝑏
 (30) 

where ℓℎ and ℓ𝑣 are the length and width of the confined of horizontal and vertical axis, respectively. 

5 Simulation Results and Discussion 

The multi-USVs path planner in this research uses the 

probabilistic map of the operation field (Banda Sea, see 

Figures.1, 2), mission time, and battery capacity of each 

vehicle to visit and collect the data of sampling spots safely 

and without interruption. The USVs, furthermore, use their 

navigation aids such as GPS, radar, sonar, lidar, camera, 

and their situational awareness modules for better 

perception of the environment and the assigned task spots. 

The navigation system can also contribute to percept and 

detect any moving obstacle such as ships, floating rocks, 

and whales and the proposed information are fed into the 

path planning module for generating collision-free paths. 

The share and exchange of information among the vehicles 

are possible via the USVs’ mounted wireless 

communication system. The following initialization and 

setting were used for the proposed path planning system: 

all computations of this research were performed on a 

desktop PC with an Intel i7 3.20 GHz quad-core processor 

in MATLAB®2019a. The PSO algorithm is configured 

with 80 particles and the maximum iterations of 250. The 

expansion-contraction coefficients are fixed on 𝑐1=2.2 and 

𝑐2=2.6. In addition, the random coefficients of ℎ1 and ℎ2 

are set at 0.6 and 0.4, respectively. Finally, the inertia 

weight is configured with 𝒲 = 1.8. In the following 

sections, the performance of the multi-USVs motion 

planner is investigated under different operating conditions. 

 

5.1 Conflict- Free Path Planning 

Figure 9 shows the behavior of the USVs’ path planner in the modelled cluttered operating field where the darkest areas on the map 

are non-traversable areas, and purple spots correspond to the deepest areas encapsulating ocean turbulences. The map used in this 

study comprises a grid of 2000×2000 with the resolution of one square meter. The ocean wave components are computed from a 

random distribution of 3 to 6 Lamb vortices in the grid within a 2D spatial domain according to the size of the captured map.  In the 

given map, the color bar represents the magnitude of ocean wave and its intensity increases in the purple areas. The coastal areas 

are forbidden zones for operation and get the value of 0 in the probability distribution matrix, while the values over the 0.8 in this 

matrix corresponds to the strong water turbulence that also should be avoided. 

As shown in in Figure 9 (a), the path planner can accurately recognize the coastal areas and avoid colliding forbidden edges. It is 

notable from Figure 9 (a) that all the generated paths accurately avoid the higher intensity ocean waves and are robust to the growing 

complexity of the terrain as all three paths accurately guide the vehicles through the task spots and avoid crossing forbidden margins. 

 
Fig.8 Local search spaces assigned to every two consecutive tasks in the contour 

map. 
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Fig.9 Performance of the multi-USVs path planning with respect to the safety margins; (a) 2D plane; (b) 3D view of the generated path curves.  

For better demonstration of non-conflict motions of three USVs, the 3-dimensional view of the paths is presented in Figure 9 (b), 

where the vertical axis corresponds to the mission time. In Figure 9 (b), the time variable is considered as the third dimension to 

make sure that the vehicles do not catch a same position at a same sample time. This is pivotal to avoid internal collision or mission 

overlap among the vehicles. Figure 9(b) clearly shows that there is no collision or task conflict between the vehicles in parallel 

mission execution. 

5.2 Controllable USVs’ Maneuver in Water Sampling Mission 

In this subsection, the performance of the proposed uninterrupted path planning system is elaborated. To this end, first a piecewise 

path planning system developed in [48] is utilized to highlight the difficulties of uninterrupted water sampling task accomplishment 

along the path profile.  In the piecewise method, the path curves between every two consecutive spots are simultaneously generated 

for each vehicle, and this process repeatedly continues for every pair of sampling spot along the mission until the vehicles meet the 

rendezvous point. In the piecewise method, the vehicles fully stop for 𝑡𝒯 seconds when they reach the sampling spots (in this 

scenario, each sampling spot (𝒯𝑖) requires 𝑡𝒯
𝑖
= [60,70] sec to be completed). Once the sampling task is completed, the vehicles 

accelerate from zero velocity and abruptly change the heading angle toward the next sampling spot. This behavior implies a large 

jump and consequently singular arch on the velocity, heading, and heading rate profiles and applies serious difficulties for the 

optimization engine to solve the problem numerically [49-52]. In addition, the controller cannot track such a spiky trajectory and 

hence the divergence in the USVs maneuverability occurs.  

To accommodate the issue of the piecewise path planning system, the proposed B-Spline data frame (introduced in Section 3.3) is 

utilized to provide uninterrupted path planning as well as smooth and tractable USV’s state profiles. Figure 10 shows the differences 

between performance of the piecewise and uninterrupted path planning in contour map. Applying the developed B-Spline data frame 

gives the path extra smoothness; the bended curve for completing the sampling task that is shown in Figure 10 (b). 
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Fig.10 Comparison of piecewise and uninterrupted path planning in the contour map: (a) piecewise path planning; (b) the uninterrupted path planning system. 

The magnified area in Figure 10 (a) and (b) reveals how the proposed mechanism for uninterrupted path planning can smoothly turn 

around the sampling area and adjust its trajectory toward the next sampling spot without taking any sharp turn. In the pricewise path 

planner, the path between every two consecutive tasks is generated by PSO using 𝑙 (length of spline sets) spline points, and applying 

the same cost function given in continuous mode.  

As depicted in zoom-in view of Figure 10 (a), the pricewise path planner takes a sharp turn at the junction of two paths to adjust its 

trajectory toward the next sampling spot. In contrast, the magnified path curves around the task points in Figure 10 (b) reveals that 

the vehicles have taken a circular shape around the location of the tasks. In other words, the path passes over the tasks and circles 

the nearby area very slowly with a very small radius, while the time for one perfect circle is equal to 𝑡𝒯
𝑗
. This provides the time for 

the USVs to take sample from the marked spots. The rationale behind this process is that two consecutive spline points are located 

in each sampling spot, and the time needed for interpolating these two spline points is determined as 𝑡𝒯
𝑗
. Therefore, passing over a 

sampling spot and returning to the same point takes 𝑡𝒯
𝑗
 seconds to travel. 

The difference between performances of these two strategies is even more evident in the velocity profiles of the USVs obtained via 

piecewise and uninterrupted path planning systems as indicated in Figure 11 (a) and (b), respectively. As can be seen in the Figure 

11(a), the vehicles’ resultant velocity takes zero value for 𝑡𝒯 = 60 seconds in each task position, meaning that the vehicles stop 

moving in the sampling spots. The sharp turns in the path curvatures impose impulsive patterns in the velocity profile. This artifact 

can cause singularity and difficulty in tracking the generated manoeuvre. In contrast, it is inferable from Figure 11 (b) that the 

velocity profiles in the uninterrupted path planning is smooth, bounded and tractable for USVs’ controllers. As a result, the path and 

velocity profiles of the USVs can be controlled much more efficiently with minimum level of complexity.  
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Fig.11 Velocity profile of three USVs resulted from: (a) piecewise path planning; (b) uninterrupted path planning. 

 

Figure 12 elaborates the quality of path planning in the case that USV stops to perform the task, and accomplish the task using 

the uninterrupted mechanism. As shown in Figure 12 (a), the USV’s full stop in the sampling spot can result in a sharp angle in the 

turning point of the path between the USV’s heading and the next stop when the vehicle deviates to move toward next sampling 

spot. Moreover, a path with sharp angles causes sharp jumps at the control inputs and velocity overshoot, which should be avoided. 

The mechanism designed in this study enabling the USVs to follow an orbital path and avoiding sharp turns, while giving the vehicle 

enough time and maneuvering space to collect sampling data. In the uninterrupted path planning method (Figure 12 (b)), the vehicle 

is given sufficient time and space for taking sample. The vehicle simultaneously and smoothly adjusts the heading direction toward 

the next destination, while the vehicle is circling around the area and completes the sampling task. 

 
Fig.12 Comparison of piecewise and uninterrupted path planning incorporating the heading angle: (a) path quality piecewise 

mechanism; (b) path quality using uninterrupted path planning method. 

Remark 2- The heading angle profile generated by the path planning system should incorporate the physical motion characteristics 

of the USV. In other words, sharp changes and non-smooth transitions in the heading/velocity motion profiles can cause the path 

infeasible. This is due to the fact that there exist physical constraints over the USV’s actuators and thus the controller can just deliver 

a limited thrust and control torque. The consequence of this can increase the possibility of capsizing risk, course misleading, and 

object collision during the mission.  

5.3 Comparative Study 

To further evaluate the performance of the uninterrupted path planning system, the RRT algorithm is employed as a benchmark 

model [53]. The RRT is a waypoint-based algorithm that randomly generates space-filling trees and is particularly designed to 

explore multidimensional non-convex search spaces. In this method, the tree is formed incrementally and is inherently biased to 

expand towards unexplored areas of the problem.  
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Unlike the spline-based methods which provide continuous 

path curves for vehicles, the path provided by the RRT 

comprises a set of discrete points that a vehicle chooses to 

follow a subset of these points in a way to address the defined 

objective function. Figure 13 shows the pictorial concept of 

using RRT path planning for the USVs in this study. 

Figure 14 illustrates the performance of RRT and the proposed 

uninterrupted path planning systems for USVs’ water sampling 

mission.  In this simulation, both methods use the same setting 

and configuration of the environment/vehicles. 

As shown in Figure 14 (a), the path provided by RRT is 

fragmented and reveals sharp fluctuations to avoid colliding 

obstacles. It is also apparent from the given zoom-in view in 

Figure 14 (a), that to deal with obstacle avoidance, the RRT 

loses its accuracy in avoiding water turbulence which means 

the algorithm is not able to satisfy all existing vehicular and 

environmental constraints concurrently. In contrast, Figure 14 

(b) shows excellent flexibility of the uninterrupted method in 

avoiding severe turbulences and obstacles’ barriers. 

Considering the path deformations in Figure 14 (b), it is evident 

that refined paths perfectly adapt to the ocean wave force, by 

preventing the high-density regions (the dark red spots in the 

contour map) where the water force magnitude is severe.  

 

 
Fig.14 Performance of the path planning systems for navigating the multi-USVs with respect to the safety margins and environmental disturbances; (a) RRT algorithm 

(b) the uninterrupted method. 

 
Fig.13 Mechanism of RRT path finding for three vehicles. 
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Fig.15 Velocity profiles of three USVs resulted from: (a) RRT algorithm; (b) uninterrupted path planning. 

 

Figure 15 illustrates the difference between velocity profiles generated 

by the RRT and uninterrupted path planning methods. As shown in 

Figure 15 (a), the velocity profiles of the vehicles are perfectly flat, but 

since the vehicles should reach the rendezvous point at a same time, the 

amplitudes are different for each of vehicles depending on the length 

of the paths. Due to the RRT's discrete nature, the velocity of the 

vehicles experiences a sudden rise after a full stop in sampling spots. 

However, in practice, the sudden up and down in velocity profile is 

difficult to be tracked by the velocity controller and usually results in 

instability of the proposed solutions and remarkable trajectory error. By 

contrast, in continuous path planning, the generated trajectories are 

smooth, without any sharp turn or sudden fluctuation, which makes the 

generated paths easier to be tracked by vehicles’ controller. It is notable 

from Figure 14 (b) and Figure 15 (b) that placement of local splines, 

and their corresponding time-samples, are established in the way that 

the velocity profiles hover within a reasonable range and never reach 

zero unless the vehicles meet rendezvous point. 

On top of the qualitative performance comparison above, the preposed 

path planning system is numerically compared with the  RRT as well 

as differential evolution (DE)-based path planning [46, 54]  method. 

Figure 16 numerically compares the performance of the RRT, DE, and 

the proposed uninterrupted path planning based on several performance 

indices such as path length, and computational time. Figure 16 (a)- (c) 

compare the traveled path of each USV, total traveled path, and 

computational time required for path generation of the proposed 

uninterrupted method with the DE and RRT benchmark methods. As 

shown in Figure 16 (a) and (b), each USV travels about 11% less in 

terms of path length when they use the uninterrupted method as 

compared with the benchmark RRT solution.  Comparing to RRT, the 

DE-based path planning method shows better performance and provide 

closer solutions to the proposed uninterrupted solution. However, the 

travelled path length achieved by DE is still about 4% more than the 

proposed uninterrupted method. 

In addition, the computational efficiency of the proposed uninterrupted method is about 6 times better than the RRT counterpart.  

The rationale behind this is that the RRT is a deterministic sampling-based motion planning algorithm and explores all the possible 

pathways in the search space to find the best point that minimizes the distance to the rendezvous station. This search mechanism 

results in longer computation time and greater path length compared to results provided by PSO-based uninterrupted algorithm 

which does have a non-deterministic nature. Although the computational efficiency of the DE-based path planning is far better than 

the RRT and closer to the proposed uninterrupted method (due to its non-deterministic nature), the difference of 25% confirms the 

computational superiority of the proposed uninterrupted method against the DE method as well.  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.16 Numerical performance evaluation of the RRT, DE and 

PSO-based uninterrupted path planning methods. 
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5.4 Computational Time Complexity Analysis 

Analysis of the algorithm complexity is of importance as for any optimization technique, the algorithm convergence rate to the 

feasible solutions will become slower with an increase in the number of decision variables and system size.  In particular, for realistic 

missions such as what investigated in this study, the analysis of the path planning system complexity can provide an insight to what 

level the solutions achieved are compatible with computational and resource limitations of the real-time performance.   

In order to measure the computational performance and stability of the proposed path planning system, the time computational 

complexity is investigated w.r.t the variations in the number of sampling spots; that is the distribution of sampling spots (network 

complexity) and size increase incrementally from 16 to 100. This is further investigated for cases that number of USVs in the team 

changes from 3 to 5 vehicles. The results of this investigation are summarized in Fig.17.   

 
Fig.17 System performance and computational complexity of the proposed path planning system against the variations of number of sampling spots. 

As shown in Fig.17, the algorithm accurately manages the complexity growth as the computational time increases linearly with the 

rise in the number of sampling spots. It is noted that exploiting more vehicles in the fleet has minimal impact on computation time 

(settled in the range of seconds for all experiments). This efficiency allows the system to integrate more vehicles on demand to 

handle complex missions where this change does not impact the computation load of planning as the entire CPU time remains within 

the bound of a suitable real-time solution. This endorses the stability of system performance and computational effectiveness as the 

computation load is not exponentially depends on both size and complexity of the operation environment, whereas this is recognized 

as a challenging issue in many of the outlined studies.  

6 Conclusion 

In this paper, a novel uninterrupted path planning method that facilitates mission of a team of USVs in ocean data sampling was 

developed and its performance was investigated through extensive simulation studies. The proposed path planning system received 

the information of sampling spots in form of a series of ordered tasks, provided by the HFC algorithm, and then used a new B-spline 

data frame, PSO engine, and decomposed optimization search space to generate shortest, constraint-aware, and collision-free path 

curves for USVs to perform the mission in the complex modeled maritime environment. The proposed path planning system enabled 

USVs to conduct the sampling task without interruption and prevent frequent stop/start switching of the velocity profile that was to 

encircle the task area smoothly while simultaneously correcting the heading angle toward the next task spot and preventing sharp 

changes in the vehicle’s heading angle. As a result, the issues of singular arch on the USVs’ states profiles were accommodated and 

more feasible and tractable states’ profiles were provided for the vehicles’ controller that enhanced the system stability and 

performance. The extensive simulation studies including comparative performance assessment of the proposed path planner against 
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the benchmark piecewise, RTT, and DE planners demonstrated the effectiveness of and fidelity of the proposed method. Future 

extension of this study includes an integration of the uninterrupted planner system with an advanced control system such as fast and 

non-singular terminal sliding mode [55-57] and conducting field trials for evaluation of the planner in practice. 
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