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Ultra-wideband (UWB) transmission is a promising and cost-effective solution to meet the increasing de-
mand for data traffic in optical fibre systems. However, system performance and quality of transmission
(QoT) are limited by fibre nonlinearity, in particular, inter-channel stimulated Raman scattering (ISRS),
leading to a power transfer from short to long wavelengths. As the result, per-channel launch power opti-
misation is required to maximise the system throughput. In this paper, we investigate how the transceiver
noise and launch power optimisation impact the total throughput and the per-channel QoT for transmis-
sions bandwidths of up to 20 THz, using S-, C- and L-bands. To measure the gains through the optimum
launch power profile, a spectrally uniform launch power is used as a baseline. Through experimental
analysis and theoretical modelling, the main limitations constraining the achieved data throughput of
178 Tbit/s over a continuous bandwidth of 16.83 THz and 40 km were investigated. The impact of the
launch power optimisation and the transceiver constrained signal-to-noise ratio (SNR) are analysed and
compared and the approaches to overcome data throughput limitations are considered. An extensive
theoretical investigation for different systems configurations is described, demonstrating the trade-off
between ISRS impact and transceiver noise. The former degrades the QoT and increases the gains in
performance obtained by optimising the launch power, while the latter reduces these gains and the SNR
variation across the bandwidth, with a major impact over short distances.
© 2022 Optical Society of America
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1. INTRODUCTION

Over the last decades, the exponential increase of data traffic in
optical fibre communication networks has led to the develop-
ment of new strategies to satisfy this growing demand. Among
these strategies, the extension of fibre transmission bandwidth
beyond C+L band - also known as ultra-wideband (UWB) wave-
length division multiplexing (WDM) - has the greatest potential.
It both allows the full exploitation of the existing single-mode
fibre (SMF) infrastructure, and extending the use of any future
fibre infrastructure. In addition, this approach can co-exist with
spatial division multiplexing.

However, UWB operation also requires optical amplifiers cov-
ering the entire transmission bandwidth. Erbium-doped fibre
amplifiers (EDFA) which enabled the revolution in optical trans-

mission systems in 1990s and 2000s are either being replaced or
used in combination with new optical amplifiers technologies op-
erating beyond C+L bands. These include thulium-doped fibre
amplifiers (TDFA), semiconductor optical amplifiers (SOA) and
distributed Raman amplification [1–12], which have been used
over the past few years to achieve milestones of data throughput
in SMF over different distances, as shown in Figure 1.

Although bandwidth expansion can lead to higher data
throughputs, nonlinear effects, including inter-channel stimu-
lated Raman scattering (ISRS), must be taken into account in the
estimation of the distortion due to fibre nonlinear interference
(NLI). ISRS effectively results in the power transfer from shorter
to longer wavelengths. This power transfer leads to additional
complexity in the estimation of the NLI as this depends on the
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Fig. 1. Record data throughput versus distance for single
mode fibre, not including spectral gaps between amplifier
gain bandwidths.

evolution of the per-channel launch power. The combination
of signal power transfer due to ISRS together with wavelength-
dependent attenuation and amplifier noise, the WDM channels,
especially from different bands, experience different accumu-
lated distortion. The estimate of the per-channel launch power
that maximises the total system performance, also known as
launch power optimisation, is thus a multidimensional non-
convex problem [13].

The importance of launch power setting in UWB systems was
initially discussed in the late 1990’s [14–16]. However, recent de-
velopment of fast and accurate models and algorithms have en-
abled its computation, including global optimisation algorithms
such as evolutionary algorithms (EA) [17, 18], particle swarm
optimisation (PSO) [19], artificial neural network (ANN) [20]
and faster but sub-optimal strategies [21]. Most importantly, the
speed of these algorithms has been improved through analyti-
cal [22, 23], numerical [24, 25], or even ANN [26, 27] models that
estimate the NLI in the presence of ISRS. These works have all
assumed an ideal transceiver subsystem (TRX), and do not allow
for the assessment of the impact of TRX noise on the per-channel
QoT in the presence of ISRS. This analysis is important to help
identify potential performance bottlenecks and over-engineered
power control strategies.

In this paper 1, we present a comprehensive analysis of the
main noise sources and power optimisation constraints of the
UWB transmission experiment published in [11]. We investigate
the main limitations that dictated the experiment data through-
put of 178 Tbit/s. In particular, we focus on how the TRX noise
together with the launch power profile impacted the per-channel
QoT and overall data throughput.

This analysis is then broadened to account for different val-
ues of TRX noise and other optical fibre transmission system
configurations, including the overall transmission distance, the
span length and the bandwidth. We have analysed how different
amounts of per-channel transferred power due to ISRS change
the QoT and the gains in performance obtained by launch power
optimisation in the presence of TRX noise. These gains are quan-

1This manuscript is an extension of the work presented at the 2021 Optical
Network Design and Modelling (ONDM) conference [19]).

tified against the case of a spectrally uniform launch power that
does not account for the ISRS effect.

The ISRS Gaussian noise (ISRS GN) model was used to esti-
mate the NLI impact and the resulting per-channel SNR for
assessing the system performance. The ISRS GN model is
well suited for computing the NLI in UWB transmission sys-
tems, and its accuracy compared to the nonlinear Schrodinger
equation (NLSE) simulations has previously been demonstrated
in [22, 28].

The remainder of the paper is organised as follows. Section 2
describes the analytical model used to estimate the transmission
system performance and the launch power optimisation strategy
adopted to estimate the per-channel launch power. Section 3
analyses the performance constraints of experiment described
in [11], highlighting the potential improvements in system per-
formance. Section 4, extends the analysis for different system
configurations with different values of TRX noise and distances.
Finally, in Section 5, the impact of span lengths and transmission
bandwidth on the QoT, obtained by the launch power optimi-
sation, is studied and quantified. Section 6 summarises the key
results and describes the proposed plans and challenges for
future work.

2. PRELIMINARIES

This section describes the analytical model and the launch power
optimisation strategy adopted throughout this paper to estimate
the system performance and the per-channel launch power.

A. Analytical Model
This section describes the analytical model to estimate the trans-
mission system performance. To that end, the impairments
arising from the TRX, optical amplifiers to compensate for the
fibre loss, and fibre nonlinearity need to be taken into account.
Assuming that all these three impairment factors can be mod-
elled as statistically independent additive noise sources, the total
received SNR for the ith WDM channel (SNRi) after N spans is
expressed as

SNR−1
i ≈ SNR−1

TRX + SNR−1
ASE + SNR−1

NLI =(
Pi

κiPi + NPASEi + ηN( fi)P3
i

)−1

,
(1)

where SNRTRX, SNRASE and SNRNLI is the SNR from the
transceiver subsystem or back-to-back implementation penalty,
the amplified spontaneous emission (ASE) from the optical am-
plifier used to compensate for the fibre loss and the accumulated
NLI, respectively. N is the number of spans, i is the channel un-
der consideration, Pi is its launch power, κi = 1/SNRTRXi , PASEi

is the ASE noise power, and PNLIi = ηN( fi)P3
i is the NLI noise

power after N spans. Note that, in deriving Eq. (1) and for all
the calculations and simulations within this paper, we assume
that the link under study is made up of identical spans in terms
of fibre parameters (the homogeneous link assumption), and
that each amplifier compensates for the fibre loss (transparent
link assumption) and perfectly equalize the spectral tilt induced,
due to the ISRS, in each span, such that the launch power at the
beginning of each span is the same for the whole link. We also
assume the fibre dispersion is compensated at the end of the
link.

The PASEi from each amplifier at the frequency of the ith
channel is calculated as
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Fig. 2. Schematic of the transmission experiment of [11]. Key: Dynamic Gain Equaliser (DGE), Spectrally Shaped Amplified Spon-
taneous Emission Noise (SS-ASE), Bandstop Filter (BSF), External Cavity Laser (ECL), Amplified Spontaneous Emission (ASE)
noise, Dual-Polarization In-phase Quadrature (DP-IQ) optical modulator, Optical Spectrum Analyser (OSA), Local Oscillator (LO),
Digital-to-Analogue Converter (DAC), Receiver (Rx).

PASE,i = 2(Gi − 1)nsph( fc + fi)Bi, (2)

where nsp ≈ NF
2 is the spontaneous emission factor, h is Planck

constant, fc is the reference frequency, and Gi = Pi(L)/Pi(0) is
the amplifier gain at the frequency of the ith channel, where
Pi(0) and Pi(L) are the powers of channel i at the input and
output of the span, respectively.

The NLI coefficient ηN( fi) experienced by the channel of
frequency fi is calculated using the ISRS GN model [24]. This
(generalised) model is derived by accounting for the ISRS im-
pact in the GN model [29]. In order to speed up computations,
closed-form expressions obtained from the ISRS GN model are
used [22]. These closed-form expressions are also generalised to
account for arbitrary modulations formats. This is done based on
the so-called excess kurtosis (Φk), which is set according to the
modulation used [30]. The accuracy of these expressions com-
pared to NLSE simulations has been demonstrated at [22, 30].
Based on these closed-form expressions and assuming that the
launch power per channel is the same for every span, ηN( fi) can
be calculated as

ηN( fi) ≈ ηSPM( fi) +
Nch

∑
k=1,k 6=i

ηXPM,k( fi), (3)

where Nch is the number of channels, ηSPM( fi) is the contribu-
tion to the NLI from self-phase modulation (SPM) and ηXPM,k( fi)
is the contribution from cross-phase modulation (XPM) from
each kth WDM channel. The closed-form expressions for ηSPM
and ηXPM are, respectively [30]:

ηSPM( fi) =
4
9

πγ2N1+ε

B2
i φi α̃i(2αi + α̃i)

[
Ti − αi

αi
asinh

(
φiB2

i
παi

)
+

+
A2

i − Ti

Ai
asinh

(
φiB2

i
πAi

)]
,

(4)

where γ is the nonlinear coefficient, Bi is the channel bandwidth,
ε is the coherence factor [Eq. 22, 29] which accounts for the
coherent accumulation of the nonlinearity, αi and α̃i are attenua-
tion coefficients, where the latter appears because of the fitting
strategy described in [22]. φi =

3
2 π2 (β2 + 2πβ3 fi), β2 and β3

are respectively the group velocity dispersion (GVD) parameter
and its linear slope, where both are assumed to be the same for
all the channels. A = α+ α̃, Ti = (α+ α̃− PtotCr,i fi)

2, Ptot stands
for the total power injected into the fibre and Cr,i is the slope of
the linear regression of the normalised Raman gain spectrum,
obtained by assuming a triangular-shape profile [31], and

ηXPM,k( fi) =
32
27

(
Pk
Pi

)2 γ2

Bk{
N + 5

6 Φk
φik α̃k(2αk + α̃k)

[
Tk − α2

k
αk

atan
(

φikBi
αk

)
+

+
A2

k − Tk

Ak
atan

(
φikBk

Ak

)]
+

5
3

ΦkπÑTk

|φ|B2
k α2

k A2
k[

(2∆ fik − Bk) log
(

2∆ fik − Bk
2∆ fik + Bk

)
2Bk

]}
,

(5)

with ∆ fik = | fk − fi|, φi,k = 2π2 ( fk − fi) [β2 + πβ3( fi + fk)],
φ = −4π2 [β2 + πβ3( fi + fk)]L and Ñ = 0 for single span or
Ñ = N otherwise. Note that although Eqs. (4) and (5) are ob-
tained using the triangular Raman spectrum approximation and
the assumptions described in [22], these equations can be used
with the true Raman spectrum and in more general scenarios.
These scenarios include, regions beyond the triangular approx-
imation of the Raman gain spectrum, i.e, beyond 15 THz, or
even if some of these assumptions are not satisfied (eg. the
case of spectrally non-uniform launch power distributions and
wavelength-dependent attenuation). This is done by matching
the parameters α, α̃ and Cr to the actual power profile of each
interfering channel, obtained by solving the differential Raman
equations [Eq. 2, 28].

Additionally, as the power of each channel is related to the
power of the remaining channels, this optimisation needs to
be carried out jointly, resulting in a multidimensional optimi-
sation problem. It is also shown in [13] that, because of ISRS,
this optimisation is non-convex. Given this nonlinear depen-
dency, it is appropriate to use global optimisation algorithms.
Throughout this paper, we used the particle swarm optimisation
(PSO) [32] combined with a gradient descent algorithm with a
back straight line search [Chap. 9, 33]. This provides a good bal-
ance between local and global search and is explained in more
detail in Section 2.B.
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Finally, for any optical transmission system, the total through-
put is bounded above by the additive white Gaussian noise
(AWGN) channel capacity [34] given by:

CTotal =
Nch

∑
i=1

Ci =
Nch

∑
i=1

2 · log2(1 + SNRi), (6)

where SNRi is obtained from Eq. (1) and Ci is the AWGN capac-
ity for the ith channel.

B. Launch Power Optimisation

This section describes the algorithm used for launch power
optimisation. Due to the ISRS, the relation between system
performance and launch power is nonlinear, leading to a Nch-
dimensional non-convex optimisation problem [13]. To solve
this problem, numerical optimisation algorithms are required.

Our goal is to find the optimum launch power allocation Pi
for the transmitted channels, maximising the total throughput
for the transmission system. The total throughput is bounded
above by the AWGN channel capacity, thus we choose Eq. (6)
as our cost function to be maximised for a set of values of Pi,
with SNRi for the ith channel given by Eq. (1). Note that, this
optimisation is independent of the TRX, i.e, the launch power
profile which maximises Eq. (6) is the same for any value of
SNRTRX.

The numerical optimisation algorithms chosen to find a local
maximum of Eq. (6) in this paper are the PSO [32] combined with
a gradient descent algorithm with a backtracking line search to
determine the step size. The PSO is efficient in exploring the
Nch-dimensional space, leading to the surroundings of a good
local optimal solution on the Nch-dimensional surface. In order
to accurately find this solution, the gradient descent algorithm
is used with the initial condition as the solution of the PSO.

For the PSO, we use the Matlab function provided by the
global optimisation toolbox. We choose 10 · Nch particles with
their values, i.e, the launch power for each channel, ranging
from -15 dBm to 15 dBm. The PSO algorithm begins by assign-
ing to these particles uniform distributed random values in this
interval, which represent their locations in the Nch-dimensional
space. Initial particle velocities are also randomly picked from
the interval [−30, 30] dBm and the initial inertia is set to 1.1. The
algorithm evaluates the cost function (Eq. (6)) at each particle
location, storing the current best solution, which is iteratively
used to update particles’ velocities and locations. Iterations pro-
ceed until the algorithm reaches a stopping criterion, which we
choose to be a maximum of 100 interactions. For the gradient de-
scendent algorithm, a convergence rate of 10−3 is chosen and for
the backtracking line search we set α = 0.15 and β = 0.8 [Chap.
9, 33]. Additionally, adjacent channels are lumped together into
one super-channel in order to reduce computational complexity
- this approach is justified by the fact that adjacent channels are
likely to have similar launch power.

In addition to the optimum launch power per channel, we
also use this strategy to calculate the optimum spectrally uni-
form launch profile, such that each channel carries the same
launch power. This is computed considering 1 super-channel for
the entire bandwidth with the attenuation coefficient as equal to
the central channel. This approach leads to a single-dimensional
space and omits the impact of the ISRS as just 1 super-channel is
transmitted.

Table 1. Amplification scheme sub-bands with corresponding
noise properties and implemented modulation formats, used
in the experiment [11] and its modelling.

Sub-band [nm] NFASE [dB] GS-QAM SNRTRX [dB]

1484.86 - 1519.8 7.0 256-QAM 15.80

1520 - 1529 9.0 64-QAM 17.82

1529.2 - 1568 5.5 1024-QAM 21.25

1568.2 - 1607.8 6.0 1024-QAM 21.25

1608 - 1619.67 9.0 256-QAM 17.07

3. PERFORMANCE ANALYSIS OF UWB TRANSMIS-
SION EXPERIMENT

In this section, the model described in Section 2.A is applied
to simulate the UWB the experiment described in [11]. This
analysis allows us to draw general conclusions about the ex-
periment and to search for ways of potential improvements for
future work. This section starts by describing the experimental
configuration within the simulation parameters considered to
model the experiment, followed by the computation of different
launch power profiles, which are compared with the one used
in the experiment. For these different launch power profiles,
we analyse the system performance in terms of SNR and total
throughput. Finally, we investigate the interplay between TRX
and launch power optimisation by analysing how the differ-
ent cases of launch power profiles together with the TRX noise
influence the system performance.

A. Configuration
This section describes the parameters of the transmission system
used to model the experiment in [11]. The experimental setup is
shown in Figure 2. A complete description of the experimental
setup can be found in [Sec. 2, 11]. As shown in this figure, the
transmitter and receiver impairments are gathered into SNRTRX,
which corresponds to the experimental back-to-back implemen-
tation penalty 2 as indicated in this figure as the blue background.
Similarly, the impairments of the optical amplifiers used to am-
plify the signal after fibre propagation are described as NFASE,
which is represented by the orange background. Also, in order
to calculate the system performance, we use the model and the
assumptions presented in Eq. (1).

The experimental transmission system parameters used in the
analytical model are summarised in Table 1. The system is based
on [11] and it consists of a WDM transmission with Nch=660
channels spaced by 25.5 GHz. Each channel was modulated at
the symbol rate of 25 GBd. This results in a total bandwidth of
16.83 THz (134.81 nm), ranging from 1484.86 nm to 1619.67 nm,
corresponding to the continuous transmission over S-, C- and
L-bands. The channels are transmitted over a single span of
40 km standard SMF with attenuation profile α( fi) as [Fig. 2,
11]. Total power of 20.4 dBm is launched into the fibre and
the power per channel is shown in Figure 3 by the red line.
Note that, no dynamic gain equaliser (DGE) was available to
equalise the power for lower wavelengths (from 1484.86 nm
to 1520 nm), therefore the signal gain followed the amplifier

2The transceiver impairment is modelled as AWGN. The SNRTRX is calculated

as E[|X|2 ]
E[|Y−X|2 ] , where E[·] is the expectation operator, X is the transmitted symbols

and Y the received symbols after digital signal processing.
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Fig. 3. Launch power per channel obtained from the optimi-
sation strategy described in Section 3.B, using the model pro-
posed in Section 2.A. The launch power used in [11] (red) is
also shown for comparison.

ASE power profile. For the remaining wavelengths, a spectrally
uniform power profile was used.

For the in-line amplifiers shown in Figure 2 (orange back-
ground), the noise figure values (NFASE) are the ones reported
in [Sec. 2, 11] and displayed in Table 1. The back-to-back im-
plementation penalty (SNRTRX) has not been measured exper-
imentally for every channel. For each amplifier sub-band, the
SNRTRX of 3 channels were measured and their mean value was
used, as shown in Table 1, as an estimate of the per-channel
SNRTRX.

The same geometrically-shaped (GS) quadrature amplitude
modulation (GS-QAM) formats of [11], which were optimised
based on the received SNR, were also taken into account to
estimate the SNRNLI in the modelling. This is done by using
different values of Φk in Eq. (5), according to the GS-QAM con-
stellation used per amplification sub-band, which is also shown
in Table 1. The constellation diagrams of these GS-QAM constel-
lations are shown in [Fig. 3, 11]. Furthermore, these constella-
tions are also used to estimate the total throughput of the system
based on the generalised mutual information (GMI).

B. Launch Power Profiles

The next step is to quantify the optimum and the spectrally
uniform launch power profiles using the strategy described in
Sec 2.B. For this, five adjacent channels were lumped together
into joint super-channels to reduce computational complexity.

Figure 3 shows the optimum launch power (green line), with
a total power of 21.93 dBm, as well as the signal power profile
used on the experiment [11] (red line), with a total launch power
of 20.4 dBm. For the spectrally uniform power (blue line), a total
launch power of 20.95 dBm, corresponding to a -7.25 dBm per
channel, was found. For ease of viewing, different background
colours are used to mark the different values of NFASE for the
in-line amplifiers used across different sub-band within the gain
bandwidth as shown in Table 1.

For the optimum launch power profile (green line), the maxi-
mum power value of −4 dBm is found at 1484.86 nm and min-
imum power value of −8.2 dBm at 1607.8 nm, resulting in a

maximum per-channel launch power variation (∆P) of 4.2 dB
across the bandwidth. Such variation can be understood by
noting that due to ISRS, ηN( fi) is higher for longer wavelengths,
even though these wavelengths experience greater dispersion.
In contrast, PASEi is higher for shorter wavelengths, as these
wavelengths experience more loss due to the attenuation profile
combined with the ISRS. Thus, higher launch power is expected
for shorter wavelengths, as these wavelengths experience more
ASE noise and less nonlinear effects. Note that, the shape of
the wavelength-dependent attenuation profile used [Fig.2, 11],
must also be considered in this analysis, which in combination
with the power transferred due to the ISRS effect, also changes
the distribution of the ASE and NLI noise powers among the
channels.

Foremost, as described in detail in [11], different amplifica-
tion technologies, such as Thulium-doped fibre, discrete Raman
and Erbium-doped fibre amplifiers, are utilised for different
wavelengths ranges within the total transmission bandwidth.
Each amplifier determines its operational wavelength ranges
and demonstrates different NFASE values, as shown in Table 1.
Therefore, we observe humps in the optimal power profile at
different sub-bands highlighted by the different background
colours, while maintaining the main trend of a downward slope.
Indeed, to neutralise the undesired impact of higher ASE noise
from the in-line amplifiers, higher launch power is required.

C. Transmission System Performance
In this section, we analyse the experimental and theoretical per-
formance of the transmission configuration described in Sec-
tion 3. The SNR is used as performance metric and the three
launch power profiles shown in Section 3.B are used to estimate
the system performance based on Eq. (1). Additionally, in order
to analyse how the TRX noise impacts the transmission system
performance for each studied launch power profile, we also in-
cluded the case of an ideal TRX by setting SNRTRX = ∞ for the
entire transmission bandwidth in our analysis. Both cases are
shown in Figure 4.

Figure 4 (a) shows the received SNR (Eq. (1)) with the in-
clusion of the noise introduced by the experiment back-to-back
implementation penalty, as per Table 1 for the different launch
power profiles. Note that, all the three launch power profiles con-
sidered, yield pretty much the same per-channel SNR, as all the
three continuous lines almost overlap completely. This proves
that the transmission system performance under investigation
is mainly limited by the transceiver noise. This is because Eq. (1)
is dominated by the SNRTRX term. As the TRX impact is purely
characterised by the back-to-back SNR, the launch power op-
timisation does not have a considerable impact on the system
performance after 40 km fibre transmission.

The experimentally measured received SNR from [11] is
shown as grey markers for comparison, average error of 0.52dB
is found between the continuous lines and the grey markers,
showing a good agreement between the analytical model, de-
scribed in Section 2.A, and the experimental results.

In contrast, Figure 4 (b) shows the SNR obtained by consider-
ing an ideal transceiver (SNRTRX = ∞). For the optimum launch
power profile (green line), the SNR varies between 31.59 dB and
35.37 dB. For the spectrally uniform launch power profile (blue
line), the SNR varies between 30.28 dB and 35.32 dB. For both
cases, the minimum and maximum value of SNR occurred at
1607.8 nm and 1529.2 nm, respectively. This difference is be-
cause for an ideal transceiver, Eq. (1) is dominated by SNRNLI
and SNRASE which are both dependent on the launch power
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profile. Similar to Section 3.B, the humps (green curve) observed
in the SNR profile at different sub-bands highlighted by the dif-
ferent background colours, rely on the different in-line amplifier
NFASE used to compensate for fibre loss. Furthermore, the main
trend of an upward slope is observed as the lower wavelength
channels experience the lowest SNR values due to ISRS.

For the launch power used in the experiment (red line), the
SNR varies between 23.18 dB at 1619.67 nm and 34.86 dB at
1607.8 nm. This represents a maximum per channel SNR varia-
tion of 11.68 dB across the entire transmission bandwidth, com-
pared to only 3.78 dB for the optimum launch power profile
case. Note that, for channels in the range of 1487-1508 nm, the
SNR values are higher for the experiment case. This is due to
the combination of two factors when compared with the opti-
mum launch power per channel profile. Firstly, because of their
increased per-channel launch power values in this wavelength
range. Secondly, because these channels transfer less power to
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Fig. 5. Per-channel data throughput after 40 km transmission,
estimated using the Monte-Carlo integration as [Eq. 36, 35]
with the GS-QAM constellations designed in [Fig.3, 11] (pur-
ple line). The experimental measurements in [11] (marks) and
the scenario of a better TRX performance SNRTRX = 23 dB
(black line) are shown for comparison.

the longer wavelengths channels. The latter occurs because of
the reduced launch power used for channels above 1520 nm.
This decreases the performance of these channels in exchange of
an increase in performance for the channels between 1487 nm
- 1508 nm. As a result, a lower mean SNR is obtained for the
launch power used in the experiment compared with the other
launch power profiles.

D. Data Throughput

In this section, we analyse the system performance in terms
of throughput. The values of SNR estimated for each studied
launch power profile are used to calculate the achievable infor-
mation rate (AIR) and the GMI is used as a metric for AIR. The
GMI is calculated using the Monte-Carlo integration as [Eq. 36,
35], and the GS-QAM constellations designed in [Fig.3, 11] were
used depending on the received SNR (see Table 1). Additionally,
as in the experiment, a pilot overhead of 4.64% is accounted for
in the calculations.

Figure 5 shows the experimental measurements and theo-
retical calculations of the per-channel throughput, obtained by
multiplying the estimated GMI by the pilot overhead. Total
throughput of 194.55 Tbit/s is obtained, against 178.08 Tbit/s
reported in [11]. This discrepancy is explainable by some mod-
elling assumptions, e.g., flat noise figures across each amplifier
bandwidth gains, the SNRTRX was measured for a few chan-
nels only, and constant NF assumption was made for the other
channels.

It is important to stress that this large variation in the back-to-
back performance across different bands (see Table 1) is mainly
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Fig. 6. Optimum (green curve) and spectrally uniform (blue
curve) launch power per channel optimised for a single span.

due to experimental setup constraints 3, especially for the S-band
wavelengths. In a deployed system, with individual transpon-
ders per channel, a similar level of SNRTRX across all WDM
channels would be expected. Therefore, in order to investigate
what could potentially be the throughput if there were no exper-
imental constraints, we computed the throughput for a realistic
value SNRTRX = 23 dB for all channels (continuous black line in
Figure 5).

For this case, we optimised the launch power for the GS-
1024 QAM constellation shown in [Fig. 4, 11], which based on
the received SNR it was found to be the optimum choice from
three possible constellations for all the bands. A total through-
put of 232.47 Tbit/s is obtained, indicating that a considerable
improvement in the total throughput with respect to [11] could
potentially be achieved.

4. INTERPLAY BETWEEN TRANSCEIVER NOISE AND
LAUNCH POWER OPTIMISATION IMPACTS ON OVER-
ALL SYSTEM PERFORMANCE

This section explores the impact of launch power optimisation on
the per-channel system performance and quality of transmission
(QoT) for different values of SNRTRX and distances spanning
from short to metro, long-haul and trans-Atlantic. For this, a
more practical system configuration, that takes into account
commercial optical amplifiers gain bandwidth and high symbol
rate transponders was considered.

The transmission system is assumed to have Nch = 183
WDM channels centered at 1540 nm, ranging from 1471.3 nm to
1615.5 nm. Each channel was modulated at the symbol rate of
96 GBd and is spaced by 100 GHz from its neighbour. We con-
sider the utilisation of S-, C- and L-bands together with spectral

3Two different types of lasers for the LO were used in this experiment: external
cavity laser (ECL) with 15.5 dBm output power and 100 kHz linewidth was used
for wavelengths between 1529.2 nm to 1607.8 nm. For the remaining wavelengths,
ECL with 300 kHz linewidth and 0 dBm output power followed by an optical
amplifier was used to operate the receiver at optimum power. Further, due to
a limited number of TDFAs, SOA had to be used to pre-amplify the received
signal for S-band wavelengths, incurring an SNR penalty for the S-band channels
(1484.86 nm to 1519.8 nm). A significant penalty in the back-to-back performance
was also measured for the wavelength bands (from 1520 nm to 1529 nm and from
1608 nm to 1619.67 nm) that used discrete Raman amplifiers to compensate for the
transmitter and receiver losses.

20
00

40
00

60
00

80
00

80
10

00

30
00

50
00

70
00 1460

1505
1540

1575
1620

4
8

12
16
20
24
28
32
36

4

Distance [km]
Wavele

ngth
[nm]

SN
R

[d
B]

(a) SNRTRX = 23 dB

Optimum Launch Power

Spectrally Uniform Launch Power

20
00

40
00

60
00

80
00

80
10

00

30
00

50
00

70
00 1460

1505
1540

1575
1620

4
8

12
16
20
24
28
32
36

4

Distance [km]
Wavele

ngth
[nm]

SN
R

[d
B]

(b) SNRTRX = ∞

Optimum Launch Power

Spectrally Uniform Launch Power

Fig. 7. Per channel SNR profile for different distances and
for the different launch power profiles shown in Figure 6.
Two scenarios are considered: (a) non ideal transceiver with
SNRTRX = 23 dB and (b) the case of an ideal transceiver.

gaps between each band. For the S/C and C/L separation bands,
we consider gaps of 10 nm and 5 nm, respectively. The noise
figures of each band are 7 dB, 4 dB, and 6 dB in the S-, C- and L-
band, respectively. For simplicity, we consider Gaussian constel-
lations (i.e., Φk = 0), such that each span is made of 80 km SMF
(same fibre parameters of Section 3) and the fibre launch power
of each WDM channel to each span was controlled to the target
value by assuming adaptive spectral equalisation and dynamic
gain control of the amplifiers. The latter allows the application
of the model described in Section 2.A to remain valid.

Due to the assumption of coherent accumulation of the non-
linearity (ε 6= 0), the optimum and the spectrally uniform launch
power per channel are not exactly the same for every span. How-
ever, ε → 0 as the number of channels increases [Fig. 10, 29].
Using this assumption, we optimised the launch power for a
single span and used this same launch power as an approximate
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optimum launch power for every span. The optimum launch
power per channel and the spectrally uniform launch power pro-
file are shown in Figure 6. Both launch power cases are obtained
using the same strategy and the same optimisation parameters
of Sections 2.B and 3.B, except that in this case, each 2 adjacent
channels are lumped together into 1 super-channel to reduce
complexity. For the optimum launch power profile (green curve),
a total launch power of 23.68 dBm and a maximum per channel
power variation of 6.7 dB (4.5 dBm for 1471.47 nm and -2.17 dBm
for 1591.47 nm) are found. For the spectrally uniform launch
power (blue curve) a total launch power of 22.91 dBm is ob-
tained, with 0.29 dBm per channel. Note that, for the optimum
launch power profile case, there is an increase in the channel
powers for wavelengths above 1590 nm. This is because the ISRS
effect is drastically reduced for spectral spacing above 15 THz.
Both launch power profiles strategies are used in this section to
estimate the transmission system performance.

Figure 7 illustrates the per channel SNR for different transmis-
sion distances and launch power profiles. Two cases are consid-
ered: per channel SNRTRX = 23 dB (a) and an ideal transceiver,
with SNRTRX = ∞ for all the channels (b). The aim here is
twofold. Firstly, to investigate how the SNRTRX value impacts
the per-channel SNR for different transmission distances, when
transmitting the optimum power per channel (green surface)
or the spectrally uniform power (blue surface) profiles. Sec-
ondly, to investigate how the SNRTRX value impacts the quality
of transmission (QoT) across the entire transmission bandwidth.
This is measured by analysing the maximum per channel SNR
variation across the entire bandwidth (designated as ∆SNR).

When comparing Figure 7(a) with Figure 7(b), it can be no-
ticed that SNRTRX reduces the transmission performance differ-
ence between the launch power profile cases. For instance, in
case (a), for 80 km, the average SNR are respectively 21.93 dB
and 21.62 dB for the optimum power and spectrally uniform
power profile, respectively. This corresponds to a difference of
only 0.31 dB SNR, while the same analysis for case (b) results
in 28.96 dB and 28.08 dB, corresponding to a difference in SNR
between both launch power profiles of 0.88 dB. Moreover, it can
be seen that SNRTRX yields a flatter QoT for both launch power
profiles by reducing the maximum per channel SNR variation
(∆SNR) across the bandwidth. For instance, in the case (a) for
80 km, the ∆SNR is 1.39 dB and 2.33 dB for the optimum and
the spectrally uniform launch power profiles, respectively. The
same analysis for the case (b) (SNRTRX = ∞) results in a ∆SNR
of 6.14 dB and 8.23 dB, respectively.

In order to further investigate the difference in transmission
system performance for both launch power profile cases, Fig-
ure 8 shows the SNR gains (a) and throughput gains (b), relative
to the spectrally uniform power profile, for the optimum launch
power profile. Different values of SNRTRX and transmission
distances are considered. The SNR gains are averaged over all
the channels and the throughput is computed using the AWGN
capacity (Eq. (6)).

It can be noted that in Figure 8, for short distances, the gains
in SNR and throughput drop depending on the SNRTRX and this
drop is monotonically reduced for long distance. It can also be
observed that, for the case of an ideal transceiver (SNRTRX = ∞),
the slightly reduction in the SNR gain with distance is result of
the deviation between the launch power used, which was opti-
mised for a single span only. However as previously explained,
due to the coherent accumulation, the optimum launch power
slightly drops with the number of spans. Also, note that in Fig-
ure 8 (b), the throughput gains increase with distance. This is a
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Fig. 8. Gain in SNR (a) and in throughput (b) obtained by us-
ing the optimum instead of the spectrally uniform launch
power profile. The launch power profiles are shown in Fig-
ure 6. The gains are averaged over the channels.

result of the logarithmic dependence between SNR and AWGN
capacity.

To investigate how the different launch power profiles and
the SNRTRX impact the system QoT for different distances, we
computed ∆SNR for different values of SNRTRX and distance,
and the results are shown in Figure 9. The continuous line il-
lustrates the results for the optimum launch power per channel,
while the dashed line shows the results for the spectrally uniform
launch power profile. Firstly, it can be noted that the optimum
launch power profile improves the QoT by reducing the SNR
variation across bandwidth for any distance and SNRTRX value.
For the case of an ideal transceiver, this difference is approx-
imately 2 dB for any distance. For a transceiver constrained
SNR system, this improvement is reduced for short distances,
and increases with distance. Moreover, the lower is the SNRTRX,
the more even is the QoT across the channels. This flatness in
the QoT is noted with greater impact for short distances and is
monotonically reduced as the distance increases.
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Fig. 9. Maximum per channel SNR variation (∆SNR), i.e, dif-
ference in SNR between the most and the least distorted chan-
nel for different values of SNRTRX. Both launch power pro-
file cases shown in Figure 6 are considered, optimum launch
power profile (dashed lines) and spectrally uniform launch
power profile (continuous lines).

In summary, when the TRX noise is the main source of im-
pairment in the system, the gains provided by the utilisation of
the optimal, instead of the spectrally uniform launch power, is
reduced as SNRTRX is the same, irrespective of the launch power
per channel.

5. IMPACT OF LAUNCH POWER OPTIMISATION ON
DIFFERENT SPAN LENGTHS AND TRANSMISSION
BANDWIDTHS

In this section, we investigate how the QoT and the gains in
performance, obtained by using the optimum instead of the spec-
trally uniform launch power profile, change for different span
lengths and transmission bandwidths. All analyses are carried
out in the absence of the TRX noise contribution, (SNRTRX = ∞)
and for a single span. This is because the impact of TRX in the
SNR gain and ∆SNR has been demonstrated in Section 4 and can
be easily extended for the scenarios considered in this section.

The system configurations considered here is the same as in
Section 4, but with span lengths of 60 km, 80 km and 100 km,
and bandwidths of 10 THz, 15 THz and 20 THz, correspond-
ing to transmissions of 101, 151 and 201 channels centered at
1540 nm, respectively. For each of these system scenarios, the
optimum and the spectrally uniform launch power profiles are
computed following the strategy of Section 2.B, and these launch
power profiles are used to estimate the SNR gain and the SNR
variation across the bandwidth ∆SNR. In order to analyse how
the different span lengths and bandwidths change the level of
the ISRS effect, we also compute, for each case, the maximum
ISRS-transferred power ∆ρ. This is done by computing the dif-
ference between the maximum and the minimum values of the
Raman transfer function.

For the different transmission bandwidths and span lengths
considered in this section, Figure 10 shows the gains in terms of
SNR between the optimum and the spectrally uniform launch
power profiles as a function of the maximum transferred power
between channels (∆ρ) due to ISRS. Also, for each case, we
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Fig. 10. The gain in SNR as function of the maximum trans-
ferred power between channels (∆ρ) due to ISRS, for each of
the scenarios shown in the legend. For each scenario, the maxi-
mum launch power per channel variation (∆P) is shown above
the marker. The gains in SNR are averaged over the channels
and computed for a single span.
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Fig. 11. Maximum per channel SNR variation (∆SNR), i.e, the
difference in SNR between the most and the least distorted
channel as s function of the maximum transferred power be-
tween channels (∆ρ) due to ISRS, for the different scenarios
shown in the legend. For each scenario, ∆SNR is shown for
the optimum (lower ellipse) and the spectrally uniform (upper
ellipse) launch power profiles.

indicate the value of per-channel launch power variation (∆P)
above each marker. It can be noted an upward trend between the
strength of ISRS impact measured by the maximum transferred
power between channels (∆ρ) and the SNR gains achieved by the
power optimisation. This is because a larger amount of power
being transferred between channels due to the ISRS effect needs
to be compensated for, increasing ∆P. Therefore, the greater is
∆P, the greater is the difference between the per channel launch
powers of the optimum and the spectrally uniform profiles,
increasing the SNR gains.



Research Article Journal of Optical Communications and Networking 10

Two further observations are remarkable in 10.Firstly, note
that for the cases of 60 km and 80 km both with 10 THz, the
maximum transferred power between channels due to ISRS is
lower than the maximum launch power per channel variation,
i.e, ∆ρ < ∆P, while for the remaining scenarios this trend is
reversed, i.e, ∆ρ > ∆P. This is because the strong ISRS effect
flips the NLI profile [Fig. 5, 28], i.e, for increasing ISRS, the
magnitude of NLI turns to be higher for the long wavelengths
channels, even with these channels experiencing higher levels
of dispersion.

Secondly, it should be noted that for some scenarios, the SNR
gain is lower even with higher ∆ρ. For instance, for a span length
of 80 km and bandwidth of 20 THz, a ∆ρ of 7.67 dB provides
a SNR gain of 0.96 dB, while for a span length of 100 km and
bandwidth of 15 THz, a ∆ρ of 9.37 dB provides a SNR gain of
0.91 dB. To explain it, we can refer to Figure 6. We can notice that,
in the spectrally uniform case, the long-wavelength channels
experience a higher impact of NLI, because their per-channel
power values are larger than the optimal ones. Therefore, it
diminishes the SNR gains, despite demonstrating higher values
of ∆ρ.

Figure 11 shows the maximum per channel SNR variation
(∆SNR) as a function of the maximum transferred power be-
tween channels (∆ρ) for the different span length and band-
widths. Similar to Section 4, this variation is computed using
the optimum (lower ellipse) and the spectrally uniform (upper
ellipse) launch power profiles. As expected the ∆SNR variation
is reduced when using the optimum power profile instead of
the spectrally uniform launch power profile, improving the QoT.
More interesting here, is that, firstly, this reduction in ∆SNR
follows an upward trend as the strength of ISRS increases. Sec-
ondly, ∆SNR increases with ∆ρ, deteriorating the QoT for both
the optimum and the spectrally uniform launch power profiles.

6. CONCLUSIONS

Using the analytical modelling together with experimental mea-
surements, we have characterised the impact of the ISRS on the
per-channel QoT. In particular, we investigated the interplay
between the transceiver constrained-SNR and power control
strategies. It was observed that for short and metropolitan dis-
tances, the gains achieved by the optimum power optimisation
(that takes into account the ISRS effect) compared with spectrally
uniform launch power are drastically reduced in the presence of
transceiver noise.

The transceiver noise mitigates the impact of the ISRS on
the overall data throughput as well as on the per-channel QoT
for short and metro networks. Therefore, when designing and
modelling a UWB network it is paramount to take into account
the transceiver constrained-SNR. This will enable improved un-
derstanding of the potential gains achievable by launch power
optimisation strategies, and more informed decisions to be made
on the trade-off between network design complexity and net-
work performance.

In the optical network context, performance optimisation
is an interesting and challenging research topic, as individual
links can be populated with a variable number of channels and
characteristics. Because of this, future ultra-wideband WDM
transmission systems will require the development of open and
effective network planning tools. The latter will allow an online
assessment of the data rates, modulation formats, the number
of channels and launch power profile, given the fibre, the am-
plifier characteristics and allocated lightpaths. Thus, a natural

extension of this work is to broaden the analysis to account for
these networking aspects, including different span lengths, the
adding/dropping of channels with different accumulated NLI
and ASE noise per wavelength channel, as well as dynamic
traffic scenarios.
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