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ABSTRACT 

Over the past decades, rapid urbanisation has led many cities around the globe to experience new 

challenges ranging from increased waste and traffic to crime and insecurity. So-called ‘smart cities’ 

offer a solution to these problems, aiming to make city services more efficient and effective 

through the deployment and use of information and communication technologies (ICTs). 

While the impact of this substantial transformation towards the creation of smart cities has been 

explored from a number of perspectives, the topic is still under-researched with regards to security 

and crime prevention in cities. This thesis seeks to address this gap. It explores the role smart city 

infrastructure can play for surveillance and discusses opportunities and challenges this presents for 

crime prevention and policing. Interdisciplinary in nature, it draws from both urban studies and 

the field of crime science, aiming to provide evidence-based recommendations for researchers and 

practitioners in both areas. The thesis takes a three-pronged approach. First, a systematic review 

examines smart city crime prevention programmes and interventions currently in use. More 

specifically, it focusses on the functions of different technologies and how they are currently 

conceptualised. Second, a series of expert interviews considers police and crime prevention 

professionals’ knowledge, experience and use of crime prevention strategies related to smart city 

technology, focusing on their perceptions of challenges such as those related to public opposition. 

Third, an online experiment is used to test which factors may impact the social acceptability of 

smart surveillance technologies. Overall, the thesis develops knowledge, practically applicable for 

academics, policymakers, and practitioners, by identifying specific technological interventions, 

potential pitfalls and challenges in their implementation, and factors that impact their social 

acceptability. 
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IMPACT STATEMENT 

This thesis is highly interdisciplinary in nature, encompassing the diverse fields of surveillance 

studies, crime science, and urban studies. Consequently, it presents findings relevant to those 

researchers in these fields. The research presented in this thesis adds to the growing body of 

literature surrounding the use of smart city infrastructure for crime prevention and policing. More 

specifically, the findings contribute to a better understanding of the conceptualisation and 

functions of security technologies in smart cities, organisational pitfalls in the procurement and 

use of new technologies, and the predictors of their social acceptability.  

Structuring the thesis in three distinct studies allowed for the timely publication and presentation 

of the results. Where possible, research findings were published in an openly accessible way, and 

datasets were made available for future replication. This approach was adopted to allow for other 

researchers to transparently replicate the studies and to maximise the impact of the findings in 

academia. In addition, the findings have been disseminated at several academic meetings and 

conferences. Taking a critical and self-reflective approach, this thesis points towards a number of 

avenues for further research. 

In addition to the academic audience, the thesis is aimed at practitioners and policymakers, for 

whom it presents evidence-based policy recommendations. Unlike many previous studies that 

focus primarily on theoretical and philosophical issues, this thesis builds on consultations and 

interviews with experts in order to ensure the practical applicability of the findings. This approach 

ensured not only that the research output was relevant to those working in the field but also that 

the results could contribute to the policy discourse on the topic. Outside of academia, the findings 

have been discussed with officials at the German Federal Ministry of the Interior and the UK 

Home Office, as well as crime reduction practitioners in London. 

Overall, this doctoral work has already, and will continue to impact the academic and professional 

debate of surveillance and crime prevention in smart cities. It enriches the scholarly discussion 

through a number of publications and aims to help practitioners to make decisions about the 

procurement, deployment, and use of smart security technologies in future urban spaces. 
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 1 

Chapter One 

1.Introduction 

This doctoral thesis identifies and discusses the opportunities and challenges 

associated with the use of smart city infrastructure for crime prevention and 

policing. In particular, it focusses on surveillance technologies and their social 

acceptability. This topic is explored through three individual studies, each of which 

sheds light on a different aspect of the larger phenomenon of crime prevention and 

policing technologies in smart cities. 

1.1. The Focus of this Thesis: Smart Cities and Surveillance 

Over the past decades, rapid urbanisation has led many cities, both large and small, 

to experience new challenges ranging from increased waste and traffic to crime and 

insecurity (Ankitha, Nayana, Shravya, & Jain, 2017). The concept of the ‘smart city’ 

offers a solution to these problems through the deployment and use of information 

and communication technologies (ICTs) (Ismagilova, Hughes, Dwivedi, & Raman, 

2019; Matos et al., 2019; Sutriadi, 2018). By gathering large quantities of data 

through sensors distributed in the urban environment, smart cities strive to be self-

regulating systems that adapt to new challenges and citizens’ needs in real-time, 

rather than passive and inflexible living space (Bettencourt, 2014; Kitchin, 2014). 

 The concept of ‘smart cities’ is, however, more complex as it tries to describe the 

overarching idea of a networked, intelligent, and liveable city of the future. At the 

same time, the prefix ‘smart’ has lost much of its meaning in a world that offers 

everything from smart phones and smart watches to smart lights and smart houses. 

Because of this, as well as the diversity of political and economic interests in urban 

space, finding a clear definition of ‘smart city’ can be challenging. Although the 

conceptualisations in the literature vary in focus, scope, and format, one common 

factor is the instrumental application of sophisticated ICTs. Often smart cities 
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promise, for example, to be able to better manage and control the energy supply, 

the daily traffic volume, the supply and disposal of goods, as well as logistics 

solutions, while optimising urban management processes and saving resources 

(Hollands, 2008). Many authors see smart cities, however, not only as a new trend 

in urban planning and design but rather as a necessary answer to some fundamental 

and existential problems faced by humanity, first and foremost including the 

looming climate crisis (Bär, Ossewaarde, & van Gerven, 2020; García Fernández & 

Peek, 2020; Papa, Galderisi, Vigo Majello, & Saretta, 2015). The smartification of 

cities, that is the process of creating ‘smart cities’, is likely to be an irreversible trend 

which will become growingly important in the future and is bound to have a lasting 

impact on urban infrastructure (Libbe, 2014; Lobsiger-Kägi et al., 2016). Such a 

fundamental transformation will naturally bring both benefits and pressures and 

reshape most elements of urban life.  

While the discourse surrounding smart cities and the future of urban space is quite 

diverse, questions of policing and crime prevention are often not discussed even 

though they are fundamental to safe and liveable (smart) cities (Altomare & Cartlett, 

2017; Brayne, 2017; Van Zoonen, 2016). In many places around the globe smart 

city infrastructure is being deployed at rapid speeds and the body of academic 

research on the topic is growing, however, little empirical research exists on smart 

city technologies and their role in crime prevention (Meijer & Bolívar, 2016; Perry, 

2013).  

Even though it is not a substantial part of the current academic debate, smart cities 

will likely have a significant effect on policing and crime prevention. On the one 

hand, smart cities will create new demands such as increased cyber vulnerabilities, 

offending opportunities, and possibly entirely new crime types (Joh, 2019b; Kitchin 

& Dodge, 2017; Straube & Belina, 2018). On the other hand, they will provide 

opportunities to improve policing and crime prevention practices (Chiodi, 2016; 

Straube & Belina, 2018).  
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Already today, policing and crime prevention increasingly rely on technological 

solutions that especially in times of austerity not only offer higher detection and 

conviction rates but also improved resource management and efficiency (Aden, 

2019; Rossler, 2019; von Lucke, 2020). The creation of smart cities promises to 

increase and even speed up this reliance on technological solutions. As such, smart 

cities may create benefits for policing and crime prevention in one of two main 

ways.  

Firstly, building smart cities requires either the creation of new or the retrofitting 

of old urban infrastructure. This transformation process offers a wide range of 

opportunities to include crime prevention principles in the urban design (Ceccato, 

2020b). Such an approach can be considered to be passive as it relies on crime 

prevention by reducing environmental precipitators rather than the active 

involvement of police or other government intervention.  

Secondly, once created, smart cities depend in their very nature on the continuous 

and ubiquitous gathering of data through a variety of new sensors to recognise 

patterns in citizens’ behaviours and improve city services accordingly (Rathore, 

Ahmad, Paul, & Rho, 2016). Surveillance of many different factors such as flows of 

people, traffic, air quality, or lighting is a key part of the smart city concept.  

This wealth of gathered data allows for deeper insights into urban life and as such 

creates possibilities to improve current crime prevention and policing strategies. 

This move towards deeper insights and more finely grained data can be seen as a 

continuation of the ‘big data revolution’ (Brayne, 2017) and the struggle to improve 

hot spot policing by refining the quality and quantity of information used to 

produce data about geographical trends in crime (Ferguson, 2014).  

Improvements may be made to existing approaches such as predictive policing 

(Sandhu & Fussey, 2021) or consist of entirely new technological solutions to 

contemporary or future problems, e.g., as seen in the introduction of body cams.  
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The underlying mechanism of monitoring urban processes and gathering data can 

be summarised under the umbrella of surveillance, which is a fundamental tenet of 

smart cities. As such, surveillance-oriented technologies will form a special focus of this 

thesis. This is further justified by the systematic review presented in Chapter 3 

which finds that many traditional and smart security technologies fulfil surveillance 

functions in the urban environment.  

At the same time, however, surveillance, especially for the purpose of policing and 

crime prevention, is a topic that has attracted much controversy. While China has 

deployed the most comprehensive surveillance system in the world (Burnay, 2019; 

Knockel, Crete-Nishihata, Ng, Senft, & Crandall, 2015; Leibold, 2020), which might 

actually fit the in surveillance studies often-cited Orwellian narrative, another 

picture dominates in the West. Especially since the Snowden revelations, many 

people have become increasingly sensitive to issues of large-scale (government) 

surveillance (Adams, Arias-Oliva, Palma, & Murata, 2017a; Adams, Hosell, & 

Murata, 2017b; Hintz & Dencik, 2016; Wilton, 2017).  

Public resistance against the use of facial recognition technology in a private 

development in London King’s Cross district (Sabbagh, 2019) and more recently 

the protests against the introduction of COVID-19 vaccination passes (Lukpat, 

2021) have brought both projects to a halt. This shows that public acceptability can be 

a major challenge for the deployment of new surveillance measures and as such will 

be another special focus of this thesis. 

The societal importance of these individual issues, separately and in combination, 

should not be underestimated and it is only bound to increase in the future. In 

addition, the topic ties in with many other important societal issues such as the 

policing crises of racial inequality and social justice which were amplified by the 

COVID-19 pandemic (Joh, 2021; White, Harris, Joseph-Salisbury, & Williams, 

2021). While proponents suggest that new technologies can result in fairer policing 

(Capers, 2016), critics argue that it may only enhance inequalities (Neyroud & 
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Disley, 2008; Udoh, 2020). This once again highlights the relevance of the topic and 

the call for future-oriented research such as this thesis.  

In light of these many large-scale societal problems, this thesis seeks to improve our 

understanding of potential opportunities and challenges arising from the use of 

smart city crime prevention and detection technologies, from a crime prevention 

perspective. In doing so, a special focus is placed on the use of surveillance-oriented 

security technologies (SOSTs) and their social acceptability. In order to contribute 

to the debate of the aforementioned issues, the thesis aims to develop practically 

applicable knowledge by identifying specific technological interventions, potential 

pitfalls and challenges in their implementation, and factors that impact their social 

acceptability. 

1.2. Aim and Approach of This Thesis 

In summary, this thesis is concerned with exploring the opportunities and 

challenges that arise from using smart city technologies for crime prevention and 

policing. The overarching research question of this thesis is: 

What opportunities and challenges do the use of smart crime prevention and 

detection technologies create for policing and crime prevention? 

To comprehensively answer this question, this thesis explores three different 

aspects of the smart city - surveillance nexus, breaking the research question down 

into a series of sub-questions (see 1.3). Firstly, it explores the functions that security 

technologies fulfil in smart cities and how these functions have been conceptualised 

in the literature. Secondly, to complement this conceptual and theoretical view, the 

thesis considers police and crime prevention professionals’ knowledge, experience 

and use of crime prevention strategies related to smart city technology, including a 

focus on their perceptions of challenges such as those related to public opposition. 

Here, a specific focus is placed on the current procurement and deployment 
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processes for security technologies and the usefulness of new technologies for 

surveillance.  

This focus on surveillance is also maintained in the last study, which takes a closer 

look at the issue of social acceptability. Through an online experiment, the thesis 

tests to what extent and why members of the public find the use of smart city 

technology for crime prevention more or less acceptable. The thesis analyses the 

factors that shape social acceptability of new security technologies both in terms of 

the characteristics of technologies themselves as well as the populations that are 

subjected to them.  

Theoretically, the thesis is grounded in the literatures on smart cities and 

surveillance, recognising the reciprocal relationship between the two. It follows the 

notion that surveillance is both shaped by the environment within which it is placed, 

and at the same time shapes this environment (Kudlacek, 2015). As an 

interdisciplinary piece of work, this thesis falls neither fully in the realm of urban 

studies nor classical crime prevention or surveillance literature. Instead, it picks 

concepts and theories from both fields, drawing from studies on the effectiveness 

and use of surveillance technologies and applying them in the context of smart 

cities.  

This thesis aims to provide valuable insights for anyone interested in understanding 

how the benefits that smart cities offer can be used for surveillance to prevent 

crimes and improve policing. It offers a unique perspective, covering conceptual 

and practical issues alike. The value of this thesis lies, however, not only in 

integrating issues of surveillance and crime prevention into the smart city discourse 

but also in the policy recommendations that are developed throughout. These 

recommendations aim to guide future policymaking for the creation of smart cities 

and the governance of urban security in future urban infrastructure.  
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1.3. Thesis Structure 

This thesis is divided into seven chapters. As discussed before, the overarching 

research question of this thesis was then broken down into a series of sub-questions 

which were answered throughout Chapters 3-6. Each of these chapters contributes 

as a standalone study to the academic debate and, at the same time, explores the 

overall topic from a different perspective. The following provides a brief overview 

of the contributions of the individual chapters. 

 

Chapter 2 reviews the academic literature and introduces key concepts and 

definitions that are relevant to this study, examining the two broad thematical areas 

that this thesis combines: surveillance and smart cities. It introduces the topics of 

surveillance and the smart city context, explaining both what the concepts mean in 

theory as well as how they are implemented in practice and their technical 

components. Lastly, the chapter brings together the two fields and discusses why 

surveillance in smart cities are a unique case worthy of scholarly attention. The 

chapter ends with a description of the gap in the literature and reiterating the aims 

of this thesis, setting the stage for the subsequent empirical chapters. 

 

Chapter 3 offers a systematic review of the literature on security technologies for 

smart cities. While both crime prevention and smart cities are often discussed 

individually and the focus of growing debates, they are rarely brought together. The 

chapter focusses on the security technologies used in smart cities and discusses how 

these technologies are currently conceptualised in the academic literature, what 

smart technological interventions for crime prevention the literature identifies, and 

what functions smart security technologies fulfil compared to traditional ones. The 

research questions Chapter 3 aims to answer are: 
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a) How does the academic literature conceptualise security technologies for 
crime prevention in smart cities? 

b) What smart security technologies have been documented in the literature? 

c) To what extent do the functions of smart security technologies differ from 
those of traditional security technologies? 

As such, Chapter 3 serves two purposes. Firstly, as a standalone study, it contributes 

to the academic debate by introducing a new categorisation for security 

technologies and their functions in smart cities. For this purpose, it merges two 

established frameworks, one with a focus on threat detection functions introduced 

by Borrion, Tripathi, Chen, and Moon (2014), and the other with a focus on crime 

prevention functions proposed by Ekblom and Hirschfield (2014). 

Secondly, in the context of this thesis, the chapter has a somewhat exploratory 

character. By identifying and reviewing 121 security technologies for smart cities, 

and by contrasting their functions with those of more traditional interventions, the 

chapter helps to determine the focus of this thesis. Finding that many of the 

developed technologies are surveillance-oriented, the results set the direction for 

subsequent chapters. 

As a method, the systematic review ensures a high standard of academic rigour and 

lays the groundwork for the subsequent chapters. The new classification developed 

in this chapter can help to group and compare interventions and to explore the 

distinct set of opportunities and challenges that they bring about. As such, it delivers 

a valuable addition to the conceptual landscape while aiming to give practitioners a 

tool to navigate the complex nexus that is surveillance and crime prevention in 

smart cities. This project phase was completed in May 2019, and the results were 

published in ‘Sustainable Cities and Society’ (Laufs, Borrion, & Bradford, 2020a).  

 

Chapter 4 examines what opportunities and challenges practitioners in London face 

in the procurement, deployment, and use of new security technologies. The chapter 
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is founded on the notion that adopting such technologies is not straightforward and 

depends upon the buy-in of senior management teams and users. The research 

questions Chapter 4 explores are: 

d) What knowledge do practitioners working in the field of crime prevention 
and surveillance in London have about smart SOSTSs and smart city 
technology in general? 

e) What opportunities for improving the effectiveness and efficiency of 
surveillance do practitioners identify in the use of smart city technology? 

f) What challenges exist that hinder the implementation and use of smart 
SOSTSs in London? 

g) To what extent is public opinion and social acceptability considered to be a 
limiting factor for implementing and using smart SOSTSs? 

These questions are explored through twenty expert interviews conducted with 

practitioners in London between August 2019 and March 2020. As a standalone 

study, this part of the thesis adds the practitioner perspective to the current 

academic debate, advancing the understanding of issues faced in innovation 

processes and their management.  

The chapter finds a variety of issues and challenges related to technological 

innovation for policing and crime prevention. These include the deployment of new 

systems at the cost of old ones, lack of financial and political support, issues in 

public-private partnerships, and public acceptability. While individual practitioners 

may have the expertise and willingness to unleash the full potential of surveillance 

and crime detection technologies, they are usually restrained by institutional rules 

or, in some cases, inefficiencies. In terms of the latter, this chapter especially 

highlights the negative impact of a lack of technical interoperability of different 

systems, missing inter- and intra-agency communication, and unclear guidelines and 

procedures. The findings reiterate many of the results from the first study and 

contribute to a richer picture of smart cities and the ongoing debates on their likely 

risks and benefits. The chapter adds a new perspective and highlights several ways 
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to improve the current academic discourse The results of this study have been 

published in the ‘International Journal of Police Science and Management’ (Laufs 

& Borrion, 2021). 

 

Chapters 5 and 6 both aim to identify predictors of the social acceptability of new 

surveillance technologies. While both chapters are based on data from the same 

survey, they have different analytical foci and take distinct approaches in their 

method. Chapter 5 explores the characteristics of the technology as possible 

predictors, focusing on the amount of gathered data (i.e., the intrusiveness), the 

level of automation of data collection and processing, the deployment location, and 

the predicted effectiveness in terms of crime reduction. As such, Chapter 5 aims to 

answer the question: 

h) What characteristics of smart SOSTSs (intrusiveness, level of automation, 
effectiveness, location) predict how socially acceptable these systems are? 

The study feeds into the social acceptability literature and, even though it is not its 

main focus, contributes to the knowledge base for designing socially acceptable 

interventions. In the context of this thesis, it provides insights into which 

characteristics are likely to influence social acceptability. This helps to highlight 

which factors practitioners should focus on when selecting and deploying new 

SOSTs in the context of smart cities. The policy recommendations that are created 

based on this chapter are complemented by the analysis in the subsequent chapter.  

Chapter 6 focuses on the demographic factors and experiences of individuals with 

crime and the police as predictors of social acceptability. It explores the following 

questions: 

i) To what extent do demographic factors such as age, gender, ethnicity, or 
political affiliation predict the social acceptability of smart SOSTSs?  

j) To what extent do previous encounters with the police and victimisation 
experience (trust in the police, expectation of effectiveness, previous 
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experience with the police) predict the level of social acceptability of smart 
SOSTSs? 

While Chapter 5 relies on simple analysis of variance, Chapter 6 develops a 

structural equation model (SEM) to highlight the complexity of social acceptability 

and the mediating effect of trust in police and privacy concerns. Overall, the two 

chapters shed light on likely predictors of social acceptability for new SOSTs. The 

study especially highlights the importance of mediating factors such as trust in 

police and privacy concerns in the formation of technology acceptance. In addition 

to advancing the conceptual understanding and providing policy recommendations 

for the socially acceptable deployment of use of new SOSTs in smart cities, the 

study also provides ideas for research to further explore the topic. From this, a 

number of policy recommendations are developed, which are further elaborated in 

the ensuing discussion.  

 

Chapter 7 revisits the main findings of Chapters 3,4,5 and 6, contextualising them 

under the themes of opportunities and challenges for surveillance presented by 

smart city environments. The chapter then synthesises recommendations for 

practitioners and policymakers, making an overall plea for more evidence-based and 

forward-looking policymaking in the field of surveillance and crime prevention. 

Lastly, the chapter follows the example by (Macnish, Wright, & Jiya, 2020) and 

presents two scenarios for the socially acceptable and privacy-oriented use of 

SOSTs in future smart cities, before discussing avenues for future research. 
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Table 1: Overview of the three individual studies, research questions, and methods 

Study and research questions  Method and data 

Chapter 3 - Security and the Smart City: A Systematic Review 

• How does the academic literature conceptualise security technologies for 

crime prevention in smart cities? 

• What smart security technologies have been documented in the literature?  

• To what extent do the functions of smart security technologies differ 

from those of traditional security technologies? 

Systematic review of the 

literature with 121 

included studies. 

Reviewing the literature of 

the past 10 years (2009-

2018). 

Chapter 4 - Technology and Innovation in Policing and Crime Prevention: Practitioner 

Perspectives from London 

• What knowledge do practitioners working with crime prevention or 

detection technologies in London have about using new crime prevention 

technologies? 

• What opportunities for improving the effectiveness and efficiency of 

crime prevention do practitioners identify in using new crime prevention 

technologies? 

• What challenges exist that hinder the implementation and use of new 

crime prevention technologies in London? 

• To what extent is public opinion and social acceptability considered to be 

a limiting factor for implementing and using new crime prevention 

technologies? 

Expert interviews with 20 

practitioners in London, 

conducted between 

August 2019 and March 

2020 

Chapters 5 and 6 – Exploring Social Acceptability 

• What characteristics of smart SOSTs (intrusiveness, level of automation, 

effectiveness, location) predict how socially acceptable these systems are? 

• To what extent do demographic factors such as age, gender, ethnicity, or 

political affiliation predict the social acceptability of new surveillance 

technology?  

• To what extent do previous encounters with the police and victimisation 

experience (trust in the police, expectation of effectiveness, previous 

experience with the police) predict the level of social acceptability of new 

surveillance technology? 

A vignette-based online-

survey with 1,440 

participants was 

conducted from February 

to April 2021. 

The resulting data was 

analysed using ANOVA 

and structural equation 

modelling  
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1.4. Dissemination 

1.4.1. Published Papers 

Elements of this research have been published in the following research articles in 

peer-reviewed journals: 

• Laufs, J., Borrion, H., & Bradford, B. (2020). Security and the smart city: A 

systematic review. Sustainable cities and society, 55, 102023.  

DOI: https://doi.org/10.1016/j.scs.2020.102023 

• Laufs, J., & Borrion, H. (2021). Technological innovation in policing and 

crime prevention: Practitioner perspectives from London. International 

Journal of Police Science & Management.  

DOI: https://doi.org/10.1177/14613557211064053 

1.4.2. Presentations 

The studies within this thesis have been disseminated at several academic 

conferences, including the LINCS Conference (Belfast, 2019) and the International 

Relations and Diplomacy in the Post-Pandemic World Conference (Cracow, 2021). 

In addition, results have been presented during invited talks at UCL, Malmö 

Universitet, the German Federal Ministry of the Interior, and the UK Home Office.  
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Chapter 2 

2.Background: Surveillance and Smart Cities 

2.1. Chapter Overview 

This chapter introduces the theoretical underpinnings of this research, examining 

the two broad thematical areas that this thesis combines: surveillance for crime 

prevention and policing and smart cities. The literature on surveillance to date is 

diverse but at the same time highly fragmented. It includes both niche technical 

research that focuses on specific camera systems and their elements (see for 

example: de Diego, San Román, Montero, Conde, & Cabello, 2018; Desai, Ambre, 

Jakharia, & Sherkhane, 2018; Hu & Ni, 2018; Jayavadivel & Prabaharan, 2021; Rao, 

Sudheer, Sadhanala, Tibirisettti, & Muggulla, 2020; Singh, Patil, & Omkar, 2018; 

Sugaris, 2020) and broad philosophical or normative literature that explores the 

phenomenon of surveillance from a sociological perspective (see for example: 

Burnay, 2019; Galič, Timan, & Koops, 2017; Lyon, 2001, 2006; Norris & 

Armstrong, 2020; Thomas, Piza, Welsh, & Farrington, 2021; Thompson, McGill, 

Bunn, & Alexander, 2020; van Heek, Arning, & Ziefle, 2017). To avoid the pitfall 

of applying a too technical or too broad perspective, this study aims to bridge the 

gap between the two fields, discussing both the theoretical and philosophical 

foundations, as well as technical and practical considerations of surveillance in the 

smart city context. The first section provides an overview of what surveillance is, 

its theoretical and philosophical foundations, as well as an introduction to 

surveillance practice and its relevance to policing in the 21st century. It narrows 

down different forms of surveillance in more detail and presents typical deployment 

architectures. 

The chapter introduces the smart city context, explaining both what is meant by the 

term ‘smart city’ in theory and how it has been implemented in practice. Here, the 
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chapter highlights the relevance of this study once again, emphasising the 

importance of forward-looking research and policymaking in this field. It also 

focuses on the role of crime prevention and policing in the smart city, connecting 

the two themes and setting the stage for the following chapters. Lastly, the chapter 

brings together the two fields and discusses why surveillance in smart cities is a 

unique case worthy of scholarly attention. The chapter ends with a description of 

the gap in the literature and reiterating the aims of this thesis. 

2.2. What is Surveillance? 

The term ‘surveillance’ is often only associated with the context of crime prevention 

and policing, invoking images of towering CCTV cameras. Most surveillance, 

however, occurs in other contexts such as traffic management, healthcare, or 

taxation, where governments (or private companies) collect large amounts of data 

to track citizens’ actions and compel them to act a certain way (Hempel & Bittner, 

2007; Thompson et al., 2020). Often, this is necessary to ensure government 

services or society as a whole function. If health interventions are not monitored, 

pandemics may spread uncontrollably; if taxation is left up to the individual, most 

people would not pay. Thus, at first glance, surveillance for the purpose of 

preventing and deterring crimes is not much different. This, however, is where the 

context begins to matter. When examining the before-mentioned examples, most 

readers will recognise that there is a significant difference in the potential 

consequences in whether the police or a healthcare provider use their data (Bernal, 

2016; Lyon, 2003).  

Due to the various contexts in which it has been applied, the term ‘surveillance’ has 

a number of different meanings. Surveillance is a broad concept and can include 

issues ranging from healthcare to the enforcement of taxation or voter monitoring 

(Bennett, 2015). Here it is important to clarify that this research deals with 

government surveillance, more specifically, surveillance by security agencies and the 

police. In this context, surveillance is primarily linked to and justified by issues of 
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crime prevention and national security (Reddick, Chatfield, & Jaramillo, 2015; 

Thompson et al., 2020). Especially in this realm, surveillance has become 

increasingly common and, in instances, almost a routine government activity over 

the past decades (Denemark, 2012). While this section only provides a short 

overview of the concept of surveillance, a more in-depth practical and philosophical 

discussion can be found in Campbell and Carlson (2002).  

Most current definitions discuss surveillance as a form of reducing uncertainty (i.e. 

risk management) by increasing social control (Campbell & Carlson, 2002). This 

mechanism functions in two ways. Firstly, surveillance gathers information and 

provides better insights into the monitored situation (Campbell & Carlson, 2002). 

Secondly, it influences individuals’ behaviour towards more predictability (e.g., 

citizens will be less likely to commit a crime if they are aware that they are being 

watched) (Campbell & Carlson, 2002). This means that surveillance and control are 

concerned with ordering around indices of risk rather than more comprehensive 

notions of ‘soul training’ as discussed by Foucault (Fussey, 2007). As a result, 

surveillance is either categorised as a solution to many modern problems or as a 

means of public and private bureaucracies to gain and exert control over societies 

and individuals (Armitage, 2013; Beniger, 2009; Edwards, 2005; Giddens, 1985; 

Haggerty & Ericson, 2005; Hier, 2011; Marx, 1998; Norris & Moran, 2016; 

Richards, 2012). 

While the term ‘surveillance’ does not underlie one common definition and there is 

some debate about how and when it occurs (Bernal, 2016; Marx, 2015). Authors 

such as Trüdinger and Steckermeier (2017) for example suggest that surveillance 

constitutes ‘the strategic collection of information and of data about citizens.’ One 

important feature that many (especially older) definitions miss is that government 

surveillance can occur in offline and online environments and may involve the 

direct or indirect collection of data (the latter being done by third parties) 

(Thompson et al., 2020).  
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In most cases, governments justify increased surveillance with improvements to 

security, crime prevention, prosecution, or dealing with threats to national security 

(Thompson et al., 2020). Often, surveillance capabilities are expanded in the 

aftermath of significant crises such as terrorist attacks, when public opposition is 

reduced (Fussey, 2007). The literature suggests that technology originally 

legitimized in such a context (e.g., counterterrorism) may later also be used to police 

other ‘ordinary crimes’. An example of this is the use of automated number plate 

recognition in London that is now being used to police London’s congestion charge 

(Fussey, 2007). This process of the steady expansion of capabilities is often called 

‘surveillance creep’ (Fussey, 2007). 

Nonetheless, many people are opposed to increased surveillance and seek to avoid 

being subjected to it (Joh, 2013). While this may not be true in every case, Google 

search traffic for virtual private networks and internet privacy increases after many 

major surveillance scandals (Thompson et al., 2020). As this study is primarily 

focused on the physical realm of government surveillance rather than online 

activity, the following sections will discuss surveillance technologies in use today in 

the UK using the example of CCTV and exploring benefits, theoretical foundations, 

and issues. Even though the thesis is not exclusively focussed on CCTV, a focus on 

CCTV and related open street visual surveillance serve as a useful reference point 

with which to make comparisons about the functions and characteristics of other 

new forms of related technologies. As discussed before, the term ‘SOSTs’ is used 

here to describe all surveillance-oriented new technologies, including those with a 

focus on visual surveillance. The term thus highlights the focus on surveillance 

while drawing a link to other smart security technologies. Though a more nuanced 

disambiguation of different forms of surveillance technologies may add value to the 

debate, it is not within the scope of this thesis. Instead, the thesis gives concrete 

examples where necessary, using specific technology functions and configurations 
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(see Chapters 5 and 6) to draw general conclusions about the acceptability and 

societal impact of new surveillance technologies. 

This brief introduction already allows a glimpse at the broad diversity that can be 

found in the literature on surveillance, ranging from discussions of the 

philosophical roots and ethical implications of surveillance to highly technical 

publications. In the following, both aspects will be touched upon to explore what 

surveillance actually means and why it is so important today. 

2.2.1. The Philosophy of Surveillance: Privacy vs. Security 

The Surveillance Camera Commissioner's strategic vision emphasises that 

surveillance cameras should be deployed while 'respecting the individual's right to 

privacy' (Surveillance Camera Commissioner, 2017, p. 1). In light of such statements 

and to fully understand the issue of surveillance in today’s world, it is necessary to 

briefly examine the philosophical foundations and to revisit the discussion of 

privacy vs. security.1 Thus, what follows is a truly short excursion into the 

philosophy of surveillance and the underlying question of privacy vs. security.  

Though this debate has faced much criticism and is in some regards outdated (see 

also 4.3.2.), it is nonetheless considered an important vehicle to illustrate the 

potential costs of new surveillance technologies. Issues associated with the privacy 

vs. security framing are important to acknowledge and are highlighted in the 

following section as well as Chapter 4. Despite these limitations, the debate still 

helps to demonstrate and emphasise surveillance harms. In the context of this 

thesis, it is used to focus the discussion on the often complex and diverse costs of 

surveillance. Because a nuanced discussion of the complex nature of surveillance 

harms goes far beyond the scope of this thesis, the general notion of privacy thus 

 

1 Especially in the more normative surveillance literature, a brief discussion of Foucault is common 
practice. 
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serves as a placeholder and is symbolic for the wider harms associated with the use 

of new SOSTs.  

For the sake of brevity, this section limits itself to the most relevant concepts that 

offer insights with regards to this thesis, foregoing lengthy debates on the rise of 

surveillance or discussions of power and the role of modernity.2 

The underlying idea of surveillance provided by the state is that human beings have 

a fundamental need for safety and security, which in today’s complex world, they 

cannot provide for themselves as individuals (Nagenborg, 2005, p. 20). While our 

ancestors may have been able to fend off wild animals alone, this may be 

disproportionately harder or impossible with a complex modern threat. This is due 

to the changing nature of threats as they are becoming increasingly diverse and less 

immediate in nature3. As such, humans need a protective zone that enables us to 

make autonomous decisions (Nagenborg, 2005, p. 20). In the sense of Thomas 

Hobbes' social contract, the guarantee of security and order is the central task of 

the state (Newey, 2008, p. 144). This task requires the concentration of the means 

of power, i.e., authority, legitimacy, and the ability to act, in the hands of the state 

as the supreme authority to enable citizens not only to live safely but also to live 

freely. 

The state is therefore obliged to maintain social order and to effectively protect 

citizens' rights to freedom, especially those of socially weak individuals and minority 

groups. Hobbes maintained that individuals would have to give up some freedoms 

for the benefit of the social contract, which would guarantee individual safety and 

security and as such would enable other individual rights that are not possible in a 

state of nature (Huemer, 2013). In the modern world, the preservation and 

 

2 For these discussions, see, for example, Lyon (2001) or Monahan (2006). 
3 An example of this is a terrorist attack which may affect individuals in a variety of ways from loss 
of life to economic or psychological impacts. 
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establishment of security in democratic constitutional states nonetheless places the 

state in a predicament as the guarantee of the state's security obligations inevitably 

entails to some extent restrictions of individual freedoms (Büllesfeld, 2002, p. 2; 

Huemer, 2013). Nonetheless, (liberal democratic) states are still obliged to uphold 

both liberties (including the right to privacy) and security equally.  

While security always comes at the cost of civil liberties, the restriction of civil 

liberties does not necessarily equal more security. The key reason for this is that the 

state cannot guarantee absolute security even at the cost of a total loss of privacy, 

as the danger of crime can never be completely eliminated in a liberal society 

(Reuter, Geilen, & Gellert, 2016). At the same time, the question of security vs. 

freedom is not a zero-sum game, as technologies (or policies) may impact neither 

or both. Similarly, especially in the digital age, privacy and security are not mutually 

exclusive but might guarantee each other (see for example end-to-end encryption).   

With regards to surveillance in  the more traditional framing of the debate however, 

Foucault argues that surveillance is always opposed to freedom (Foucault, 1975; 

McCahill, 1998). Even though Foucault never dealt directly with video surveillance 

or other forms of information technology in the contemporary sense (Coleman & 

McCahill, 2010, p. 19), his works build the foundation of many philosophical 

discussions on modern surveillance. The most notable concepts stem from his 

reappraisal of Jeremy Bentham's Panopticon, through which he developed his 

theory of what he calls a ‘disciplinary society’ (Foucault, 1975).4  

Foucault sees Bentham’s panoptic prison as an isolated system and an example of 

a ‘totally managed world’ (Eigenmann & Rieger-Ladich, 2010, p. 226). As such, the 

panopticon or any prison or psychiatric clinic can serve as a metaphor for such a 

managed world (Sarasin, 2016, p. 128). Foucault argues that the panopticon 

 

4 Similarly, Gilles Deleuze's work on the concepts of control and the 'society of control' is often 
discussed (Galič et al., 2017). 
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describes a form of power relations between the surveillant and the prisoners that 

can also be applied to modern societies (Fox, 1998; Power, 2011). 

For Foucault there is no place outside the Panopticon. Accordingly, it is never the 

use of technical surveillance measures that creates the panopticon, but always the 

social conditions. However, it is conceivable that the network of surveillance is 

tightened by technical surveillance measures and that the freedom of the observed 

is (further) restricted by this. Ultimately, however, it should never be disregarded 

that the panopticon is operated by those who are enclosed within it. These ideas 

can also be translated to the case of smart city surveillance and the smart city in 

general. Here, various systems are used to monitor different aspects of life in the 

city. Through the interplay and connection of these different surveillance systems, 

regardless of their purpose, surveillance becomes an all-encompassing state and an 

underlying reality of daily life. 

With regards to surveillance technologies, Foucault’s ideas are especially important 

when discussing functions and deterrence effects (see Section 2.2.4.1). In 

Bentham’s panopticon, there is a constant state of present but unverifiable 

surveillance (Galič et al., 2017), which makes clear how important knowledge about 

surveillance is for the observed. Only those who assume that they are being 

monitored would behave in the way that the observers (in the mind of the observed) 

expect of them to. Therefore, it is not the actual surveillance that is decisive, but 

the observed person's perception of the surveillance (Kietzmann & Angell, 2010). 

Furthermore, the relationship between the supervisor and the observed in the 

panopticon is remarkably similar to the relationship between the observed in front 

of the camera and the observer behind the camera. The perception is one-sided, 

and the observer is interchangeable. Against the backdrop of these assumptions, it 

becomes clear why the discussion of surveillance in the literature is rarely neutral. 

As a result, especially in the literature in the relatively young field of surveillance 

studies, many contributions have a strongly normative character. One example of 



Chapter 2 Background: Surveillance and Smart Cities 

 22 

this is the frequent referencing of Lyon (2006), who argues that the structures 

behind surveillance demand a normative approach. The panopticon and the works 

of Foucault also build the foundation for many discussions of CCTV and 

technological surveillance tools in the broader context of surveillance and state 

control (Hier, 2011; Koskela, 2003; Rothe, 2003). 

While supporters of surveillance at least historically often portray it as a magic bullet 

against crime and put internal security in the foreground, critics warn of the 

establishment of a surveillance state and the endangering of civil liberties (Lischka, 

2017; Pavone, Santiago Gomez, & Jaquet-Chifelle, 2016; Töpfer, 2005). Even if one 

supports the (heavily simplified) argument that privacy is good and surveillance is, 

therefore, an evil, it is still difficult to argue effectively against those forms of 

surveillance that appear necessary to avoid a greater evil such as terrorist attacks 

(Reuter et al., 2016; Treibel, Korte, & Schäfers, 1997). Because this dilemma is so 

hard to solve, it is only possible to engage in a meaningful and practice-oriented 

discussion if surveillance is not considered to be evil per se and by asking under 

which conditions surveillance could be morally permissible. Some authors take the 

more measured approach of portraying security and privacy in terms of surveillance 

as a delicate balance (Sheldon, 2011). While taking part in the discussion is not the 

key aim of this thesis, the overall debate of security vs. privacy bears great 

importance as it underlies many modern discussions and provides a simplistic frame 

for discussion of the benefits and drawbacks of new systems.  

2.2.2. Surveillance and Technology for Police in Practice 

As the reception of surveillance technologies depends heavily on the national socio-

cultural context in which they are deployed (Menichelli, 2014), the following section 

briefly recounts the history of surveillance technologies in the UK and the use by 

law enforcement over the years. While this thesis takes a diverse range of 

technologies into account, the historical account of surveillance is mostly focussed 

on CCTV, as it is the most commonly used technology.  
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2.2.2.1. History of Surveillance Technologies in the UK 

While first video surveillance systems were developed as early as 1927 (Glinsky, 

2000, pp. 46-47; Turtiainen, Costin, Hamalainen, & Lahtinen, 2020) and 

conventional video surveillance systems have their origins in the early 1940s 

(Krempel, 2016), Goold (2004) suggests looking back at the late 1980s and early 

1990s to understand the history of CCTV in the UK.  

The use of CCTV cameras in public spaces began in the UK as early as 1985 in 

Bournemouth. Eighteen cameras were installed in this tourist town to prevent 

vandalism on the beach and seafront, in a cooperative venture between local 

government and private interests (Gras, 2003, p. 30; McCahill & Norris, 2002). Up 

until then, CCTV had primarily been used in private businesses or used to regulate 

traffic. Although the British police used this image data in some cases, public police 

video surveillance only began with the project in Bournemouth. Today, more than 

400 cameras monitor public space in Bournemouth (Gras, 2003, p. 30; McCahill & 

Norris, 2002). 

By the end of the 1980s, several other towns around the country had adopted 

CCTV (McCahill & Norris, 2002; Norris & Armstrong, 1999, p. 80), but the rapid 

spread of the technology only really began when in 1994, the Conservative 

government included CCTV surveillance in its domestic security policy (Williams 

& Johnstone, 2000). 

Between 1994 and 1998, the amount of CCTV cameras in British city centres 

quintupled (Gras, 2001). By 1998, 450 British cities and towns were already under 

CCTV surveillance (Gras, 2003, p. 30) and by 1999, the number of CCTV cameras 

in the UK was estimated to be between 200,000 and over one million with around 

500 new CCTV cameras added every week (Büllesfeld, 2002, p. 35). Until the mid-

1990s, CCTV systems, especially in urban centres, were heavily financed by the 

British government with the declared aim of tracking terrorist organisations such as 

the IRA and detecting and preventing planned attacks (Büllesfeld, 2002, p. 36). At 



Chapter 2 Background: Surveillance and Smart Cities 

 24 

the same time, however, studies show that despite falling crime rates, fear of crime 

was still relatively high in the UK population at the time, leading to a shift in the 

narrative and the increased use of CCTV as a tool to counter ‘ordinary’ crimes 

(Gras, 2003). Towards the end of the 1990s CCTV was primarily used for general 

crime prevention and detection in England and Wales. Today it seems to be 

indispensable as a policing tool in the UK (Büllesfeld, 2002, p. 36; Norris & 

Armstrong, 1999, p. 30), and most councils in the UK operate CCTV control rooms 

and surveillance infrastructure. 

By 2002, the UK had the highest camera density in the world, with 95% of all 

English cities using CCTV cameras leading Norris and Armstrong to describe 

British citizens as the most surveilled in the world (Norris & Armstrong, 2016, p. 

77). With little public opposition and legislation standing in the way, the meteoric 

rise of CCTV in the UK almost seems like an inevitable consequence of the gradual 

shift in thinking about crime and crime prevention (Hempel & Töpfer, 2002). 

The extent of the popularity of CCTV as a key tool in crime prevention and 

detection become clear when examining the numbers. In the late 1990s, three-

quarters of the entire Home Office crime prevention budget had been allocated to 

CCTV-related projects (Armitage, 2002), and the number of cameras skyrocketed 

over the past 30 years , with estimates today ranging from 4 to 5.9 million units in 

use (McCahill & Norris, 2003; Piza, Welsh, Farrington, & Thomas, 2019).  

These estimates are, however, not uncontroversial and Gerrard and Thompson 

(2011) claim that these figures are grossly exaggerated and that the basis of these 

excessively high estimates is flawed. Instead, they find that it is much more likely 

that around 1,850,000 cameras are installed in the UK in 2011 and that a citizen is 

recorded on average by around 70 cameras per day (Gerrard & Thompson, 2011). 

Unfortunately, there are no reliable and current statistics on how many surveillance 

cameras are in use in the UK today that could serve to verify either number. 

Nevertheless, it is undisputed that the number of cameras installed in public spaces 
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is steadily increasing and that over the past decades, most countries around the 

world have adopted CCTV as a central part of their crime prevention and public 

security efforts (Goold, 2004; Weisburd et al., 2019; Welsh & Farrington, 2009).  

While in the early 2000s, the UK was still the biggest market for surveillance systems 

in Europe (Gras, 2003, p. 28), with one-fifth of all CCTV installations worldwide 

in the UK in 2004 (Coleman, 2012, p. 3), today this has changed. In 2016 the 

Surveillance Camera Commissioner warned in his annual report that public budget 

cuts were affecting CCTV, with systems being shut down and few new ones 

installed (Surveillance Camera Commissioner, 2016). This concern, however, has 

become less relevant over time with an increasing focus on smart technologies and 

growing enthusiasm to deploy smart surveillance systems. The National 

Surveillance Camera Strategy Objectives 2020-2023, for example, state the aim to 

explore future surveillance cameras as part of a 'broader integrated multi-sensor 

network and provide an evidence base for their deployment' (opportunities and 

challenges) (Surveillance Camera Commissioner, 2020).  

Over the past decades, global trends have pushed the UK from its surveillance 

throne. China has expanded its public surveillance at rapid speeds over the past 

years, outmatching all other countries (Givens & Lam, 2019; Leibold, 2020; Zenz 

& Leibold, 2020) and more sophisticated systems using emerging technologies are 

being rolled out in cities such as Chicago, London, and Rio de Janeiro (Piza et al., 

2019). This increased reliance on CCTV can, however, not only be observed 

internationally but also in local councils and communities in the UK (as shown in 

Chapter 4).  

2.2.2.2. Beyond CCTV – The Dawn of New Technologies 

The complex challenges that police face in the 21st century are often met with the 

deployment of new surveillance technologies, which some criticise as the use of 

technological fixes for social problems (Mitchener-Nissen, 2013). In light of this, it 

is imperative to contextualise CCTV in terms of technological innovation and to 
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take a glimpse past the horizon of traditional camera-based surveillance systems 

(Skogan, 2019).  

Increasingly fast-paced transnational crime and terror threats and heavily 

accelerated technological innovation have given rise to growingly complex 

surveillance technologies that have little in common with their predecessors (Bulut 

et al., 2009; Piza et al., 2019; Rasmussen, 2006). As such, the name ‘closed-circuit 

television’ seems today outdated as it in no way fits the description of modern 

surveillance technology. This notion is also discussed by other authors who suggest 

that neither the ‘closed-circuit’ nor the ‘television’ aspect are true for systems that 

can stream video and audio to any mobile device via the internet (La Vigne, Lowry, 

Markman, & Dwyer, 2011b). 

Instead, the literature suggests terms such as the before-mentioned surveillance-

oriented security technologies (SOSTs), which refers to all technological solutions 

aimed at detecting or preventing crime by gathering data and monitoring citizens, 

including traditional CCTV (Pavone & Esposti, 2012). While not all new security 

technologies are surveillance-oriented, the term is still useful as most new 

technologies for crime prevention and detection include some form of monitoring 

or sensing component (see Chapter 3). 

While these new technologies provide a range of opportunities to improve 

surveillance and make systems more effective and efficient through the use of 

autonomous technologies and artificial intelligence (AI), they are also controversial. 

Especially their effectiveness depends on factors not immediately related to the 

technical specifications of the SOSTs themselves, such as the integration into the 

broader network and interplay with other smart city functions (Bier, 2012; Choi & 

Na, 2017).  

These technological developments and the enabling of large-scale mass surveillance 

have heavily impacted the traditional triangle between privacy, public safety and 

technological developments (Mamonov & Koufaris, 2016) and have been criticised 
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by many as the beginning of a ’brave new world‘ or the ’death of privacy‘ (Lauer, 

2012; Nam, 2019).  

2.2.3. SOSTs – Theory, Benefits, Criticism 

Despite their growing popularity, there is still some debate about the benefits and 

upsides of using SOSTs to tackle crime. In the literature, there are several theoretical 

approaches that discuss how CCTV might affect crime, underpinning the use of 

SOSTs today. The following section will summarise these mechanisms and explore 

evidence for and against each case. While this section is aimed at discussing the 

theory, benefits, and criticism of SOSTs, CCTV is often mentioned throughout as 

it is the most frequently used and best researched example from the literature. 

Authors such as Hefendehl and Stolle (2002) or Stierand (2000) have pointed out 

that there are three core functions of (video) surveillance. Firstly, SOSTs should 

contribute to the prevention of crime. Secondly, they should make it easier to solve 

crimes that have been committed, and thirdly, they should contribute to an 

improvement in the perception of security. While this categorisation is a good 

starting point for exploring the theoretical benefits of SOSTs, it only partially 

reflects the findings of other scholars. Most notably, these include Armitage (2002), 

who discusses CCTV and the mechanisms through which it functions in general 

and Tilley (1993), who discusses it in the specific context of theft in car parks. As 

such, the following will summarise the key mechanisms identified by Tilley (1993) 

and Armitage (2002), which can be clustered around three broad themes, 

surveillance as a deterrent, surveillance as a forensic tool, and surveillance as a tool 

to manage resources.  

2.2.3.1. SOSTs as a Deterrent 

While the literature suggests a number of different ways in which SOSTs can affect 

crime (Gill & Spriggs, 2005; Piza, Caplan, & Kennedy, 2014), its practical 

applications are often related to deterrence (Farrington, Gill, Waples, & Argomaniz, 
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2007; Ratcliffe, Taniguchi, & Taylor, 2009; Willis, Taylor, & Lee, 2017). Deterrence 

works (at least in theory) in a number of different ways, always relying on the 

underlying notion that the presence of SOSTs, and specifically CCTV, can lead to 

a higher likelihood for offenders to be ‘caught, stopped, removed, [and] punished’ 

(Tilley, 1993, p. 3). As such, it functions by increasing the (perceived) risk for the 

offender in order for them to choose not to offend if they suspect that they are 

being monitored (Sousa & Madensen, 2016). After interviewing 899 adult police 

detainees, Willis et al. (2017) come to the conclusion that CCTV is effective in 

reducing especially violent crime but less useful as a preventative measure. Most of 

the interviewed detainees were still likely to carry out the crimes regardless of 

CCTV, while using simple avoidance strategies. 

While Tilley (1993) originally suggests that only a negligible number of arrests are 

made as a result of CCTV, more recent studies find that surveillance does, in fact, 

increase punishment on a case-to-case basis (Piza et al., 2014). This removal of the 

offender or at least the threat thereof is what this study calls ‘direct deterrence’.  

Using the terminology of Routine Activity Theory, Armitage (2002) suggests that 

CCTV may act as or at least imply the presence of a capable guardian (e.g., security 

personnel or police). While it is debatable to what extent a traditional CCTV system 

can be considered a capable guardian, smart systems may be more suitable to fill 

this role due to their capability to act (semi-) autonomously. SOSTs as a form of 

situational crime prevention rely thus on their ability to reduce or remove situational 

cues that rational choice and routine activity theory consider to be necessary 

prerequisites for crime to occur (Piza et al., 2019). The display of SOSTs aims to 

trigger a rational mechanism and change the situation in a way that the offender is 

ultimately dissuaded (Ratcliffe et al., 2009). 

This, however, also means that the effectiveness of deterrence depends on the 

availability and readiness of other resources such as police or security officers 

(Tilley, 1993). If offenders see no risk of physical intervention, deterrence effects 
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may be weakened. Other authors argue that this is not necessarily the case. Armitage 

(2002) compares this to Bentham’s panopticon and the notion of power being 

visible but unverifiable, arguing that would-be offenders do not know whether 

police resources are available for intervention, and thus deterrence effects remain 

intact. 

In addition to this direct deterrence effect, SOSTs can also have several indirect 

benefits. Because SOSTs may increase guardianship, citizens feel safer and more 

frequently use the area in question (Gill & Spriggs, 2005; McLean, Worden, & Kim, 

2013; Spriggs, Argomaniz, Gill, & Bryan, 2005). Increased use of car parks, for 

example, might make drivers feel safer and thus increase traffic and natural 

surveillance (Tilley, 1993). Through this mechanism, SOSTs have shown to be, in 

some instances, a vital part in revitalisation efforts for crime-ridden and otherwise 

socially disadvantaged neighbourhoods (Klauser, 2007; Wheeler, 2016; Wiig, 2018). 

A caveat of this second function is, however, that it only applies to areas where 

(foot) traffic is possible. In addition, Graham, Brooks, and Heery (1995, p. 22) argue 

that ‘by encouraging people to have faith in some disembodied electronic eye, 

CCTV may actually undermine the natural surveillance in towns and communities. 

(...) The result may be a further spiral of social fragmentation and atomisation, 

which leads to more alienation and even more crime.’ 

Furthermore, Tilley (1993) argues that the success and overall usefulness of CCTV 

always depend on the context. The study highlights that CCTV becomes especially 

effective when installed alongside other measures (raising credibility of threat) such 

as lighting, fencing, painting, visible security personnel, broadcasting of success 

(Tilley, 1993). This is further supported by research suggesting that the most 

effective surveillance systems are those integrated into wider police functions 

(Cameron, Kolodinski, May, & Williams, 2008; La Vigne et al., 2011b). Thus, 

instead of asking whether surveillance works in general, it is more sensible to ask 
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under which conditions it works and how it can be used to address case-specific 

crimes (Tilley, 1993). 

While this deterrence effect is often cited as one of the most noticeable effects of 

SOSTs, it is also criticised in the literature with several studies finding that 

offenders, especially those committing violent crimes, are in most cases not 

deterred by the presence of SOSTs (Butler, 2005; Ditton & Short, 1998; Ditton, 

Short, Phillips, Norris, & Armstrong, 1999; Gill & Spriggs, 2005; Gill & Turbin, 

1998). 

Other sociological and criminological analyses of video surveillance emphasise that 

SOSTs represent a form of situational crime prevention that is based on ‘bad’ 

incentive structures that make criminal activity rational (Garland, 2008, p. 291; 

Krasmann, 2004, p. 330). As discussed, surveillance is intended to show potential 

perpetrators that criminal offences will be sanctioned with a higher degree of 

probability and thus make criminal activity an irrational choice. While deterrence 

may be a strategy that works, the deterrence approach can have several negative 

effects, such as an increase in prison populations and the undermining of police-

community relations (Tyler, 2021). Rejecting the notion that respect and obedience 

for the law depend largely on the threat of punishment, Tyler (2021) suggests that 

legitimacy is more important than deterrence in ensuring that individuals obey the 

law, emphasising that authorities need cooperation from the community to be 

effective in their work. 

2.2.3.2. SOSTs as a Forensic and Investigative Tool 

Another important function of SOSTs today is their use as a forensic and 

investigative tool. Compared to the literature on SOSTs as a deterrent or crime 

prevention tool, only little work exists exploring the use for investigative purposes 

(Ashby, 2017). Investigation or forensic use of SOSTs describes the gathering of 

evidence to ensure an increased rate of conviction for offenders and reduced ability 

to offend (through incarceration or increased supervision) (Armitage, 2002; 
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Brookman & Jones, 2021; Sousa & Madensen, 2016). SOSTs may help to answer 

the questions of the ‘5WH’ formula5 of who, what, when, where, why and how (La 

Vigne, Lowry, Dwyer, & Markman, 2011a). 

A key issue of using SOSTs as a tool for evidence gathering is, however, that their 

success depends highly on image or data quality and the placement of cameras and 

sensors (Henderson & Izquierdo, 2016; Ritchie et al., 2018) as well as the question 

of whether cameras or sensors exist at all (Ashby, 2017). Cameras that record low-

quality footage may for example not produce admissible evidence and badly placed 

or somehow obscured cameras may not show the full scene, leading to a distorted 

picture of the situation. In many instances this means that the question is not 

whether the 5WH-questions can be answered but also whether the answer found 

through SOSTs is correct. 

Results often depend on how cameras and sensors are installed and monitored (La 

Vigne et al., 2011b) and are contingent on the absence of so-called ‘surveillance 

barriers’ (Piza et al., 2014). Not only are technical specifications and the camera-to-

operator ratio critical but the literature suggests that surveillance technologies may 

also produce unintended consequences such as crime displacement (Ratcliffe, 

2006), increased fear of crime (Hempel & Bittner, 2007; Kazig, Frank, & Reiter, 

2006; Reuband, 2001), and increased privacy concerns (Borrion et al., 2019; Sousa 

& Madensen, 2016).  

This is further explored by Borrion et al. (2019) who discuss the unintended effects 

of crime prevention interventions in general, compiling a list that includes studies 

examining the economic impacts (Anderson, Chisholm, & Fuhr, 2009; Johnson, 

Tilley, & Bowers, 2015; Painter & Farrington, 2001; Roman & Farrell, 2002; Welsh 

& Rocque, 2014), social impacts (Clarke, 1997; Felson & Clarke, 2016; Norrie, 

 

5 For more information on the 5WH formula and its relevance for criminal investigations, see Stelfox 
(2013). 
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2002), and iatrogenic impacts (Braga, 2016; Cécile & Born, 2009; Dishion, McCord, 

& Poulin, 1999; Gatti, Tremblay, & Vitaro, 2009; Marx, 1995; Sherman, 2007; Weiss 

et al., 2005; Welsh & Rocque, 2014) of crime reduction measures. While most of 

these studies do not examine smart SOSTs specifically, they highlight the 

importance of holistic and interdisciplinary evaluations and the danger of severe 

unintended consequences due to the complex nature of crime prevention. 

Lastly, using SOSTs for evidence gathering in criminal investigations can be 

problematic in terms of racial discrimination and procedural justice. While the data 

protection issues of video surveillance are often only discussed in political debates, 

a number of social science studies emphasise that video surveillance also leads to 

discrimination against certain groups of people (Lyon, 2003; Norris & Armstrong, 

1999). As the evaluation of video recordings focuses (as done now) to a large extent 

on the external characteristics of a person, social prejudices regarding characteristics 

such as gender, skin colour, or clothing, are reproduced and solidified (Bier, 

2012).Against this backdrop of (racial) discrimination, the removal of interpersonal 

or at least human components in law enforcement and surveillance through the 

deployment of smart SOSTs has been focus of positive expectation. Joh (2007), for 

example, speculates that such developments would ‘render obsolete the litigation, 

public criticism, and academic critique’ that has resulted from human enforcement 

practice. 

In many instances, technological solutions for policing and crime prevention not 

only include evidence gathering capabilities but are also able to automatically deploy 

fines if punishable offenses have been recorded. With the spread of smart cities, 

this automation of enforcement processes and the integration with surveillance is 

likely to increase (Haggerty, 2004; Patterson, 2004; Seddon, 2004). Such systems 

offer cheap and reliable solutions especially suitable for non-violent volume crime 

and misdemeanours, circumventing lengthy bureaucratic and judicial processes 

(Seddon, 2004). At the same time, however, such systems require that complex 
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situations are simplified into a dichotomy of punishable or permissible (Wells, 

2008), effectively removing police discretion (Joh, 2007). 

Many authors are, however, critical of the notion that AI and smart systems can be 

more objective than human analysts (Dienlin & Trepte, 2015; Garvie & Frankle, 

2016; Lee, Quinn, & Pascalis, 2017; Lee, 2018; Noor, 2020). Critics find that in fact, 

a number of factors facilitate discrimination and bias based on ethnicity and gender 

by autonomous technologies (Noor, 2020). While in the case of traditional CCTV 

systems, the target selection can be hugely discriminatory towards certain groups of 

the population, depending on the bias of the operator, autonomous technologies 

may further enhance biases that are present in the data on which they have been 

trained (Lee, 2018; Noor, 2020). This may for example be the case if AI is trained 

on existing police databases that reflect existing racial biases and systemic injustices. 

This is a serious issue because when certain groups of individuals are 

disproportionately monitored, it unjustly criminalises them and conveys the larger 

societal message that they are not trusted (Armitage, 2002).  

In addition, smart SOSTs, especially those with the build in function to sanction 

presumed offenders have severe implications for procedural justice (Wells, 2008). 

Even if smart SOSTs were able to avoid any build-in biases and fulfil some of the 

requirements of procedural justice such as ‘consistency’ (Lind & Tyler, 1988, p. 

131), ‘neutrality’, ‘lack of bias’ (Tyler, 2021, p. 7) and ‘impartiality’ (Tyler, 2021, p. 

117), there would still be severe shortcomings. This is due to the fact that 

procedurally just interventions also must be perceived as both ‘respectful’ and 

‘polite’ to the individual involved (Tyler, 2021, p. 12). In addition, technological 

solutions must, further, contain ‘opportunities to voice’ (Lind & Tyler, 1988, pp. 

170-172) where individuals can express their opinion or make their case, telling their 

‘side of the story’ (Tyler, 2021, p. 194).  

This is, however, often impossible, as the foundation of decision-making of 

automated systems is the dichotomy of punishable or permissible. The automation 
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of decision-making furthermore creates black boxes which are bound to providing 

consistent results (Smith, 2020), but ignore notions such as ‘common sense’, 

‘discretion’ and ‘respect’, which are generally considered vital to a ‘just’ experience 

or as Wells (2008) puts it: ‘[automated solutions] throw out the baby of respect for 

relevant difference with the bath water of prejudice.’ 

2.2.3.3. SOSTs to Manage Resources 

Lastly, the use of surveillance technologies constitutes a foundation of modern 

policing paradigms such as intelligence-led policing which aims to change police 

practice away from reactive crime control toward proactive risk management 

(Manning, 2008; Sanders & Henderson, 2013; Sanders & Hannem, 2012; Sanders, 

Weston, & Schott, 2015). Intelligence-led policing also entails a focus on the 

‘primary means by which limited police resources can be deployed in a productive 

manner to better address community problems and ultimately reduce crime’ 

(Taylor, Kowalyk, & Boba, 2007, p. 167). SOSTs can be valuable tools for police to 

ensure efficient resource deployment, i.e., cameras and other surveillance tools 

allow police to have a better overview over neighbourhoods or situations and 

deploy resources more efficiently (Tilley, 1993). This means that SOSTs are not 

directly used for the purpose of public safety, i.e., preventing crimes but rather the 

improved deployment of crime prevention resources and staff. A good example of 

this is the use of CCTV in railway networks, where it is primarily used for crowd 

management rather than investigation or prevention of crime (Ashby, 2017). 

Nevertheless, as a secondary function, the systems indirectly contribute to increased 

effectiveness of other crime prevention measures (Armitage, 2002; Ashby, 2017; 

Sousa & Madensen, 2016). Especially this function of surveillance systems may gain 

relevance in the smart city context as the smart urban environment relies on a 

multitude of sensors used for other primary functions, but which could deliver 

additional data to support policing. 
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In addition, SOSTs can provide ancillary benefits and improve police performance 

(Laufs, Bowers, Birks, & Johnson, 2020b; Sanders et al., 2015). CCTV and body 

cam footage can be used as evidence to corroborate crime reports, disprove claims 

of improper policing, increase conviction rates (Ariel, 2016; Fan, 2016, 2017; 

Morgan, 2013). Other surveillance tools such as the audio-based gunshot detection 

system ShotSpotter can help with the faster deployment of appropriate responses 

and allow police to gather intelligence and data on otherwise unreported incidents 

(Carr & Doleac, 2016; Germain, Douillet, & Dumoulin, 2011; Ratcliffe, 2006). In 

addition, the use of SOSTs in smart cities allows for the data gathering in previously 

unmonitored spaces. The monitoring of waste water for illicit drug residue can 

guide police for example to potential hot spots and provide valuable intelligence 

(Been, Esseiva, & Delémont, 2016; Kankaanpää, Ariniemi, Heinonen, 

Kuoppasalmi, & Gunnar, 2016). These functions allow not only to actively improve 

service effectiveness but also reduce what the literature calls ‘failure demand’, i.e., 

institutional inefficiencies often stemming from missing or incorrect information 

(Laufs et al., 2020b). Other evidence suggests that in some instances, arrests and 

direct police action were more likely when crimes were detected by CCTV rather 

than reported through calls for service (Piza et al., 2014). Police officials may thus 

be inclined to opt for CCTV if the performance of the force can be improved and 

resources can be spent more efficiently to manage police demand (Laufs et al., 

2020b; Sousa & Madensen, 2016). 

2.2.4. The Architecture of Different Surveillance Systems 

CCTV and surveillance technologies for policing are not only being deployed in 

greater numbers but, as the previous sections point out, also becoming more 

technologically sophisticated with growing capabilities. While the systematic review 

in Chapter 3 discusses the functions of surveillance technologies in smart cities and 

smart surveillance in more detail, this section follows Sedky, Moniri, and Chibelushi 

(2005) who define requirements and introduce a classification for video surveillance 
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systems. Their study defines three distinct categories of systems, including 

conventional, automated and smart video surveillance (Sedky et al., 2005). The 

transitions between the individual types of systems are fluid and cannot be defined 

by hard criteria. As such, the examples below are not exclusive, and variations of 

each system exist, but they help with a basic understanding of what surveillance 

means and how it looks in practice. The illustrations are based on the work of 

Krempel (2016) and serve to visualise the differences between the architectures. 

2.2.4.1. Conventional Video Surveillance 

The basic technical layers of the design of conventional video surveillance are 

presented in Figure 1. The aim of such a system is to enable a security guard to keep 

an eye on a larger area than would be possible without technology (Gill & Turbin, 

1998). Cameras are used as sensors to visualise either distant areas or areas to which 

the view is limited by design. The infrastructure is typically based on analogue signal 

transmission. Proprietary methods are often used here, which makes systems from 

different manufacturers incompatible with each other. Modern conventional 

systems often include the ability to record video either on tape or digitally in order 

to retrace an event in retrospect. The video data from the cameras are displayed on 

monitor walls for the operator to evaluate. Simple control consoles allow the system 

to be switched on and off, access to an optional video archive and control any 

pan/tilt cameras that may be present. Today, most systems use IP cameras rather 

than ones that are individually wired to the processing unit. 
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Figure 1 The components of a conventional video surveillance system (based on Krempel (2016)) 

2.2.4.2. Automated Surveillance 

While many other studies only draw a distinction between conventional and smart 

surveillance systems, Sedky et al. (2005) introduce automated surveillance as an 

intermediate stage. Automated video surveillance systems try to reduce the 

operator's workload, or the storage needed for video archiving. Instead of simply 

showing the operator the live feeds from various cameras, automated systems try 

to draw attention to specific camera feeds or start recording automatically when a 

movement is detected. The methods used for image evaluation are, however, 

primitive as they are not able to capture the semantics of a scene. Most of these 

automated systems use simple motion sensors or movement detection mechanisms, 

but no distinction is made as to whether the camera records a person, cars or a 

branch moving in the wind. 
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The typical set-up of an automated video surveillance system can be seen in Figure 

2. Automated systems use cameras as sensors and most of the systems already rely 

on digital infrastructure. They require additional infrastructure and processing 

capacity as well as more advanced cameras. Due to the increased standardisation of 

protocols and formats, components from different manufacturers can be combined 

to a limited extent. The operating devices are a mix of monitor walls, simple 

consoles, as in conventional systems, and commercially available PCs. 

 

Figure 2 The components of an automated video surveillance system (based on Krempel (2016)) 

2.2.4.3.  Smart Surveillance 

In clear contrast to traditional, meaning both conventional and automated systems, 

smart surveillance systems are unique in three ways. Firstly, smart systems include 

additional components that cannot be found in conventional or automated systems. 

This includes additional sensing components that go beyond the use of cameras 

such as microphones (Benjamin, 2002; Gecas, 2016; Welsh & Roy, 2017; Zhao, Ma, 

Sun, Luo, & Mao, 2011) or radio frequency identification (RFID) readers (Haering, 

Venetianer, & Lipton, 2008; Saravanakumar, Deepa, & Kumar, 2017). Furthermore, 

processing can be done in either a centralised or decentralised manner (Desoi, 2018, 



What is Surveillance? 

 39 

p. 35). In the case of the latter, at least some of the data processing and evaluation 

takes place in the individual sensor units while a larger processing unit compiles the 

pre-processed information for a complete picture. So-called smart cameras are 

increasingly being offered, which, in addition to pure recording, also take on initial 

evaluation tasks (Belbachir, 2010). Due to their three-dimensional recording of the 

environment, these cameras also allow complex sequences of actions to be 

recorded. Smart systems may also include both components that pre-process 

complex data and those that do not. In addition, smart systems do include not only 

additional sensors but also additional actuators that can be triggered in addition or 

instead of a police response. This includes for example the sounding of an alarm of 

the raising of lights (Al-Anbuky, 2014; Schuilenburg & Peeters, 2018). Figure 3 

shows the typical technical structure of a system, where at least in theory, the high 

level of standardisation of all components allows components from different 

manufacturers to be combined with each other.  

Secondly, due to the additional components and because smart surveillance is 

usually integrated in a wider network of sensors and actuators, smart systems have 

a range of further capabilities. Smart video surveillance uses image evaluation 

algorithms to assist the operator in evaluating the captured scenes. These algorithms 

are more powerful compared to automated systems and attempt to capture the 

semantics of a scene. Using algorithms and AI for video evaluation is a fundamental 

part of smart video surveillance (Hu & Ni, 2018).  

It seeks to address the imbalance between the rapid increase of information and the 

lack of proper ways to analyse them, which might lead to problematic filtration and 

aggregation processes, which in turn may cause the overpolicing of certain societal 

groups (Fussey, 2007). As such, the aim of using these technologies is that operators 

do not have to recognise a critical situation by themselves but can rely on an 

algorithm to recognise it and then direct the operator's attention to it. Where 

currently many SOSTs only allow for the reactive deployment of police to incidents, 
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smart systems seek to develop real time or even predictive capabilities (Catlett, 

Cesario, Talia, & Vinci, 2019; Degeling & Berendt, 2017; Macnish et al., 2020). 

While some research describes possibilities with which CCTV could become 

proactive through the use of AI (Bourmpos, Argyris, & Syvridis, 2014; Desai et al., 

2018; Wiliem, Madasu, Boles, & Yarlagadda, 2012), others are more critical, finding 

that real-time interventions facilitated by surveillance are difficult to achieve 

(Fussey, 2007). In addition, Piza et al. (2014) emphasise that analysis capabilities 

need to scale with the deployment of sensors as lack of a proportional increase can 

become a barrier to efficient surveillance. 

Scenes are evaluated in several steps and abstracted for further processing. Typical 

processing steps are the detection, classification and tracking of objects. Many 

systems also classify the behaviour of objects and can, for example, distinguish 

between different types of motion such as standing, walking, or running (Brezeale 

& Cook, 2008). Even though the development of algorithms for video evaluation 

is not part of this work and a deep technical understanding is not necessary, the 

following examples highlight the importance of algorithms and AI for modern 

surveillance and smart cities and aim to make the concept less abstract.6  

Object detection forms the basis for almost all further algorithmic processing steps 

in video evaluation. Object detection algorithms are able to separate the relevant 

objects in the foreground from the background in an image or scene. By means of 

object classification, the objects recognised as relevant are assigned to different 

categories, such as person, car, or animal. Here, the video surveillance literature 

often discusses ‘person detection’ methods, which recognise objects in a scene and 

only process them further if they have been classified as human (Thys, Van Ranst, 

& Goedemé, 2019; Yang, Mahajan, Ghadiyaram, Nevatia, & Ramanathan, 2019). 

 

6 For an in-depth review of the current debate, see Hu, Tan, Wang, and Maybank (2004) and Wang 
(2013). 
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Object tracking is another process that aims to improve conventional video 

surveillance by tackling the issue of re-identification, i.e., identifying a person over 

a set of non-overlapping cameras in a multi-camera surveillance system (Almasawa, 

Elrefaei, & Moria, 2019; Byon, Kwon, Jung, & Lee, 2017; Wu et al., 2019). The 

particular challenge here lies in recognition of already known objects if they were 

(partially) no longer visible, for example, due to overlapping with other objects or 

because they entered a blind spot of the surveillance system (Almasawa et al., 2019). 

Re-identification processes can be divided into three classes: detection, recognition, 

and identification. Detection means that a video surveillance system is able to detect 

the object person in a scene. Recognition means that a video surveillance system 

recognises a person who has left the detection area of a camera and enters it again 

as the same person. Often the colour of clothing, gait or other soft biometric 

characteristics are used for recognition (Wu et al., 2019). If people leave the 

coverage area of all cameras for a longer period of time or change their clothing, 

they are typically no longer recognised. Lastly, identification is the highest level of 

person detection, where gathered data is compared to existing databases to find a 

person's identity using biometric facial data (Jayavadivel & Prabaharan, 2021). 

Recognition or identification are generally prerequisites for multi-camera tracking, 

as used in most smart surveillance systems. 

Apart from the algorithms focused on (re-) identifying humans in the surveillance 

scenario, a number of other tools are important in the smart city case. These include 

the automated monitoring of pedestrian flows. This function becomes especially 

important for other city services such as traffic or public transportation 

management rather than policing (Akhter et al., 2019). Detecting large groups, 

estimating their size, and evaluating the direction of their movement is crucial to 

adapt services and ensure a smooth operation (Anees & Kumar, 2017). 

In addition, behavioural analysis is necessary in smart cities, especially in the case 

of fully integrated systems such as the one shown in Figure 3. The algorithm is 
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trained on distinguishing certain movement patterns to be able to recognise typical 

movements that could indicate issues such as violence (Nam, Alghoniemy, & 

Tewfik, 1998), the spraying of graffiti (Angiati, Gera, Piva, & Regazzoni, 2005), left 

luggage (Sacchi & Regazzoni, 2000) or the fall of a person (Tao, Turjo, Wong, 

Wang, & Tan, 2005). A special class of these algorithms tries to detect abnormal 

behaviour (Duque, Santos, & Cortez, 2007). This means that an algorithm learns 

the typical behaviour of people at a certain location and recognises when the current 

behaviour deviates strongly from this. With this class of algorithms, one tries to 

recognise events without being able to specify exactly what such events look like, 

such as an incipient panic. Similarly, other events that are unusual or break the 

pattern can be detected, e.g., fire or smoke (Liu & Ahuja, 2004). 

Lastly, while conventional and automated systems require a human operator to take 

action to deploy a response, many smart systems include AI that can react to the 

gathered information autonomously. This is not to say that operators are entirely 

cut out of the process but rather means that human involvement is no longer 

necessary for a complete feedback loop between sensors and actuators. Today most 

smart surveillance systems are intended to support human operators in the 

detection and handling of security incidents. Especially in complex surveillance 

scenarios such as airports or city centres, that use a multitude of cameras and 

sensors, these systems are useful to bring order to the wealth of data. In addition, 

algorithms can at least to some extent compensate for human error as they do not 

get tired or distracted and deliver consistent results.  
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Figure 3 The components of an intelligent video surveillance system (based on Krempel (2016)) 

2.3. What are Smart Cities? 

The second half of this Chapter is devoted to the wider context of this thesis, 

namely the smart city. Before, however, delving into the technical aspects and 

necessary components of the smart city, a systematic approach to the term smart 

city is needed. In doing so, one inevitably encounters the fundamental difficulty of 

the smart city concept in the academic debate - the lack of a uniform definition. 

The attempt to find a definition is difficult, as many complex social and economic 

issues are embedded in the concept of the so-called ‘smart city’. 

There are, however, alternatives such as the conceptualisation introduced by Bayerl 

and Butot (2021) who follow Wittgenstein’s (1953) concept of ‘family resemblance’ 

and discuss smart cities in terms of common universal components, namely 

technology, people, institutions, material environment. This allows for definitional 

flexibility and accounts for variations in the configuration of different smart city 

developments when empirically describing and assessing smart cities.  

While the alternative conceptualisation by Bayerl and Butot (2021) is certainly 

innovative and useful for comparing or evaluating any specific smart city initiatives, 



Chapter 2 Background: Surveillance and Smart Cities 

 44 

it is not the most suitable for this thesis as smart cities are the contextual and 

overarching thematical frame and a static definition contributes to a more clear-cut 

picture.  

As such, the following sections will introduce smart cities by briefly reviewing the 

definitions, underlying theoretical foundations, and by providing a context for 

crime prevention and surveillance in smart cities. This will help to illustrate the 

context of this thesis and set the scene for the subsequent empirical chapters. 

2.3.1. Defining the ‘Smart City’ 

In 2008, the world reached a tipping point, and for the first time in human history, 

the urban surpassed the rural population worldwide (Townsend, 2013). While 

especially Europe had long passed this point, with forecasts predicting 80% urban 

population in 2020 (Albino, Berardi, & Dangelico, 2015; United Nations, 2018), it 

was especially China's booming megacities and the exponentially growing urban 

developments in Africa that finally tipped the scales between urban and rural 

population (Townsend, 2013). The often-quoted prediction that more than 70% of 

the global population (or approximately 6.5 billion people) will live in cities by 2050 

(United Nations, 2018) is almost symbolic for what authors call ‘the biggest building 

boom humanity has ever undertaken’ (Townsend, 2013). 

This rapid urbanisation, however, brought and continues to bring about a long list 

of problems. The 'metabolism' of cities, i.e. the input of goods and the output of 

waste, is accelerated and amplifies environmental as well as social problems on an 

unprecedented scale (Albino et al., 2015; Marsal-Llacuna, 2016). This includes 

issues of waste, sewage, traffic, pollution, and noise – all of them often used as the 

poster child for negative consequences of this rapid urbanisation – are just the tip 

of the iceberg (Alirol, Getaz, Stoll, Chappuis, & Loutan, 2011; Berry, 2015). Instead, 

the before-mentioned urbanisation trends also cause social divide and reignite 

security issues, that were long believed to be solved (Chmutina & Bosher, 2017). 
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This rather dark picture of urbanisation is, however, not all there is to it. As people 

streamed towards the cities, technological developments accelerated, offering 

solutions to the these herculean challenges (Ankitha et al., 2017; Caragliu & Del Bo, 

2018). The wide-spread proliferation of information and communication 

technologies (ICTs) in cities is today often considered one of the ways to deal with 

the challenges of inevitably growing urbanisation (Ankitha et al., 2017; Caragliu & 

Del Bo, 2018; Zhu, Li, & Feng, 2019). With this 'smartification' and the 

introduction of big data, a new trend was born, and with it, a broad array of 

questions as to their feasibility, and social and ethical acceptability. 

Cities that use ICTs to solve urban problems are often referred to as ‘smart cities’. 

The concept first emerged in the 1990s (Alawadhi et al., 2012) as a technology-

driven and solution-oriented alternative to traditional urban planning (Fernandez-

Anez, Fernández-Güell, & Giffinger, 2018). Since then, governments and 

researchers have been decorating the word city with a variety of modifiers such as 

smart, intelligent, digital, knowledge, information, creative, or future (Gil-Garcia, 

Pardo, & Nam, 2015), using them as a marketing labels, or because it could help 

certain cities to distinguish and promote themselves as innovative and modern 

(Ramaprasad, Sánchez-Ortiz, & Syn, 2017). The discussion of what is the most 

fitting term has long taken off on its own and gotten detached from the original 

arguments. Liotine, Ramaprasad, and Syn (2016) for example consider the term 

smart city as an anthropomorphism (attribution of human characteristics to the city) 

because it is based on the ability of the city to sense and respond to its challenges 

smartly using natural and AI embedded in the city’s information systems. Hollands 

(2008) warns against the careless use of these labels altogether, as they are often 

used to describe (desired) innovation potential rather than concrete measures or 

characteristics. 

While all of these labels more or less mean the same, attempting to describe some 

form of future image of city development, some put greater focus on technological 
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aspects, while others pay more attention to the development of human capital or 

physical infrastructure (Chourabi et al., 2012; Gil-Garcia et al., 2015; Hollands, 

2008; Nam & Pardo, 2011). This has often led to a convoluted discussion and a 

lack of definitional clarity. This is primarily due to the fact that because it is used so 

frequently and universally today, it can mean everything and nothing at the same 

time. Attempting to tackle this issue, many studies have attempted to define the 

smart city concept better, but because of its multidisciplinary nature, it is hard if not 

impossible to come to a single useful definition, and the question remains what a 

smart city actually is (Ramaprasad et al., 2017). Independently of or rather despite 

this lack of coherent conceptualisations, smart cities have become a dominant idea 

in urban management today (Bayerl & Butot, 2021). 

While early attempts to lift the conceptual fog around the term focussed primarily 

on technology (Kummitha & Crutzen, 2017) and were largely concerned with the 

smartness in terms of information technologies for managing various city functions 

(Bakıcı, Almirall, & Wareham, 2013; Coe, Paquet, & Roy, 2001; Eger, 2009; 

Harrison et al., 2010; Lazaroiu & Roscia, 2012; Lombardi, Giordano, Farouh, & 

Yousef, 2012b; Mulligan & Olsson, 2013; Nam & Pardo, 2011; Townsend, 2013; 

Washburn et al., 2009), more recent attempts include a wider scope and consider 

the social dimension of sustainability, quality of life, and services to the citizens 

(Ahvenniemi, Huovila, Pinto-Seppä, & Airaksinen, 2017; Aloi et al., 2014; 

Anthopoulos, 2015; Bifulco, Tregua, Amitrano, & D'Auria, 2016; Hara, Nagao, 

Hannoe, & Nakamura, 2016; Herrschel, 2013; Huston, Rahimzad, & Parsa, 2015; 

Lee, Kim, Ryoo, & Shin, 2016; Lee & Lee, 2014; Marsal-Llacuna, 2016; Shapiro, 

2006). 

The latter in particular has led to further discussions with some authors such as 

Murgante and Borruso (2015) warning that the liberal use of this 'smart umbrella' 

often means that quick technological innovation is promoted at the cost of social 

and environmental factors. However, the widespread use of ICTs and the analysis 
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of large amounts of data is a requirement for the 'smartness' of a city as it is the 

framework for sensing, monitoring, controlling and communicating between 

essential city services such as mobility and electricity networks, environmental and 

crime control, and social and emergency services (Akhras, 2000; Debnath, Chin, 

Haque, & Yuen, 2014; Murgante & Borruso, 2015). 

Because not all cities are equally technologically advanced, studies have also stressed 

the need for objective measures to rank and categorise these developments 

according to variables such as economy, infrastructure, innovation, quality of life, 

resilience, transportation, and urban development (Giffinger & Haindlmaier, 2010). 

Before doing this, however, it is necessary to decide what should be considered a 

smart city and which elements such a system should include. To this extent, there 

have been many studies, often proposing a set of key components of a smart city 

and tools to assess the multiple capabilities of a city as it attempts to become smarter 

(Gil-Garcia et al., 2015). To address these issues for the comprehensive framework 

that is a smart city, it is necessary to take literature from a variety of different fields 

into account. 

Ramaprasad et al. (2017) and Gil-Garcia et al. (2015) offer the most comprehensive 

overviews over the abundance of definitions found in the literature. While the 

former study finds more than 36 definitions of the term smart city and deconstructs 

them to create a single, unified definition, the latter study undertakes a 

comprehensive review of existing definitions and extensively explores different 

factors for ranking, evaluating, or guiding smart city efforts. For an overview, the 

table below summarises a variety of different definitions from the literature. 
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Table 2: Varying definitions of ‘smart city’ in the literature 

Study Definition 

Bakıcı et al. (2013) Smart city as a high-tech intensive and advanced city that connects people, 

information and city elements using new technologies in order to create a sustainable, 

greener city, competitive and innovative commerce, and an increased life quality.  

Barrionuevo, Berrone, 

and Ricart (2012) 

Being a smart city means using all available technology and resources in an intelligent 

and coordinated manner to develop urban centres that are at once integrated, 

habitable, and sustainable.  

Caragliu and Del Bo 

(2018) 

A city is smart when investments in human and social capital and traditional 

(transport) and modern (ICT) communication infrastructure fuel sustainable 

economic growth and a high quality of life, with a wise management of natural 

resources, through participatory governance.  

Chen, Fan, Xiong, 

Zhang, and Luo (2010) 

Smart cities will take advantage of communications and sensor capabilities sewn into 

the cities' infrastructures to optimise electrical, transportation, and other logistical 

operations supporting daily life, thereby improving the quality of life for everyone.  

Cretu (2012) Two main streams of research ideas: 1) smart cities should do everything related to 

governance and economy using new thinking paradigms and 2) smart cities are all 

about networks of sensors, smart devices, real-time data, and ICT integration in every 

aspect of human life. 

Eger (2009) Smart community – a community which makes a conscious decision to aggressively 

deploy technology as a catalyst to solving its social and business needs – will 

undoubtedly focus on building its high-speed broadband infrastructures, but the real 

opportunity is in rebuilding and renewing a sense of place, and in the process a sense 

of civic pride. […] Smart communities are not, at their core, exercises in the 

deployment and use of technology, but in the promotion of economic development, 

job growth, and an increased quality of life. In other words, the technological 

propagation of smart communities is not an end in itself, but only a means to 

reinventing cities for a new economy and society with clear and compelling 

community benefit.  

Giffinger, Fertner, 

Kramar, and Meijers 

(2007) 

A city well performing in a forward-looking way in economy, people, governance, 

mobility, environment, and living, built on the smart combination of endowments 

and activities of self-decisive, independent, and aware citizens. 
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Guan (2012) A smart city, according to ICLEI, is a city that is prepared to provide conditions for 

a healthy and happy community under the challenging conditions that global, 

environmental, economic and social trends may bring.  

Hall et al. (2000) A city that monitors and integrates conditions of all of its critical infrastructures, 

including roads, bridges, tunnels, rails, subways, airports, seaports, communications, 

water, power, even major buildings, can better optimise its resources, plan its 

preventive maintenance activities, and monitor security aspects while maximising 

services to its citizens.  

Harrison et al. (2010) A city connecting the physical infrastructure, the IT infrastructure, the social 

infrastructure, and the business infrastructure to leverage the collective intelligence 

of the city. […] Urban areas that exploit operational data, such as that arising from 

traffic congestion, power consumption statistics, and public safety events, to 

optimise the operation of city services. 

Komninos (2006) (Smart) cities as territories with high capacity for learning and innovation, which is 

built-in the creativity of their population, their institutions of knowledge creation, 

and their digital infrastructure for communication and knowledge management.  

Kourtit and Nijkamp 

(2012) 

Smart cities are the result of knowledge-intensive and creative strategies aiming at 

enhancing the socio-economic, ecological, logistic, and competitive performance of 

cities. Such smart cities are based on a promising mix of human capital (e.g., skilled 

labour force), infrastructural capital (e.g., high-tech communication facilities), social 

capital (e.g., intense and open network linkages) and entrepreneurial capital (e.g., 

creative and risk-taking business activities). 

Kourtit, Nijkamp, and 

Arribas (2012) 

The result of knowledge-intensive and creative strategies aiming at enhancing the 

socio-economic, ecological, logistic, and competitive performance of cities. 

Lazaroiu and Roscia 

(2012) 

A community of average size, technologically interconnected and sustainable, 

comfortable, attractive, and secure.  

Lombardi et al. (2012b) The application of information and communications technology (ICT) with their 

effects on human capital/education, social and relational capital, and environmental 

issues is often indicated by the notion of a smart city.  

Marsal-Llacuna (2016) Smart Cities initiatives try to improve urban performance by using data, information, 

and information technologies (IT) to provide more efficient services to citizens, to 

monitor and optimise existing infrastructure, to increase collaboration among 

different economic actors, and to encourage innovative business models in both the 

private and public sectors.  
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Nam and Pardo (2011) A smart city infuses information into its physical infrastructure to improve 

conveniences, facilitate mobility, add efficiencies, conserve energy, improve the 

quality of air and water, identify problems, and fix them quickly, recover rapidly from 

disasters, collect data to make better decisions, deploy resources effectively, and share 

data to enable collaboration across entities and domains.  

Thite (2011) Creative or smart city experiments […] aimed at nurturing a creative economy 

through investment in quality of life which in turn attracts knowledge workers to live 

and work in smart cities. The nexus of competitive advantage has […] shifted to 

those regions that can generate, retain, and attract the best talent.  

Thuzar (2011) Smart cities of the future will need sustainable urban development policies where all 

residents, including the poor, can live well and the attraction of the towns and cities 

is preserved. […] Smart cities are cities that have a high quality of life; those that 

pursue sustainable economic development through investments in human and social 

capital, and traditional and modern communications infrastructure (transport and 

information communication technology); and manage natural resources through 

participatory policies. Smart cities should also be sustainable, converging economic, 

social, and environmental goals.  

Toppeta (2010) Combining ICT and Web 2.0 technology with other organisational, design and 

planning efforts to de-materialise and speed up bureaucratic processes and help to 

identify new, innovative solutions to city management complexity, in order to 

improve sustainability and liveability. 

Washburn et al. (2009) The use of Smart Computing technologies to make the critical infrastructure 

components and services of a city—which include city administration, education, 

healthcare, public safety, real estate, transportation, and utilities—more intelligent, 

interconnected, and efficient.  

Woods and Goldstein 

(2014) 

The integration of technology into a strategic approach to sustainability, citizen well-

being, and economic development. 

Zygiaris (2013) A smart city is understood as a certain intellectual ability that addresses several 

innovative socio-technical and socio-economic aspects of growth. These aspects lead 

to smart city conceptions as ‘green’ referring to urban infrastructure for environment 

protection and reduction of CO2 emission, ‘interconnected’ related to revolution of 

broadband economy, ‘intelligent’ declaring the capacity to produce added value 

information from the processing of city’s real-time data from sensors and activators, 

whereas the terms ‘innovating’, ‘knowledge’ cities interchangeably refer to the city’s 

ability to raise innovation based on knowledgeable and creative human capital. 
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The conceptual maze surrounding the term smart city does, however, not stop with 

the question of which components a truly smart city needs but continues with issues 

of stakeholder management and governance. Especially in smart cities, these 

questions have gained renewed attention, as they are in many cases, unlike 

traditional urban spaces, not managed or owned publicly (Chourabi et al., 2012; 

Fernandez-Anez et al., 2018).  

Thus, recent conceptualisations of smart cities have placed a larger focus on 

governance and the inclusion of stakeholders as key requirements for the success 

of smart city projects (Meijer & Bolívar, 2016). A commonly used model to 

understand the role of stakeholders in the smart city is the triple helix model 

(Deakin, 2014; Etzkowitz & Zhou, 2006; Lombardi et al., 2012a). The triple helix, 

originally a model to examine the interactions between academia, industry and 

governments, was first used by Leydesdorff and Deakin (2010) to explore the meta-

stabilising potentials of urban technologies in Smart Cities. Building on this, 

Lombardi et al. (2012a) further developed the model to include civil society and 

Giffinger et al. (2007) finally suggested to add the dimensions of ‘Governance’, 

‘Economy’, ‘Environment’, ‘Mobility’, ‘People’ and ‘Living’ as classification 

categories for smart city projects. These categories also reflect the recent trend of 

more citizen-centric approaches to smart cities (Castelnovo, Misuraca, & Savoldelli, 

2016; Marsal-Llacuna, 2016). 

Overall, the continuous evolution of the models reflects the growing focus on 

governance, the shift to more citizen-centric definitions and models (Castelnovo et 

al., 2016; Dameri, Negre, & Rosenthal-Sabroux, 2016; Fernández-Güell, Collado-

Lara, Guzmán-Araña, & Fernández-Añez, 2016; Kummitha & Crutzen, 2017), and 

the key role assigned to the inclusion of stakeholders in more recent scholarship 

(Dameri, 2013; Fernández-Güell et al., 2016; Leydesdorff & Deakin, 2010; 

Lombardi et al., 2012a). At the same time, however, the large-scale use of ICT 

infrastructure in the context of smart city applications is often criticised for 
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becoming dependent on private-sector interests or companies through close 

cooperation with large technology corporations, and for being increasingly shaped 

and driven by purely capitalist and market-based interests. The independent 

provision of infrastructure, according to Rötzer (2015, pp. 15-16), thus seems to be 

the crux of an independent smart city.  

Which of the above-mentioned definitions one may pick, depends entirely on the 

nature of the project and the purpose the definition will serve. While some put the 

aim of the smart city in the foreground, others place a greater focus on the 

technological components (Albino et al., 2015). Alternative approaches exist that 

are for example more suitable for comparing different initiatives and analysing 

smart cities in terms of practices and outcomes, such as the one proposed by Bayerl 

and Butot (2021). 

Aiming for a relatively parsimonious definition, this thesis answers the what, how, 

and why questions with the help of the above definitions in the following way:  

A smart city is a city that uses information and communication technologies 

(ICTs) and all other technologies available to improve the effectiveness and 

efficiency of city services in order to save resources and to improve the quality 

of life for citizens. 

This definition includes both a focus on technological aspects as well as a 

specification of the broader aim, namely, to improve the quality of life for citizens. 

Adding this focus on the citizen is crucial because it will make it possible to go 

beyond the mere technological or ethical issues and explore issues of human welfare 

and social acceptability. The definition also deliberately states that 'all other 

technologies available' should be used because the term ICTs is today no longer 

sufficient to include most recent technological developments.  

To conclude this discussion of the definitional issues surrounding the term smart 

city, a practical example is provided that highlights the different components that a 
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smart city initiative can include. Bayerl and Butot (2021) group these components 

in four categories, technology, institutions, material environment, and people. Table 

3 below presents the different components of the Stratumseind 2.0 project as 

identified by Bayerl and Butot (2021). The project is a smart city project in a 

nightlife area in Eindhoven, aimed at improving safety and liveability in the area by 

reducing aggression at night time. The example and the illustration in Table 3 show 

the centrality of ICTs but also emphasise the various other non-technological 

elements. 

Table 3: Components of the Stratumseind 2.0 project adapted from Bayerl and Butot (2021) 

Technology Cameras for people counts, light sensors, wireless noise detectors, mac-address 

readers, social media web crawlers and sentiment analysis, data on mobile phone 

locations (purchased from providers) 

Institutions Local municipality, police, universities, businesses (bar owners, technology 

providers) 

Material 

Environment 

Street lighting, interactive displays on the street with visitor information (e.g., ‘pub 

advisor’)  

People Visitors, local inhabitants  

2.3.2. The Importance of Security in the Smart City 

So far, this chapter has discussed how the term ‘smart city’ has spread around the 

globe, affecting urban development programmes and government strategies (Berry, 

2018). Many government initiatives seek to create a broad range of services, ranging 

from smart transport and smart energy to smart citizens and education (Hall et al., 

2000). In addition, the previous section has laid out how smart cities are heralded 

for their efficient use of ICTs embedded within the fabric of urban environments 

that aim to improve and rationalise public services in the future (Berry, 2018). These 

futuristic scenarios, however, often fail to recognise safety and security as a focus 

(Hartama et al., 2017). This is critical, as it is not only one of the most basic tenets 

of urban planning and management but also of human wellbeing — after all, safety 

and security are on the second bottom layer of the Maslow pyramid (McLeod, 
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2007). As such, safety and security constitute factors that are integral parts of human 

well-being and as such also of any smart city design (Bourmpos et al., 2014; Reddy, 

Suresh, Phaneendra, Shin, & Odelu, 2018a).. 

Only rarely does the literature acknowledge that rapid urbanisation leads to 

challenges for traditional safety and security infrastructure in cities (Isafiade & 

Bagula, 2017) and that these are critical issues for contemporary integrated urban 

developments (Benkő & Germán, 2016). Slowly, however, the realisation that crime 

and security problems are not isolated but often impact all other factors of city life, 

and as such should become a central issue in the creation of smart cities, has gained 

traction (Borrion et al., 2019).  

One approach that aims to reconcile issues of crime prevention with new smart city 

developments is the safe city concept (Hartama et al., 2017). While initially 

conceived as a framework for safety for natural disasters, it quickly came to cover 

all aspects of safety within the city. In particular, the concept seeks to reconcile 

urban growth with the need for security through a variety of technological functions 

and by optimising the allocation of law enforcement resources (Castelli, Sormani, 

Trujillo, & Popovič, 2017; Oatley, Crick, & Bolt, 2015).  

Integration may occur between individual algorithms such as those controlling 

sound recognition and lighting levels in parks, or between large infrastructures such 

as those managing water and electricity flows (Bayerl & Butot, 2021). Effectiveness 

and efficiency in smart cities, however, imply far more than only efficacy or financial 

concerns (i.e., whether the designated task has been completed and how much it 

costs). They also include issues of citizen satisfaction and whether the innovation 

has created a benefit to those subjected to the intervention and beyond. This is 

imperative, as citizens are in the end at the centre of any urban safety intervention 

and central to creating a safe environment (Cagliero et al., 2015). Thus, gauging the 

perceptions of citizens on urban security is a key point in Smart City management, 
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as it will ensure that cities not only prevent or respond to safety risks and security 

threats but that they also remain an attractive place to live in (Cagliero et al., 2015). 

2.3.3. Crime and Crime Prevention Dimensions of the Smart City 

The displacement of essential services to the online realm and the installation of 

comprehensive smart systems leads to a sharp increase in (often sensitive) data 

being collected, stored and used (Ralko & Kumar, 2016). The promise of such large 

amounts of data, especially in an interconnected smart city system, extends to 

sectors such as (predictive) policing, surveillance, crowd control, or public 

sentiment monitoring (Van Zoonen, 2016). Thus, smart city technology creates a 

variety of opportunities for crime prevention. Luckily, issues of crime prevention 

and security are today in many instances no longer considered isolated issues but 

have long made their way into the sphere of public policy and urban planning. This 

form of comprehensive approaches can be clustered under the umbrella of so-called 

‘new crime prevention’(Chiodi, 2016). The concept of new crime prevention places 

a stronger focus on situational crime prevention (SCP) in the city (Beste, 2000; 

Selmini, 2004; Wurtzbacher, 2008).  

The underlying assumption of SCP principles is that crime can be prevented, and 

opportunities for crime can be reduced by following a set of rules and by modifying 

situational precipitators that influence the offender (Clarke, 1995). The concept can 

neatly be summarised in five crime prevention or reduction methods, namely: 

increasing the effort to offend; increasing the risks of detection and apprehension; 

reducing the rewards for offending; reducing provocations that lead to offending; 

and removing excuses for offending, as perceived by offenders (Clarke, 1995; 

Cornish & Clarke, 2003; Noor, Nawawi, & Ghazali, 2013). Through these five 

principles, research on SCP has also significantly influenced Crime Prevention 

through Environmental Design (CPTED) (Cozens, Saville, & Hillier, 2005). 

CPTED aims to modify the physical and built environment to reduce the incidence 

and fear of crime (Crowe, 2000). Though including crime prevention principles into 
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urban planning cannot single-handedly solve the problem of urban safety, it can 

nevertheless play an important role in influencing crime opportunities.  

While it is expensive and impractical to retrofit cities according to the principles of 

CPTED, it is the development of smart cities that offers an unparalleled and 

untapped potential for crime prevention (WooChul & JoonYeop, 2017). Not only 

are smart cities by default constellations of instruments across many scales that are 

connected through multiple networks, providing continuous data regarding the 

movements of people and materials, but their development also often means 

changing and rebuilding the fundamental fabric of existing urban landscapes (Batty, 

2013; Parra & Lopez, 2017). 

2.3.3.1. SCP and CPTED in Smart Cities 

Though traditional approaches to crime prevention in cities such as SCP or CPTED 

are widely accepted, their applicability to the increasing number of surveillance 

technologies used to prevent or detect crime in order to improve safety is debated 

(La Vigne et al., 2011b).  

With regards to crime prevention in smart cities, principles of SCP and CPTED 

can be used to help decide how individual interventions should be designed and 

deployed. An example is the question of whether smart security measures should 

be constructed and deployed covertly or be made visible. While both options may 

have advantages, situational crime prevention principles advise that observable 

crime prevention measures are much more effective than those that are hidden 

from the public (and possible offenders) (Chiodi, 2016; Ekblom & Hirschfield, 

2014). 

Critics of these theoretical approaches argue, however, that while traditional crime 

prevention principles may still apply on some level and can add value to individual 

interventions, it is the emergence of smart cities and smart technology that compel 

a broader conceptualisation of the design of security, which has the potential to 
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transform the governance of urban landscape so holistically (Benkő & Germán, 

2016; Carter, Carter, & Dannenberg, 2003). Amongst many other concepts and 

ideas, Schuilenburg & Peeters (2018) propose to rethink the architecture of security 

in smart cities in terms of pastoral power, i.e. the governing of individuals and 

populations through care and protection (Slee, 2004) and once again reiterating the 

citizen-focus of smart cities (Boon, Malek, Hussain, & Tahir, 2017). Their concept, 

amongst many others, stands in contrast to traditional crime prevention approaches 

(e.g., SCP and defensible space), focussing on providing inclusive environments and 

providing 'scripts' for desirable behaviour in public space (Schuilenburg & Peeters, 

2018). 

Authors such as Schuilenburg & Peeters (2018) criticise aspects of traditional 

concepts such as SCP for their reliance on strategies of exclusion rather than 

through strategies to improve or strengthen what is already present (see also Breuil, 

Schuilenburg, & van Steden, 2014). In doing so, they raise important questions 

about the seemingly neutral strategies of SCP. A gated community, for example, 

may in many aspects fulfil all principles of SCP strategies, but it is the ethical 

dimension that raises serious questions about the fairness and universality of these 

measures (Duff & Marshall, 2000; Von Hirsch, Garland, & Wakefield, 2000). These 

issues are intensified in places such as malls where private stakeholders have the 

power to exclude specific individuals on non-criminal grounds (Wakefield, 2000). 

To avoid these pitfalls, Schuilenburg and Steden (2014) stress the need for urban 

safety and security through strategies based on positive attributes of living together 

(e.g., care, protection, belonging), grouped under the label of ‘positive criminology’ 

(Breuil et al., 2014; Gjørv, 2012; Schuilenburg & Steden, 2014). Taking this concept 

into account, it becomes clear that crime detection and prevention measures in 

smart cities can only guarantee an inclusive ‘citizen focus’ if they ensure equality 

(i.e., everyone is subjected to the same extent) and equity (i.e., no group is 

disproportionally affected by the outcomes) alike. 
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2.3.3.2. Crime Prevention and Sustainable Development 

While some progress has been made and crime prevention is growingly considered 

as a part of public policy and social and urban planning, this is not always the case, 

especially with smart city developments (Chiodi, 2016; Cozens, 2002). In fact, many 

new urban planning and development strategies, especially for smart cities, stress 

sustainable development, i.e. 'development that meets the needs of the present 

without compromising the ability of future generations to meet their own needs' 

(WCED, 1987: 43), but ignore (or at least do not explicitly mention) aspects of 

security and crime prevention (Chiodi, 2016). 

However, sustainable development and crime prevention are not mutually exclusive 

domains. Instead, several studies have linked CPTED directly with sustainable 

development in cities (Cozens, 2007; Cozens, 2002; Du Plessis, 1999; Henchley, 

Knights, & Pascoe, 2002). Neglecting crime as a factor thus means ignoring the 

important reciprocal relationship between crime prevention and sustainable 

development (Cozens & Davies, 2013). On the one hand, sustainable urban 

development can create socio-economic conditions that help prevent crime 

(Shapiro, 2006). As a variety of studies find, a comprehensive and inclusive 

approach to urban development can be a valid tool to combat urban decay and 

crime in a proactive way if underpinned by an interdisciplinary analysis of the urban 

fabric and specific local conditions (Cozens & Davies, 2013; Cozens et al., 2005).  

On the other hand, safety from crime is an important condition for sustainable 

urban development and further smartification of cities (Ankitha et al., 2017; Crowe, 

2000). Especially because safety from crime in an urban context is not only about 

the objective probability of becoming a victim of crime for citizens, but just as much 

about the perception of it, it is crucial to construct urban environments to give 

citizens a feeling of safety and prevent fear of crime (Baumer, 1978; Taylor, 

Gottfredson, & Brower, 1984). Feelings of security are important prerequisites for 

citizens' participation in the social and economic life of a city; they have outstanding 
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importance for shaping city life and urban environments (Marshall et al., 2007; 

Smith & Clarke, 2000). In addition, participation may play a strategic role in any 

planning process that aims to create a safer city, and it is especially crucial to the 

effectiveness of CPTED (Sarkissian & Wenman, 2010). As such, preventing crimes 

and protecting citizens is not only an end in itself but also serves to support the 

wider smart city agenda of information technology-driven governance across 

various realms (Shelton, Zook, & Wiig, 2015; Wiig, 2018). 

An example of this reciprocal relationship is the case of Camden, New Jersey. 

There, an integrated smart city strategy that fundamentally built on security and 

crime prevention components led to the revitalisation of the city (Wiig, 2018). The 

historically crime-plagued city tackled their issues with a data-driven policing 

strategy that allowed officers on the street to operate in tandem with a control room 

monitoring the city (Wheeler, 2016; Wiig, 2018). The success of this strategy meant 

not only that crime fell but also that other smart city initiatives in the realms of 

transportation and waste management could be realised, attracting further outside 

investment (Wiig, 2018). This in turn led to higher citizen engagement, the 

revitalisation of entire neighbourhoods, and more significantly falling crime 

numbers, even in areas that were not directly primarily affected by policing 

initiatives (Wiig, 2018).  

This coupling of security — or at least the perception of it — with neoliberal urban 

revitalisation efforts, including the creation of new districts to attract multinational 

knowledge and innovation-focused industries, is at the heart of this security 

phenomenon (Cretu, 2012; Wiig, 2018). Smart security interventions are thus not 

the only part of the safety and security framework of the smart city but rather a 

puzzle piece in the bigger picture of innovative community policing strategies 

(Krivý, 2018). 

However, this perspective is criticised heavily by authors who see it as a threat to 

the citizen-focus of smart cities (Cardullo & Kitchin, 2019; Mandl & Schaner, 2012). 
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Critics argue that while crime prevention and security measures in the smart city 

can be useful to pave the way for further smartification and the creation of a 

business-friendly city, they should not only be seen as such (Söderström, Paasche, 

& Klauser, 2014; Vanolo, 2014, 2016). Instead, authors such as Vanolo (2014, 2016) 

suggest that citizen welfare should not only be a pretence for underlying economic 

interests and the commercialisation of public spaces but rather a principle driver 

and in the spotlight of the smart city crime prevention debate.  

While this may seem like an issue of semantics, several studies find that many smart 

city projects in cities like London or Dublin do not put the needs of their citizen in 

central position, but rather consider them passive beneficiaries (Boon et al., 2017; 

Cardullo & Kitchin, 2019; Willems, Van den Bergh, & Viaene, 2017). The citizen 

focus, also laid out in the definitions above, is especially necessary when discussing 

crime prevention and issues of safety and security in the smart city (van Heek, 

Aming, & Ziefle, 2016). This goes from the design of interventions to the 

deployment and issues of social acceptability.  

2.3.3.3. Practical Issues of Crime Prevention in Smart Cities 

In addition to these more normative questions, there are several practical 

considerations that have to be made when exploring crime prevention through 

smart technologies. Today, many issues of crime prevention are connected to the 

quality and availability of data. Several authors find that crime data often shows 

spatial and temporal inaccuracies (and omissions) which can have a great impact on 

the analyses and subsequent policy development (Harrell, 2014; Hart & 

Zandbergen, 2012; Johnson, Summers, & Pease, 2006). These vast inaccuracies can, 

to a large extent, be attributed to the slow and inaccurate processes to record spatial 

and temporal dimensions of crime (Mazeika & Summerton, 2017). While some 

authors suggest estimation techniques, e.g., using the earliest, latest, or average times 

that the crime could have occurred according to the victim, it is far from accurate 

and can severely impact crime data (Ashby & Bowers, 2013).  
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However, such inaccuracies are especially problematic in light of new technologies. 

Data mining, for example, is used to identify novel, implicit, and potentially useful 

information and patterns within the data and is a key tool in smart city designs 

(Schermer, 2011; Steinbock, 2005; Tien, 2004). As such, however, it relies on 

accurate information that can be accessed in real-time. This becomes especially clear 

when examining the literature on crime pattern theory. Angel (1968) suggests that 

robbery and other predatory offences are concentrated in ‘‘critical intensity zones’ 

that, while being isolated, are situated in close proximity to busy locations, thus 

yielding a ‘‘spill over’ effect. Other authors find that offenders follow their targets 

from busy to more isolated locations, where they perceive less risk (Summers & 

Johnson, 2017). While this highlights the role of data in contemporary crime 

prevention, it also provides a starting point for this project and for identifying 

possible shortcomings of today's crime prevention efforts in the UK. 

In addition, the increased reliance on private interests and the management of parts 

of urban infrastructure through private rather than public providers might also pose 

a challenge to surveillance infrastructure and policing. As Ashby (2017) points out, 

no national registry of CCTV systems exists, meaning that police officers have to 

find out whether private CCTV exists and work to obtain the recordings. With the 

increasing reliance on private infrastructure and technology, this problem may be 

increased in the smart city environment, unless a fully integrated public-private 

network exists. The increasing privatization also contributes to the issue of ‘black 

boxes’ and the untransparent nature of algorithmic decision-making as many 

technologies are privately owned and proprietary, meaning they are unavailable for 

external scrutiny (Pasquale, 2015; Sandhu & Fussey, 2021). 

Lastly, a significant change to the urban environment such as the one promised by 

the full smartification of cities will inevitably create new opportunities for crime 

(Berry, 2018; Truntsevsky, Lukiny, Sumachev, & Kopytova, 2018). In recent years, 

more and more studies have explored these new opportunities and crime types in 
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the smart city, with a majority especially highlighting cyber offenses (see e.g., Baig 

et al., 2017; Chiodi, 2016; Elmaghraby & Losavio, 2014; Pelton & Singh, 2019). 

Even though this project primarily focuses on the built environment and as such 

disregards offenses that purely happen in cyberspace, crime type is not used to 

discriminate between interventions. Thus, new crime opportunities created through 

the use of smart interventions, will not be discussed further. 

2.3.3.4. Military Urbanism and the Safe City 

As shown in the previous sections, the link between security and smart urban 

developments is far from being free of controversy and has been the centre of much 

discussion. In the following, two concepts, the safe city concept and military 

urbanism, will be explored and their key premises and relevance for this thesis 

explained. They will help to provide an overarching theoretical framework and 

context with regards to basic tenets of security and smart cities. 

The first concept is the safe city concept which puts security and crime prevention 

in the spotlight of urban development in order to improve city life and wellbeing 

of citizens (Mishra & Kumar, 2013). The approach aims to reconcile issues of 

security and crime prevention with new smart city developments (Hartama et al., 

2017). While initially conceived as a framework for safety from natural disasters, it 

quickly came to cover all aspects of safety within the city. In particular, the concept 

seeks to reconcile urban growth with the need for security through a variety of 

technological functions and by optimising the allocation of law enforcement 

resources (Castelli et al., 2017; Oatley et al., 2015). Furthermore, a safe city describes 

integration of technology and the natural environment that ‘enhances the 

effectiveness and efficiency of the process of handling the threat of crime and 

terror, to enable the availability of a healthy environment for citizens, and access to 

health, rapid response to emergencies’ (Hartama et al., 2017). This definition is 

almost congruent with the general smart city definition introduced above but 

placing a greater focus on security and crime prevention aspects.  



What are Smart Cities? 

 63 

As discussed before, effectiveness and efficiency in smart cities imply far more than 

just operational or financial concerns (i.e., whether the designated task has been 

completed and how much it costs). They also include issues of citizen satisfaction 

and whether the innovation has created a benefit to those subjected to the 

intervention and beyond. As such, efficiency and effectiveness should in smart city 

context always be seen as part of a larger cost-benefit analysis. This is imperative, 

as citizens are in the end at the centre of any urban safety intervention and central 

to creating a safe environment (Cagliero et al., 2015). Thus, gauging the perceptions 

of citizens on urban security is a key point in Smart City management, as it will 

ensure that cities not only prevent or respond to safety risks and security threats 

but that they also remain an attractive place to live in (Caragliu & Del Bo, 2018). 

While emphasising the need for a citizen-focussed and human-centric approach, 

the safe city concept offers a generally positive outlook on security in smart cities 

and argues for an increased use of new security technologies to safeguard citizens 

and improve their wellbeing. 

Other authors, such as Graham (2009) and Iveson (2010), see in the growing use 

of security technologies, and especially SOSTs, in smart cities, however, far more 

than just an attempt to better safeguard citizens and improve welfare. They discuss 

the developments as a militarisation of civil society by a state without an imminent 

security threat and rather as a translation of military ideas and security perceptions 

into the governance of urban civil society (Graham, 2004, 2013; Iveson, 2010). They 

see this 'urban militarism' as facilitated by a crossover between high-tech for civilian 

purposes and high-tech for military purposes with the aim to address pressing 

questions of both security and war in rapidly urbanising, globalised societies 

(Graham, 2004, 2005a, 2008). 

Military urbanism sees the wide-scale use of security technologies as a (more or less 

subtle) continuation of war as a perpetual and boundless condition of urban 

societies, e.g., against drugs, against crime, and against terror. The concept warns of 
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a creeping process of securitisation through the introduction of military ideas into 

the heart of everyday urban life (Graham, 2008; Salter, 2014). While military 

urbanism may seem like a rather extreme position at first, it, in fact, stresses 

democratic oversight and places similar to the safe city concept a large focus on 

citizen welfare. The argument is that risk and security can provoke strong emotions, 

which can be used to legitimise extraordinary measures, leading to practices that are 

otherwise indefensible (Davoudi, 2014). 

While coming from fundamentally different original positions, both military 

urbanism and the safe city concept critically assess the role of security measures in 

smart cities and stress the need for a citizen-focus of new interventions. As such, 

they are relevant outlooks on security in the smart city and help to distinguish the 

special role security and crime prevention play in smart cities. In addition, both 

concepts tie in with the previously discussed criticism of traditional concepts such 

as SCP and the notion of positive criminology. They highlight the importance of 

considering both sides of the equation and emphasise the focus on citizens’ needs 

and social fairness when deploying smart crime prevention and detection strategies 

(Von Hirsch et al., 2000). 

2.4. Chapter Summary 

This chapter has introduced the two themes that this thesis combines: surveillance 

and smart cities. Both theoretical and practical perspectives on surveillance and the 

smart city context were discussed, setting the stage for the empirical analyses 

presented in the following chapters. The theoretical underpinnings of this thesis, 

introduced in this chapter, will guide the analyses and will serve as underlying 

assumptions in the following discussions. 

The chapter has further shown how surveillance and smart cities are inevitably 

linked. Smart cities depend on sensors and the large-scale gathering of data from all 

aspects of city life (Batty, 2013; Watzinger, 2019). This means that surveillance 
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occurs more or less naturally as part of any smart city concept, even if it is not 

necessarily in the context of crime prevention or policing.  

The significant changes to urban infrastructure that the smartification of cities 

promises offer a variety of both challenges and opportunities for surveillance and 

policing. Even though most smart city concepts mention security and safety as 

foundations of a liveable urban environment, many do not include specific plans 

for police surveillance for the purpose of crime prevention (this is further discussed 

in Chapter 3).  
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Chapter Three  

3.Security Technologies and Their Functions in 

Smart Cities 

3.1. Chapter Overview 

The systematic review presented in this chapter explores the recent literature 

concerned with new ‘smart city’ security technologies and aims to investigate to 

what extent these new interventions correspond with traditional functions of 

security interventions. Based on an extensive systematic review of the literature this 

chapter compiles a list of security interventions for smart cities and suggests several 

changes to the conceptual status quo in the field. Ultimately, this chapter proposes 

three clear categories to categorise security interventions in smart cities: Those 

interventions that use new sensors but traditional actuators, those that seek to make 

old systems smart, and those that introduce entirely new functions. These themes 

are then discussed in detail and the importance of each group of interventions for 

the overall field of urban security and governance is assessed.  

The results presented in this chapter have also been published in form of the 

following journal article: 

• Laufs, J., Borrion, H., & Bradford, B. (2020). Security and the smart city: A 

systematic review. Sustainable cities and society, 55, 102023. DOI: 

https://doi.org/10.1016/j.scs.2020.102023 

3.2. Introduction 

Rapid urbanisation and progress in information and communication technologies 

(ICT) are two of the most important phenomena impacting urban security planning 

and governance today (Cocchia, 2014; Zhu et al., 2019). The latter, especially, has 

shaped the concept of smart cities, an increasingly popular idea in recent years 
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(Albino et al., 2015; Naphade, Banavar, Harrison, Paraszczak, & Morris, 2011; 

Ralko & Kumar, 2016). Smart city technology is hailed as the solution to many 

urban challenges such as transportation, waste management, and environmental 

protection (Alawadhi et al., 2012; Ankitha et al., 2017; Gohar, Muzammal, & 

Rahman, 2018; Lella, Mandla, & Zhu, 2017; Zhang, Wan, Yang, & Yang, 2017a; 

Zhang et al., 2017b). While these issues are the focus of a growing debate about 

smart city development, aspects of security and crime prevention are often 

neglected (Ralko & Kumar, 2016). 

As a result, the implications of new smart city security systems for crime reduction, 

security, and urban governance are rarely discussed. This systematic review attempts 

to address this gap by exploring the last ten years’ worth of literature on new security 

technologies that can be considered to fall under the smart city concept. Overall, 

this chapter seeks to answer three core research questions, discussing how the 

academic literature conceptualises security technologies for crime prevention in 

smart cities, which specific technologies have been documented in the literature, 

and to what extent the functions of smart security technologies differ from 

traditional security technologies.  

Through an extensive literature search and an analysis of 121 studies, this chapter 

compiles a list of security interventions for smart cities, discusses and contrasts their 

functions with those of more traditional interventions, before ultimately proposing 

several changes to the conceptual status quo in the field. 

In the following, this chapter provides background information on the role of 

security in urban planning and smart cities. It then outlines the core methodological 

principles and search strategy used in this review before presenting and discussing 

the findings. 
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3.3. The Technical Components of the Smart City 

Beyond the definitional issues addressed in Chapter 2 of this thesis, it is important 

to understand what a smart city practically entails and how it functions. It is difficult 

to conceive of a general architecture for smart cities because of the extremely 

diverse range of devices, technologies, and services that may be associated in such 

a system, and because of the high degree of interdependence between various 

components (Jalali, El-Khatib, & McGregor, 2015). As such, there are many 

different models that discuss what components and infrastructures a smart city 

needs (Gaur, Scotney, Parr, & McClean, 2015). Most, if not all, of these smart city 

architectures contain, however, three basic layers: A sensor layer, a network or 

processing layer, and a service or actuator layer (Filipponi et al., 2010; Gaur et al., 

2015; Jalali et al., 2015; Zhang et al., 2017b). This distinction between the different 

layers is also useful to understand the smart city as a complex system made up of 

various components on different levels, reaching from single sensors to software 

and servers that integrate them and ensure communication between them (Zhang 

et al., 2017b). Crime prevention interventions in the sense of this thesis are thus 

specific technological solutions that seek to address a distinct (crime-related) 

problem and make up one or several components of a smart city infrastructure 

either on one or on multiple layers. 

The sensor layer consists of the various (often heterogeneous) data collection units 

(i.e., sensors). These can be deployed to measure almost anything in the urban 

landscape (Lung, Sabou, & Buchman, 2015). Examples include environmental 

factors like brightness or sound, cameras, or RFID tags to monitor entire objects 

(Jalali et al., 2015).  

Many smart cities rely, however, not only on permanently installed or fixed sensors 

but also include participatory sensing approaches that rely (sometimes exclusively) 

on human input. A good example of this are smartphones which have suddenly 

enabled billions of individuals to collect geo-tagged sensor measurements and 



The Technical Components of the Smart City 

 69 

media streams about their immediate spaces, such as an image or a sound clip or a 

temperature reading (Durga, Surya, & Daniel, 2018; Srivastava et al., 2012). Not 

only does this form of sensing naturally provide sensor coverage where relevant 

processes are happening, but it also uses the human expertise in operating the 

sensor to gather high-quality measurements (e.g., capturing high-quality images in a 

cluttered space with poor lighting or only recording relevant information as 

opposed to sensors that gather all data). This form of sensing may occur in a variety 

of ways, e.g., through the public posting of images online, the ‘checking-in’ at 

certain locations, or the use of certain data or Wi-Fi-networks.  

As such, the sensor layer should not be seen as an exclusively technological 

component of the smart city but rather as one that also includes a human 

dimension. The diversity and heterogenous make-up of the sensing layer is crucial 

to capture a broad spectrum of data that can in subsequent steps be used to create 

a more complete picture of the situation (Oatley et al., 2015). 

Data from this sensor layer is then delivered to the respective actuators via the 

network layer. This second layer provides the communication infrastructure to 

transport the data but also aggregates data from different sensors (Filipponi et al., 

2010). The network layer also contains the capacity to process collected data and to 

translate it into readable (and actionable) information for the actuators (Filipponi 

et al., 2010; Jalali et al., 2015; Tian, Wang, Zhou, & Peng, 2018). This processing 

may take place in a centralised or decentralised fashion. In case of the latter, 

individual sensor units also possess processing power to manage recorded data (Al-

Anbuky, 2014; Baldoni et al., 2017; Tian et al., 2018). Decentralised units or 

subsystems may have independent sensor-actuator loops but may also feed into the 

larger system of the smart city (Gil-Garcia et al., 2015; Jalali et al., 2015).  

The last layer then contains actuators, i.e. those units that bring about a physical 

change in the environment or provide the required service (in this case fulfil a crime 

prevention or policing function) (Gaur et al., 2015). Such a function could be either 



Chapter Three Security Technologies and Their Functions in Smart Cities 

 70 

purely technological, e.g., turning up street lights, raising an alarm, controlling traffic 

flows, or retractable barriers, they may also call for human involvement such as the 

deployment of a police patrol or security staff (Srivastava, Abdelzaher, & 

Szymanski, 2012).  

The extensive literature search upon which these arguments are based sought to 

give an overview of the variety of functions new security technologies might fulfil. 

Overall, it aims to augment but also challenge the current conceptualisation of 

emergent technologies as crime prevention measures for smart cities. By switching 

the focus to the ‘functions’ of these technologies (i.e., their direct/proximal effects 

on the environment), this chapter seeks to bridge the gap between the bigger picture 

of safe cities and security on one hand and deeply technological solutions on the 

other. Most relevant for the ensuing discussion of smart security interventions are 

the sensor and the actuator layer, which is why they will be highlighted in the 

following. 

Table 4: Examples of components on different layers of smart city infrastructure. 

Sensor Layer1 Network Layer1 Actuator Layer1 

RFID sensor Transmission technologies Retractable barricade 

CCTV camera Processing/computing units Police response 

Facial recognition camera Compression/analysis 

software 

Streetlights 

Microphones … Speakers 

Motion detection 
 

Adaptable signage 

WIFI-access points 
 

UAV swarm 

Crowd-sourcing app 
 

Alarm 

Light sensor 
 

… 

…   

1A single intervention may combine different components from one or multiple layers. 
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3.4. Literature Search 

3.4.1. Search Terms 

Two methods were followed to narrow down the search terms for this review. As 

the term ‘smart city’ is contested and not consistently used throughout the literature, 

this chapter used the results of Cocchia's (2014) study to supplement the search 

strategy. Cocchia found that there is no coherent definition of the word 'smart' and 

that its use (along with other related labels) is often arbitrary, while identifying 

several core terms that are frequently used interchangeably. In addition, scoping 

searches were carried out to find appropriate search terms related to security and 

crime prevention. Though using this first set of terms helped to narrow down the 

output of the search, it also meant that some potentially relevant studies that were 

not framed in terms of ‘smart cities’ may have been excluded. Nonetheless, for 

practical reasons, the decision was made to retain this explicit focus on smart cities. 

Wildcards were used to include variants of words with the same word stem (e.g., 

‘offend*’ would identify terms such as offend, offender and offending). The terms 

‘police’ and ‘policing’ were preferred over the wildcard ‘polic*’ which returned an 

abundance of results related to policy. Thus, two categories of search terms were 

used: 

1. Terms related to ‘smart city’, including ‘future city’, ‘intelligent city’, ‘digital 

city’ 

AND 

2. Terms related to crime prevention, including ‘crim*’, ‘secur*’, ‘offend*’, 

‘police’, ‘policing’, ‘law enforcement’ 

3.4.2.  Inclusion/Exclusion Criteria 

The results were screened against the following pre-set inclusion and exclusion 

criteria: 
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• Only literature from the past ten years was included (2009 - 2018) to ensure 

that interventions were most relevant to today's smart city environments. 

• Only literature that was available in English and German was included for 

practical reasons. 

• Literature that was otherwise unobtainable or that was missing full-text or 

abstract was also excluded. 

• To circumvent the pitfall of publication selection bias, grey literature was 

included in the review (following Mlinarić, Horvat, & Šupak Smolčić, 2017; 

Wilson, 2009) as a review based on a biased collection of studies is likely to 

produce biased conclusions (Rohstein & Hopewell, 2009). However, this 

does not mean that all studies, regardless of quality, were included. Instead, 

grey literature was examined especially carefully as it does not undergo a 

peer review process and as such is more prone to bias (Adams et al., 2016). 

After a first round of sifting with the above-mentioned criteria, the following 

hierarchically layered selection criteria were employed: 

• Articles must have thematic relevance (e.g., articles that mentioned either 

of the search terms as part of an enumeration were not considered, e.g., 

‘smart city technology encompasses advances in transport management, crime 

prevention and other city services). 

• Outputs had to have a focus on technology (e.g., articles should introduce 

or evaluate new technologies). Because smart cities do to a large extent 

depend on the innovation of existing systems, works that suggested 

improvements to currently existing security interventions were also 

included. 

• Outputs should be related to crime prevention or the improvement of 

public safety/security 

• Outputs that focussed on new crime opportunities in smart cities rather 

than crime prevention were excluded. This included literature on 



Literature Search 

 73 

cybercrime opportunities or cybersecurity in smart cities unless they also 

made reference to opportunities to prevent those crimes. 

3.4.3. Search Strategy for Identification of Studies 

Searches were carried out on the following search engines:  

• General databases: Scopus, Web of Science, Proquest, Zetoc 

• Technology specific databases: IEEE Xplore, ACM Digital Library 

• Grey Literature Databases: British Library EThOS; Open Grey did not 

return any results. 

Backward and forward searches were carried out once relevant articles were 

identified. This, however, did not yield any additional results. 

3.4.4. Filtering Stages 

The reference list and sifting process were managed using the EPPI Reviewer 4 

software. After all duplicates and articles that did not meet the basic inclusion and 

exclusion criteria were removed, the title and abstract of the remaining papers were 

scanned against the layered selection criteria. For those studies that were included 

based on title and abstract, the full text was reviewed against the same criteria again 

to ensure that only relevant studies would be included in the final analysis. 

3.4.5. Inter-Rater Reliability (IRR)  

To ensure good inter-rater reliability and to avert personal biases in the selection of 

the studies, the original coding results were verified by four other coders. Each of 

the coders was assigned a random sample of one hundred studies. The sample size 

was selected to ensure that coders became familiar with the criteria (Belur, 

Tompson, Thornton, & Simon, 2018). When the results were compared, there was 

a 94 per cent agreement between the four coders. In the case of most disagreements, 

the ‘correct’ coding (or that which was the final agreed coding) was usually that 

which had been agreed on by a majority of coders. Disagreements that remained 

were discussed in the group and brought to a resolution by elaborating the overall 
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aim of the review. The discussions highlighted a lack of clarity on some aspects of 

the inclusion and exclusion criteria, especially on issues of research design, 

methodology, and type of outcome measure, but also more fundamentally about 

how to screen studies that did not meet the inclusion criteria but might nevertheless 

be relevant. 

Following the suggestion by Feng (2014) to improve accuracy, chance agreement 

was removed from the estimation of reliability by calculating the 𝜅-statistic (see also 

Belur et al., 2018; Viera & Garrett, 2005). With a 𝜅-statistic of 0.81 and above in 

three of the four cases, near perfect agreement between the coders was achieved 

(Landis & Koch, 1977). Only in one case, a 𝜅-statistic of 0.72 was reported, which 

however, still indicated substantial agreement (Landis & Koch, 1977). Overall, the 

inter-rater reliability tests indicated a high agreement between coders and thus 

strengthened the validity of this review. 

3.5. Synthesis Approach 

Though some authors such as Wilson (2009) suggest that the credibility of a 

systematic review depends more on the number of studies used than on the method 

of synthesis, the following paragraphs will still briefly introduce the approach taken 

for grouping and analysing the included studies. 

While the aim of any synthesis is to generate new knowledge grounded in the 

information of the individual research studies, the right methodological path to this 

new knowledge is not set in stone and depends heavily on the individual review 

(Thomas, O'Mara-Eves, Harden, & Newman, 2017a). Since this review spans 

across a variety of academic disciplines and fields, a thematic synthesis approach 

was chosen as the modus of analysis as it is especially suitable for analysing 

multidisciplinary datasets (Thomas et al., 2017a). 

To address the research aims, common themes across the included studies were 

identified and analysed in detail. As a starting point for this process, this review 
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used conceptualisations of traditional security functions for both the sensor layer 

and the actuator layer (Borrion et al., 2014; Ekblom & Hirschfield, 2014) but then 

employed an iterative and flexible approach (Gough, Oliver, & Thomas, 2017). This 

means that while the review builds on a foundation of open questions and some 

secure initial concepts, it is equally thematically grounded in the studies it contains 

(Thomas et al., 2017a).  

The initial concepts used in this review should be seen as a starting point that 

introduces a common language to compare and contrast the identified intervention, 

rather than a rigid theoretical framework. Their sole purpose was to provide a 

common denominator (i.e. the clustering of security technologies by their function) 

for developing new themes from the included studies (Boyatzis, 1998). 

3.6. Initial Concepts 

In the following, this chapter lay out key functions of security interventions both as 

sensors (i.e., for threat detection) and actuators (i.e., for crime prevention). The 

functions on both the sensor and the actuator layer are critical to the creation of 

effective and efficient security systems. Table 5 brings together two 

conceptualisations to form a new set of initial concepts. The table merges the 

functions contributing to threat detection as identified by Borrion et al. (2014) with 

the functions pertaining to crime prevention as identified by Ekblom & Hirschfield 

(Ekblom & Hirschfield, 2014). The network layer was left out because there are no 

distinct frameworks that specify different functions on this layer and because they 

are not uniquely pertaining to crime detection or prevention technologies.  
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Table 5: Security functions on different layers of smart city infrastructure. 

Situation Awareness – Focus on Sensor Layer Intervention – Focus on Actuator Layer (after 

Ekblom & Hirschfield, 2014)  

Detect: e.g., determining the presence of certain 

anomalies, substances, individuals or behaviours 

(Hardmeier, Hofer, & Schwaninger, 2005) 

Defeat: physically block access and movement or 

block/obscure the information that offenders want to 

collect  

Authenticate: e.g., verifying that an individual is a 

member of staff or that they have the right to access 

(after Adey, 2002) 

Disable/Deny: equipment helpful to offenders such 

as bugs or cameras  

Identify: e.g., determining the name of a given chemical 

substance (Federici et al., 2005) 

Direct/Deflect: offenders towards/away from place 

or behaviour  

Locate: e.g., determining the location of individual 

passengers considered as potential threats to the 

infrastructure (Lee, Smeaton, O'Connor, & Murphy, 

2005) 

Deter-known offenders know what the risk of 

exposure is and judge it unacceptable so abandon/ 

abort attempt  

Profile: e.g., classifying passengers who fit the profile of 

an offender for extra security checks (Sweet, 2008) 

Deter-unknown: offenders uncertain what control 

methods they are up against, so again judge risk of 

exposure unacceptable  

Track: e.g., following the movement of certain 

passengers through station premises (McCoy, Bullock, 

& Brennan, 2005) 

Discourage: offenders perceive effort too great, 

reward too little, relative to risk, so abandon/abort 

attempt  

 Demotivate: awakening, of offenders, emotions 

contrary to the mission, e.g., empathy with victims, 

removing excuses, coward image  

 Deceive: offenders act on wrong information and are 

exposed to arrest or intelligence collection, frustrated, 

or mistakenly decide not to select this site as target 

 Disconcert: causing offenders to make an overt 

involuntary movement or otherwise become startled  
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 Detect7: passive, and active exposure to make 

offenders self-expose by instrumental, expressive, or 

involuntary action; by making legitimate presence/ 

behaviour distinctive; and by improving capacity of 

people exercising security role to detect  

 Detain: once offenders are detected, they must be 

caught and held (or credible identifying details obtained 

so they can be traced) 

Inform (i.e. communicate): e.g., raising an alarm or 

calling in armed units in response to a detected threat 

(Kirschenbaum, Mariani, Van Gulijk, Rapaport, & 

Lubasz, 2012) 

Manage: e.g., performing resource allocation, tasking 

and scheduling (Olive, Laube, & Hofer, 2009)8 

 

3.7. Results 

After the first rounds of sifting, 209 documents were included for full-text analysis 

(figure 1). Out of these, thirty-seven papers were not obtainable and a further fifty-

one papers were excluded because their full text did not meet the predefined 

criteria. This left 121 studies to be included in the final synthesis based on full-text 

screening. 

 

7 Note that the function to detect on the actuator layer is distinct from that on the sensor layer. 
Actuators with the function to detect can – similarly to the detain function – be seen as an 
enforcement action with the goal of removing the offender presence, whereas sensors merely seek 
to detect anomalies or illicit action.  
8 While this function may in some cases be considered to refer to the network layer of an 
intervention, this review categorises it as an actuator. This is because managing the interplay of 
different interventions has a much more direct impact on security and crime prevention in a smart 
city context. 
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Figure 4: Search stages and results of the systematic review 

 

Table 6: Results of the systematic literature search by category 

 

New sensors, traditional actuators 43 

Detect and prevent unwanted or criminal behaviour 34 

Identify, authenticate, defeat (potential) offenders 9 

Making old systems smart 57 

Improve/automate processes in order to adjust them to a smart city environment 32 

Manage/Integrate the interplay of different existing security solutions 25 

Entirely new functions: 21 

(Mass) information and crowdsourcing about criminal activity or public disorder 13 

Predict potential threats 8 
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3.8. Analysis 

Before detailing the content of the 121 included studies, it is worth making three 

general observations. Firstly, the search indicated that the literature on new crime 

prevention technologies and smart cities is characterised by a disparity between 

highly technical studies on one hand and conceptual studies on the other. While the 

former group of articles often neglects the bigger picture, the latter focusses on 

conceptual aspects of large smart city systems, usually with no real technological 

foundations. Only a few studies attempt to bridge this gap. Moreover, many works 

that seek to predict the future use of a specific technology become quickly outdated 

due to the fast-paced developments in the field. 

Secondly, as smart cities are extraordinarily complex environments, there are many 

instances where single interventions fulfil multiple functions. This can either be 

multiple sensing or actuator functions or include a mix of both. The latter is 

especially the case for personal security systems such as the portable safety device 

proposed by Mahajan, Reddy, and Rajput (2018). The device comes in the form of 

a bracelet or small wearable item that automatically detects a threat to its wearer or 

can be manually triggered to a range of defensive mechanisms. While some of these 

functions were explicitly mentioned such as the raising of an alarm (inform), others 

were left implicit, such as deterrence effects or the triggering of other actuators that 

the technological solution may or may not have. Furthermore, the review identified 

a wide variety of technologies that do not explicitly carry out security or crime 

prevention functions by themselves, but which build upon and seek to improve 

existing technologies such as CCTV. With, fifty-seven included studies, this field 

makes up almost half of the identified interventions. 

Thirdly, as already outlined in the background section of this chapter, there is no 

clear definition of smart cities or even of smart technologies. The definitional 

vagueness surrounding some of the core concepts of this nexus is clearly reflected 
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in the literature, often leading to less meaningful conclusions and the lack of a 

common basis for discussion. 

Despite these shortcomings of the overall field, three clear themes emerged from 

the technological interventions examined in this review. The first theme concerns 

new security technologies that fulfil clear traditional security functions such as to 

detect and prevent, or to identify, authenticate, and defeat (Section 3.8.1.). The 

second theme includes studies that are focussed on the process of improving and 

automating ‘traditional’ security functions (as outlined above), and those that 

contribute to the management and integration of services to create the bigger 

picture of a smart city (Section 3.8.2.). The last theme this review found is 

concerned with those interventions that fulfil new functions that as such did not 

really exist before, including disseminating mass information and predicting trends 

or events (Section 3.8.3.). Though many of these things may have been technically 

possible before, they lacked technological solutions that made a wide-scale 

deployment possible and feasible. In the following, these three themes will be 

described in more detail with regards to their aim, shortcomings, and implications 

for urban security, planning, and governance as a whole. 

3.8.1. New Sensors, Traditional Actuators 

3.8.1.1.  Detect and Prevent 

The search identified thirty-four interventions (Table 7) that aim to detect 

anomalies, threats, or unwanted behaviour. While some studies analysed human 

behaviour, facial expressions, or lip-movement to identify threats in individual 

people (Anagnostopoulos, 2014; Byun, Nasridinov, & Park, 2014; Rothkrantz, 

2017b; Sajjad et al., 2018), others sought to detect fraudulent behaviour through the 

analysis of big data and crowd movement patterns (Cemgil, Kurutmaz, Cezayirli, 

Bingol, & Sener, 2017; Gupta, Chakraborty, & Mondal, 2017; Liu, Ni, & Krishnan, 

2014; Rocher, Taha, Parra, & Lloret, 2018; Sadgali, Sael, & Benabbou, 2018). Even 

though many of these interventions operated to a large extent the sensor layer of 
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the smart city and relied on already existent actuators, they often did include 

secondary functions. This included automatically informing the police if fraudulent 

or dangerous behaviour was detected (Venkatesan, Jawahar, Varsha, & Roshne, 

2017), and actuators aimed at de-escalating situations through environmental 

modification such as changes in light, sound, or smell (Al-Anbuky, 2014; 

Schuilenburg & Peeters, 2018). Secondary functions were also included in the four 

interventions with the aim to track the movement of persons, vehicles, or UAVs, 

which in case a threat was detected, could independently contain it (Anees & 

Kumar, 2017; Brust et al., 2017; Reddy, Loke, Jani, & Dabre, 2018b; Saravanakumar 

et al., 2017) (Table 7). 
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Table 7: Interventions with the primary function to detect 
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Table 8: Interventions with the primary function to track and containment function 
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Technologies for the detection of threats through the collection and use of large 

amounts of data and technological measures to prevent crime long existed and are 

in widespread use today (e.g., CCTV). The automatic and local containment of 

unwanted behaviour or dangerous situations without the involvement of the 

broader security infrastructure (e.g., police services) or in some cases any human 

input is, however, new. Interventions that fall into this category often bring sensor 

and actuator layer closer together by creating a single intervention or by changing 

or adding new actuators to the equation. This does not only have an impact on 

crime prevention but also on urban planning and governance processes as a whole. 

Self-contained interventions pose fundamentally different requirements to urban 

planning and governance than those that require external actuators such as police 

interventions. An example of this are audio sensors that, if commotion is 

recognised, turn up the streetlights rather than triggering more traditional actuators 

like a police response (Al-Anbuky, 2014; de Kort et al., 2014). Because these 

interventions rely on the interplay of different smart city components to alert 

authorities, self-contained security interventions rely on the broad deployment of 

smart infrastructure across other realms such as lighting and the far-reaching 

deployment of more elaborate sensors and actuators (de Kort et al., 2014). This is 

also emblematic of the difficulties inherent in the retrofitting of existing cities with 

smart technologies brings about. Because smart interventions rely so heavily on 

each other and because a broad deployment across various realms opens up a 

variety of possibilities, it is inefficient to ‘divide and conquer’, i.e. to modernise 

sector after sector (Rathore et al., 2016; Zygiaris, 2013). Since the usefulness of self-

contained interventions is highly dependent on a holistic approach, it poses 

significant challenges to current processes of urban governance and especially 

modernisation efforts. Thus, interventions that are made up of not only sensor 

technology but also of actuators that automatically contain a threat can potentially 

have a great effect on urban security as a whole. 
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In addition to these more practical requirements, crowdsensing and big data 

analytics promise some degree of privacy for individuals, whereas facial or motion 

recognition technologies rely on singling out persons from the larger group (Balla 

& Jadhao, 2018; Braun, Fung, Iqbal, & Shah, 2018). As such, the studies examined 

show that interventions that rely on motion or facial expression recognition are 

especially controversial in terms of privacy, bringing many new ethical 

considerations and requirements into the planning process for urban security 

(Marx, 1998; Parra & Lopez, 2017). These considerations are not only important to 

ensure an inclusive and rigorous data-protection regime in smart surveillance 

environments, but they also have operational significance for the planning, 

deployment, and often functioning of these security measures (Patton, 2000). 

3.8.1.2.  Identify, Authenticate, Defeat 

These initial findings tie in with the five included studies (Table 9) that aimed to 

authenticate individuals or vehicles attempting to access a restricted area (be it a 

private property or a congestion zone in a city). Operationally, this was done either 

through Near Field Communication (NFC) (Castella-Roca, Mut-Puigserver, 

Payeras-Capella, Viejo, & Angles-Tafalla, 2017) or through camera surveillance 

systems relying on automated license plate recognition (Balla & Jadhao, 2018; 

Boukerche, Siddiqui, & Mammeri, 2017; Hadjkacem, Ayedi, Abid, & Snoussi, 2017; 

Rothkrantz, 2017a). While the latter to some extent often constituted an 

improvement or automation of an existing system, the interventions were 

considered distinct because they are independent systems for access control that 

could also be implemented without any prior interventions in place. As such, the 

systems posed a significantly lesser challenge to urban security planning than those 

mentioned in the previous section.  
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Table 9: Interventions with the primary function to authenticate 
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The effectiveness of these measures relies to a large extent on the use of physical 

barriers to ‘defeat’ intruders or the threat of repercussions if they are caught 

violating access rules (e.g., fines). Access control measures have, however, especially 

in a smart city far more use than the explicitly mentioned actuators might suggest. 

Holistic smart city architectures could for example not only prevent vehicles from 

entering a controlled zone but could also track movement patterns and impose 

automatic fines (Barba, Mateos, Soto, Mezher, & Igartua, 2012). This would 

alleviate the need for controlling access to congestion or environmental protection 

zones in city centres by the police and thus save resources in the long run. The 

deployment of such smart access control measures could additionally help the 

expansion of ‘greener’ transportation and as such would positively impact other 

realms of smart city development in the future (Barba et al., 2012). 

In addition to these static access control measures, Sajjad et al. (2017) introduce a 

cloud-assisted face recognition framework. They propose the use of nano-devices 

for a concealed and secure face recognition system. Wearing a small-sized portable 

wireless camera and a small processing unit for face detection and recognition on 

officer’s uniforms would allow for the identification of anyone police interact with, 

without the need for manual identification. While this is only an example, it is 

symbolic for a move to supplement current static CCTV systems through mobile 

components. Whether this includes body worn cameras, cars, or drones, it has the 

potential to severely change the way we think about urban surveillance. This has 

some clear benefits such as the ability for cameras to follow crime and to surpass 

issues of re-identification between cameras if suspects are on the move (Zhang & 

Yu, 2018). 

Nevertheless, these benefits come at a cost. While most of the systems proposed in 

the literature are often minimally intrusive and offer maximum amounts of privacy 

(Castella-Roca et al., 2017), the use of wearable facial recognition devices, as 

proposed by Sajjad et al. (2017) should be seen as problematic. Though the system 
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may offer some use to the police, the potential downsides of its deployment are 

grave. It would for example mean that police officers could not be approached 

without citizens being subject to facial recognition, which in turn may dissuade 

many from approaching the police. This has important implications for citizens in 

their relations and contacts with police actors. This intervention in particular shows 

that privacy and data protection concerns are not only important on a legal level 

but also raise the question to what extent an intervention like this can have negative 

consequences for existing measures and in how far it can be reconciled with the 

citizen focus of the smart city concept (Braun et al., 2018). 

3.8.1.3.  Section Summary 

Overall, this study has identified a substantial body of literature concerned with 

using new sensors to detect criminal behaviour and identify individual perpetrators, 

often relying on already existing actuators for deterrence and crime prevention. 

Many of the identified interventions could transform urban security and the vision 

of a safe city. They reinforce the idea that in a smart city, many new security 

interventions rely on the broad deployment of smart technologies across different 

realms of the urban environment. Because security interventions no longer only rely 

on input from the police or their own sensors but can draw from a broad array of 

data sources, they become significantly more all-encompassing and holistic. Security 

measures no longer rely solely on the policy or a far-reaching security apparatus in 

a city but their effectiveness also relies on smart technologies in other realms such 

as street lighting or traffic management (Vitalij, Robnik, & Alexey, 2012). A lack of 

smartification in one realm can thus have impacts on the effectiveness of 

interventions in all other realms, first and foremost security interventions. This has 

great implications for the planning process of smart cities and their security 

infrastructure itself and shows that future security infrastructures are not separate 

systems but both reliant on and a prerequisite for the deployment of smart systems 

across other realms of city services. 
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This, however, does not mean that new interventions are uncontroversial. Privacy 

and data protection issues are at the forefront of concerns that may arise with their 

deployment and that need to be addressed in the planning and deployment of safe 

city concepts (Braun et al., 2018). As such, the interventions clustered in this theme 

offer great potential, but also require a thorough and far-reaching rethinking of the 

planning process itself because systems become significantly more interconnected 

and the effectiveness of single components dependent on the broader infrastructure 

(Mishra & Kumar, 2013). 

3.8.2. Making Old Systems Smart 

3.8.2.1.  Improve/Automate 

While many of the previously introduced measures sought to introduce entirely new 

systems, this is often neither necessary nor feasible. Instead, old systems that 

function well and are already in place can be improved and processes automated in 

order to adjust them to a smart city environment. This review identified thirty-two 

studies that address this issue (Table 10).  
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Table 10: Interventions with the primary function to improve or automate 
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The key premise of these studies is that current surveillance systems need 

improvements to be useful in the future. The scalability and cost-effectiveness of 

current systems depends largely on these improvements as increased amounts of 

data and the need for faster processing, drive demand for innovation (Valentín et 

al., 2017). The most prominent example of this are many video surveillance 

platforms in use today, which are presented with severe problems of efficiency and 

scalability when the numbers of data flow senders and receivers increase (Baldoni 

et al., 2017).  

In addition, the scalability of modern surveillance systems is often limited by the 

human factor in a variety of ways, driving the demand for automation (e.g., human 

operators can watch ten cameras, but will not be able to monitor 10 000 deployed 

sensors).9 Many studies that sought to automate processes that currently require 

manual input, focus on human re-identification in multi-camera surveillance 

networks (Hadjkacem et al., 2017; Zhang et al., 2017b; Zheng, Sheng, Zhang, 

Zhang, & Xiong, 2015) or even introduce a wholistic automated system architecture 

that do entirely without human operators (Valentín et al., 2017). The latter, in 

particular, is needed to realise the complex system that is a smart city because it 

does not tackle the issue on merely one layer but improves sensors, processing, and 

actuators alike. These developments are also problematic when examining current 

planning processes for security infrastructure. In many instances, there is a disparity 

between private developments and security agencies. And even where security and 

crime prevention are considered as factors, developments are often planned with 

already or soon-to-be outdated systems (Morton, Horne, Dalton, & Thompson, 

2012; Sandborn, 2007).  

 

9 While human-technology interaction is clearly more complex than this, the chapter emphasises the 
point that many systems are limited in functionality and scalability by the human factor rather than 
technological elements. This is not to circumvent valuable debates on the social environments 
needed for such technologies but rather to highlight the functional limitations introduced by human 
involvement. 
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Due to steadily improving camera and sensor technology and their large-scale 

deployment, data streams are exploding in urban surveillance. This impacts the 

scalability of current systems massively as they ‘outgrow’ the current infrastructure 

(Brayne, 2017). These issues of scalability of older systems are tackled by 

interventions on the processing layer of the smart city, aimed at making the 

transmission, storage, and processing of data cheaper, easier, and faster (Memos, 

Psannis, Ishibashi, Kim, & Gupta, 2018; Saba, 2017; Singh, Majumdar, & Rajan, 

2017; Thomas, Gupta, & Subramanian, 2017b; Zhou, Saha, & Rangarajan, 2015). 

While in this case, the processing layer plays a significant role as the key variable 

limiting the growth and the flexibility of the systems, it is also sensors and actuators 

where innovation has a relevant impact on crime prevention in the future.  

Future systems aim to analyse data in real-time using AI to allow for a quicker 

response in case of danger (Reddy et al., 2018b; Zhang, Chowdhery, Bahl, Jamieson, 

& Banerjee, 2015). Because in many cases not enough historical data exists to train 

AI, or because the data has gaps that could affect the machine learning, some 

studies introduce approaches to generate dummy data that can be used for training 

(Peixoto et al., 2018; Sormani et al., 2016). Such approaches are especially 

noteworthy because they do not only address shortcomings of current crime 

prevention technologies but rather provide practical solutions to aid the 

deployment of other interventions. 

Similarly, studies such as those of Ma et al. (2018) and Jun, Chang, Jeong, and Lee 

(2017) highlight the need for improving not only existing software and hardware 

but also the methods and procedures by which the deployment of technologies is 

determined. Ma et al. (2018) discuss new metrics for the sensible deployment of 

surveillance cameras but the essence of their research is transferable to many other 

contexts; if the urban landscape changes significantly, parameters for the allocation 

of security technologies will also change. Unless this is considered along the way, 
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the planning of urban security runs danger of missing crucial developments and 

ultimately failing in the future.  

In terms of urban security as a whole and implications for its planning, interventions 

that seek to improve and automate current security measures fulfil one of the most 

important functions. This is because in practice, only in few cases smart cities are 

built from the ground up. Thus, when speaking about building smart cities, we often 

mean the retrofitting and improvement of existing systems with smart technologies 

(Habibzadeh, Soyata, Kantarci, Boukerche, & Kaptan, 2018). As such it is crucial 

that we approach the smartification of cities holistically while maintaining an eye 

for existing infrastructures as the basis for these developments.  

3.8.2.2.  Manage/Integrate 

A truly safe (smart) city is defined by increased integration of different systems and 

the boundary-less coordination of measures across all fields. This review identified 

twenty-five interventions that sought to integrate or to manage the interplay of 

different existing security solutions in urban environments (Table 11). The scope 

and focus of these interventions differed greatly, reaching from single-layer 

solutions tackling the complex interplay of different sensors (Camboim, Neto, 

Rodrigues, & Zhao, 2017; Chen, Xu, & Guo, 2013) to holistic integrated framework 

architectures that work to connect sensors and actuators across the city (Bartoli, 

Fantacci, Gei, Marabissi, & Micciullo, 2015; Dbouk, Mcheick, & Sbeity, 2014; 

Fernández et al., 2013; Khan, Azmi, Ansari, & Dhalvelkar, 2018; Liu et al., 2017b; 

Vitalij et al., 2012). The aim of the interventions is in many cases the more efficient 

use of resources (Al-Muaythir & Hossain, 2016; Hochstetler, Hochstetler, & Fu, 

2016) but also the improvement of services through management and integration 

of different measures (Kunst, Avila, Pignaton, Bampi, & Rochol, 2018).  
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Table 11: Interventions with the primary function to manage or integrate 
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While it may at first seem as if the interventions collected in this category are not 

as relevant to security because they do not directly introduce new sensors or 

actuators (i.e., do not execute crime prevention tasks as such), they, in fact, take a 

central role in the security aspect of safe cities. This is especially relevant for safety 

and crime prevention planning and urban governance because larger quantities of 

information are transported and processed faster than before. This means not only 

that policies and decisions can rely on a more larger evidence base but also that 

decision making processes may need to change. 

The integration of different security measures and their improved management 

through the deployment of connected systems is a prerequisite for the smart city 

(Ralko & Kumar, 2016). And because urban trends are heading in this direction, it 

is imperative that planners embrace the opportunities that come with it in all 

administrative procedures and planning processes to maintain the ability to solve 

urban problems in the future. 

3.8.2.3.  Section Summary 

Overall, many of the interventions clustered in this theme aim to enable smart city 

developments through the increased improvement and integration of city service 

infrastructure and its technological components. Despite this clear aim, the 

approaches taken in the literature differ substantially. While some studies approach 

smart city efforts on a micro-level (i.e., single layer), others propose holistic systems 

for the management of different services from sensors and processing units to 

actuators. This variety of approaches highlights the fact that smart city security 

infrastructure depends on integration on all levels, between and within the different 

parts of the surveillance and security apparatus (Hall et al., 2000). 

This category of interventions is also crucial because it is most likely to be realised 

in practice. Only rarely are smart cities built from the ground up, and a more realistic 

path is the gradual improvement of existing systems (Mishra & Kumar, 2013). In 

this context, it is important to remember that smart security measures and the 
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concept of the safe city are not born from the overwhelming failure of existing 

interventions but rather from the wish to improve existing efforts and to make them 

more efficient and manageable in the future (Truntsevsky et al., 2018). As such, the 

interventions mentioned in this theme are not only practically appropriate, but they 

are also closest to the reality of financial and resource constraints in cities today. 

Given this it is surprising that only few studies (Al-Muaythir & Hossain, 2016; 

Hochstetler et al., 2016; Jun et al., 2017; Pereira et al., 2018) consider the economic 

implications or the financial efficiency of their interventions as a relevant factor in 

their deployment and evaluation. Despite the fact that efficiency and effectiveness 

are crucial factors in a smart city environment, this chapter found many studies 

discussing operational efficiency in terms that were far from today’s urban realities. 

3.8.3. Entirely New Functions 

3.8.3.1. (Mass) Information and Crowdsourcing 

While the original framework suggested an 'inform'-function limited to sounding 

alarm or alerting security services, this chapter suggests that this definition should 

be revised. In total, this chapter reviewed 13 studies that aimed to inform (i.e., 

communicate information about a specific situation) (Table 12). Only three of the 

interventions, however, functioned to automatically trigger actuators like alarming 

security services of a crime (Liu, Warade, Pai, & Gupta, 2017a; Mahajan et al., 2018; 

Nasui, Cernian, & Sgarciu, 2014). The other interventions were either user focussed 

on providing information about crime and crime prevention to the population 

(Ballesteros, Rahman, Carbunar, & Rishe, 2012; Kagawa, Saiki, & Nakamura, 2017; 

Mata et al., 2016; Peng, Xiao, Yao, Guan, & Yang, 2017; Truntsevsky et al., 2018) 

or fulfilled a hybrid role. To distinguish these two different groups, this chapter will 

refer to the latter as 'mass information', while the former will be labelled as 

interventions with the aim to 'inform'. All of the studies are listed in Table 12 below. 
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Table 12: Interventions with the primary function to crowdsource or provide information  
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Despite their different foci, both types of intervention increasingly involve the use 

of mobile applications to crowdsource information about criminal activity or public 

disorder. While some of these applications create a knowledge base that in turn 

aims to inform users (Carreño, Gutierrez, Ochoa, & Fortino, 2015; Ferreira, 

Visintin, Okamoto, & Pu, 2017; Moreira, Cacho, Lopes, & Cavalcante, 2017), other 

applications, such as the online platform developed by Arauz, Moreno, Nancalres, 

Pérez, and Larios (2017), seek to tackle specific problems such as corruption by 

allowing users to report criminal activity directly to the authorities. 

When assessing the effect these interventions have on the larger picture of urban 

security, it is important to distinguish between their different functions. While on 

one hand, mobile applications may be useful for mass information, i.e., to reach a 

large part of the population and to create broad awareness about crime and crime 

prevention, they also have downsides.  

The most obvious issue of mobile applications is that their functionality and their 

ability to crowdsource information relies heavily on an active user base — without 

a crowd, no crowdsourcing. Even (or especially) if they are actively used, however, 

user-centric applications are open to misuse (Yang, Zhang, Ren, & Shen, 2015). 

Malicious actors may report false crimes to purposefully waste police resources or 

to put someone else in the crosshairs of security services. Another concern is that 

criminals could use apps just like the genuine user but to determine where victims 

might move to in order to avoid crime (Monahan & Mokos, 2013). 

As discussed above, smart security technologies are aimed at making public services 

more efficient and effective and ultimately freeing up resources. This, however, is a 

double-edged sword, as 'inform'-functions make especially clear. While 

crowdsourcing information about crime with the goal of increased reporting of a 

certain type of crime can be considered an innovation on the sensor layer and may 

be desirable, it may in other cases put an unnecessary strain on already tight 

resources and overwhelm existing actuators. For example, an increased report rate 
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for domestic abuse may very well save lives, but an app that floods police with 

hundreds of reports of anti-social behaviour or noise complaints may in the end 

take up disproportional amounts of resources (Elliott-Davies, Donnelly, Boag-

Munroe, & Van Mechelen, 2016). While interventions might be able to create a 

large network of 'eyes on the street' (Cozens & Davies, 2013; Hillier & Cozens, 

2012), they may also create a flood of information that could overwhelm many 

public institutions. 

Nonetheless, these interventions do offer some potential benefits. Especially crowd 

sourcing and mass information platforms can bring citizens and governments closer 

together (Kim & Lee, 2012). Apart from streamlining city services, e-participation 

can allow citizens to interact more directly with the administration of the place they 

live. This in turn can help to include public opinion in planning processes and 

democratise the design and management of urban spaces (Macintosh, 2004). 

Taking all of the above into account, it is difficult to assess the usefulness and 

impact of these interventions as a whole. While elaborate measures of harm and 

police demand may give some indication of the usefulness of these interventions in 

terms of crime prevention, they largely ignore the overall usefulness across other 

realms (Greenfield & Paoli, 2013; Ratcliffe, 2015).  

3.8.3.2.  Predict 

Predictive policing is in itself nothing new and has in the past grown to become one 

of the most well-researched realms in the field of policing. More recently, however, 

the wide-scale use of predictive policing has also come under intense scrutiny from 

both academics and practitioners (Brantingham, Valasik, & Mohler, 2018; Degeling 

& Berendt, 2017). Whether new technologies can revolutionise current approaches 

enough to make it a viable tool for policing without compromising privacy and data 

protection too much remains to be seen. This study has identified eight 

interventions that sought to provide security services with some form of predictive 

capabilities (Table 13).   
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Table 13: Interventions with some form of predictive capabilities 
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The extent and scope of these capabilities varied, however, greatly between the 

different interventions and reached from more traditional uses of historical crime 

data (Catlett, Cesario, Talia, & Vinci, 2018; Garg, Malik, & Raj, 2018; Noor et al., 

2013) to the detection of psychopathy and potentially dangerous behaviour through 

CCTV and agent-based simulation through friendship networks on social media 

platforms (Oatley et al., 2015). What is new about many of these interventions is 

that their predictive capabilities include the real-time analysis of data as well as 

mechanisms for subsequent resource allocation, i.e., actuators. This separates them 

from current predictive policing tools which have been criticised for not being more 

accurate than an experienced police officer. 

In addition, the growing importance of the online realm is reflected in a growing 

number of approaches. The model introduced by Oatley et al. (2015) emphasises 

that many people no longer express themselves actively in urban spaces but rather 

online, and that surveillance systems scanning crowds for suspicious behaviour only 

see half the picture (Oatley et al., 2015). This not only adds social media as a new 

dimension of urban surveillance, but it also forces a fundamental change in how we 

think about and plan for urban security.  

3.8.3.3.  Section Summary 

This section has introduced various interventions with functions that are not, or 

only to some extent, currently in use in policing and crime prevention. As such, 

they do not correspond to traditional functions of security interventions. While 

many of these interventions certainly offer great potential for transforming safe city 

designs and urban security landscapes, it is hard to evaluate the extent to which they 

will impact urban security as a whole due to the fast-paced nature of technological 

development. In addition, a lack of deployment cases and evaluative studies makes 

it impossible to predict what side-effects they may have (Siregar, Syahputra, Putra, 

& Wicaksono, 2018). 
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3.9. Chapter Summary 

Our review introduced three categories of security interventions in smart cities. 

While some of the examined interventions did correspond to the traditional 

functions of security interventions both as sensors and actuators, this chapter 

proposed a new classification for smart security interventions based on their 

functions. 

Our classification distinguishes between three main categories, each with two sub-

categories. The first category focussed on those interventions that combined new 

sensors with traditional actuators. This included interventions to detect and prevent 

unwanted criminal behaviour, and those aimed at identifying, authenticating, and 

defeating offenders. The second category included those interventions that sought 

to make old systems smart by either improving/automating processes or by 

managing and integrating the interplay between existing security solutions. The 

third category entailed those interventions that introduced entirely new functions 

such as (mass) information and crowdsourcing as well as threat or crime prediction. 

While this classification can help to group and compare interventions, they can also 

be useful to explore the distinct set of opportunities and challenges that they bring 

about. The proposed classification highlights that not all systems need to be 

fundamentally new to become smart and that building on existing infrastructure is 

crucial for a successful smartification. In addition, the analysis presented in this 

chapter emphasises that the implications of the deployment of new security 

technologies in urban spaces are far-reaching with regards to urban planning and 

governance. Throughout, this chapter demonstrates that future security 

infrastructures are not separate systems but reliant on and a prerequisite for the 

deployment of smart systems across other realms of city services. Especially the 

latter is important to consider for future smart city planning. Instead of treating 

security and crime prevention as the cherry on top of any smart city development, 

urban planners should consider it as a foundation. Not only do safety and security 
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significantly impact if and how citizens interact with urban spaces but as shown in 

the discussion above, there are a variety of tools that can be used for citizen 

engagement across different realms of city services. 

Overall, it is important to remember that smart security measures and the concept 

of the safe city are not born from the overwhelming failure of existing interventions 

but rather from the wish to improve existing efforts and to make them more 

efficient and manageable in the future. As such, they should be seen as a part of a 

larger holistic system that offers opportunities across all realms of city 

administration.  

These opportunities do come, however, at a cost. The far-reaching deployment of 

smart technologies brings about new ethical considerations as well as implications 

for the planning process itself. Questions of data ownership and privacy rights grow 

in importance and need to be reflected in contemporary planning processes. This 

chapter highlighted the importance of discussing these issues and criticised the lack 

of attention they have received in the smart city debate.  

The question remains whether the use of such technologies will undermine 

individual privacy needs in the long run. Some authors stipulate that “surveillance 

technologies are a key component of smart and networked cities preventing or 

detecting crime and giving the residents a sense of safety” (van Heek et al., 2016), 

while others such as Oatley et al. (2015) go as far as to describe CCTV networks as 

the fifth utility in smart cities. Yet while many innovations might create more 

efficient city services or effectively reduce crime, they might at the same time make 

people feel less secure because they have a sense that ‘Big Brother’ is watching. 

Particularly in authoritarian (or at least not fully democratic) regimes, the 

deployment of these new security measures can exponentially increase state power 

and control over its citizens. There is thus significant tension, as yet unresolved, 

between issues connected with these new technologies, especially with regards to 
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privacy and data protection, and the importance of urban surveillance and security 

infrastructure for providing safety and security in the 21st century city. 

Agha, Ranjan, and Gan (2017); Ahir, Kapadia, Chauhan, and Sanghavi (2018); Al-Anbuky (2014); Anagnostopoulos (2014); Baba, Pescaru, Gui, and Jian (2016); Baldoni et al. (2017); Bellini, Cenni, Nesi, and Paoli (2017); Borges et al. (2017); Bourmpos et al. (2014); Byun et al. (2014); Calavia, Baladrón, Aguiar, Carro, and Sánchez-Esguevillas (2012); Cemgil et al. (2017); Chackravarthy, Schmitt, and Yang (2018); Cho (2012); Cubik et al. (2017); Datta and Sarkar (2017); de Diego et al. (2018); Durga, Surya, and Daniel (2018); Eigenraam and Rothkrantz (2016); Ertugrul, Kocaman, and Sahingoz (2018); García, Meana-Llorián, G-Bustelo, Lovelle, and Garcia-Fernandez (2017); Giyenko and Im Cho (2016); Gupta et al. (2017); Hu and Ni (2018); Liu et al. (2014); Manasa (2016); Rocher et al. (2018); Rothkrantz (2017a); Sadgali et al. (2018); Sajjad et al. (2018); Schuilenburg and Peeters (2018); Venkatesan et al. (2017); Welsh and Roy (2017) Anees and Kumar (2017); Balla and Jadhao 

(2018); Boukerche et al. (2017); Brust et al. (2017); Castella-Roca et al. (2017); García, Valentín, Serrano, Palacios-Alonso, and Sucar (2017); Hadjkacem et al. (2017); Huang and Chu (2017); Mehboob et al. (2017); Oza and Gohil (2016); Reddy et al. (2018b); Rothkrantz (2017b); Saba (2017); Sajjad et al. (2017); Salmerón-García et al. (2017); Saravanakumar et al. (2017); Shi, Ming, Fan, and Tian (2017); Singh et al. (2018); Sormani et al. (2016); Sudha (2015); Tan and Chen (2014); Thomas et al. (2017b); Tian et al. (2018); Valentín et al. (2017); Wang, Pan, and Esposito (2017); Xiong et al. (2017); Xu, Mei, Liu, Hu, and Chen (2016); Zhang et al. (2017a); Zhang et al. (2015); Zheng et al. (2015); Zhou et al. (2015); Zingoni, Diani, and Corsini (2017) Al-Muaythir and Hossain (2016); Al-Shami, Zekri, El-Zaart, and Zantout (2017); Araujo, Cacho, Thome, Medeiros, and Borges (2017); Arauz et al. (2017); Ballesteros et al. (2012); Bartoli et al. (2015); Bonatsos, Middleton, Melas, and Sabeur 

(2013); Camboim et al. (2017); Carreño et al. (2015); Castelli et al. (2017); Catlett et al. (2018); Chen et al. (2016); Chen et al. (2013); Dbouk et al. (2014); Dey, Chakraborty, Naskar, and Misra (2012); Duan, Lou, Wang, Gao, and Rui (2018); Fernández et al. (2013); Ferreira et al. (2017); Garg et al. (2018); Hartama et al. (2017); Hochstetler et al. (2016); Hosseini, Salehi, and Gottumukkala (2017); Isafiade and Bagula (2017); Jun et al. (2017); Kagawa et al. (2017); Kagawa, Saiki, and Nakamura (2018); Khan et al. (2018); Khorov, Gushchin, and Safonov (2015); Kumar, Datta, Singh, and Sangaiah (2018); Kunst et al. (2018); Lei et al. (2016); Liu et al. (2017a); Liu and Lin (2017); Liu et al. (2017b); Lohokare, Dani, Sontakke, Apte, and Sahni (2017); Ma et al. (2018); Mahajan et al. (2018); Mata et al. (2016); Memos et al. (2018); Miraftabzadeh, Rad, Choo, and Jamshidi (2018); Moreira et al. (2017); Nasui et al. (2014); Noor et al. (2013); Oatley et al. (2015); Patel, Wala, Shahu, and Lopes 

(2018); Peixoto et al. (2018); Peng et al. (2017); Pereira et al. (2018); Pribadi, Kumiawan, Hariadi, and Nugroho (2017); Rametta, Baldoni, Lombardo, Micalizzi, and Vassallo (2017); Ramírez, Barragán, García-Torales, and Larios (2016); Truntsevsky et al. (2018); Vitalij et al. (2012); Wu et al. (2017); Zhang and Yu (2018) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



 

 112 

Chapter Four 

4.Innovation in Practice: Interviews with 

Practitioners 

4.1. Chapter Overview 

This chapter examines what challenges practitioners face in the procurement, 

deployment, and use of crime prevention and detection technologies. The issue is 

explored through twenty expert interviews conducted with practitioners in London 

between August 2019 and March 2020. This study expands previous more 

theoretical literature on the topic by adding a practical perspective and advances the 

understanding of issues faced in innovation processes and their management.  

The study identifies variety of issues and challenges to technological innovation for 

policing. These include the deployment of new systems at the cost of old ones, lack 

of financial and political support, issues in public-private partnerships, and public 

acceptability. While individual practitioners may have the expertise and willingness 

to unleash the full potential of surveillance and crime reduction technologies, they 

are usually restrained by institutional rules or, in some cases, inefficiencies. In terms 

of the latter, this study especially highlights the negative impact of a lack of technical 

interoperability of different systems, missing inter- and intra-agency 

communication, and unclear guidelines and procedures.  

The results presented in this chapter have also been published in form of the 

following journal article: 

• Laufs, J., & Borrion, H. (2021). Technological innovation in policing and 

crime prevention: Practitioner perspectives from London. International 

Journal of Police Science & Management. 

DOI: https://doi.org/10.1177/14613557211064053 
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4.2. Introduction 

Technology has become prevalent in most areas of society and, in a struggle to keep 

up with recent advances, public agencies are forced to innovate at an ever-increasing 

rate. The use of technology has, however, been an important part of police work, 

and technological innovation has gone hand in hand with the evolution of police 

practice (Borrion, 2018). Improving effectiveness and efficiency to keep up with 

growing demand while remaining within tight budgetary constraints is a core driver 

of this symbiotic relationship (Chan, 2001; Laufs et al., 2020b). Moreover, the 

‘entrepreneurial revolution’ has increasingly left many organisations involved in 

policing internally scrutinised by management systems and internal audits and 

externally under the eye of ‘watchdogs’, public complaints systems and central 

auditors. Chan (2001) goes as far as to suggest that ‘technology has redefined the 

value of communicative and technical resources, institutionalised accountability 

through built-in formats and procedures of reporting and restructured the daily 

routines of operational policing’. The effect of technological innovation on 

organisations can vary depending on the nature and the design of the technology 

and the way in which change is managed. The impact of information technologies 

is considered to be especially substantial, as officers increasingly cannot complete 

their tasks without them (Chan, 2001). Smart cities could radically change how 

police operate, similar to the impact of successfully implemented predictive policing 

technologies (Sandhu & Fussey, 2021). With additional challenges brought on by 

the COVID-19 pandemic, the overall dependence of police on technological 

innovation to improve their operations increased manifold (Azoulay & Jones, 2020; 

Laufs & Waseem, 2020). 

Today many police forces are more ‘tech-savvy’ than ever before (National Police 

Chief's Council, 2016). In recent years, there has been an empirical turn in policing 

driving the increased use of advanced technologies to document, inform, and assess 

police decision making (Sandhu & Fussey, 2021). The aim of technologically 
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enhanced police work is to make analysis and decision-making more objective and 

to avoid human subjectivity and bias (Bachner, 2013; Bennett Moses & Chan, 2018; 

Karppi, 2018; Perry, 2013).  

With industry standing ready to satisfy this appetite with crime analysis software, 

drones, and body-worn cameras, amongst others, there is an increased use of 

technological products (Higgins, 2016; McQuade, 2006; Rogers & Scally, 2018). 

This development is not hard to understand since both crime and policing co-

evolve with technology in what Ekblom (1999, 2005) has called an ‘arms race’.  

Because this is such an important issue for the future of policing and crime 

prevention, it is not surprising to see public and academic discussions on this topic. 

However, these are generally dominated by a focus on theoretical and philosophical 

aspects of technological innovation in the field. With the overwhelming focus on 

the implications for the wider society, there is limited research approaching the 

topic from practitioners’ perspectives and discussing the impact on those who 

actually use those technologies. This is echoed by Sandhu and Fussey (2021) who 

find that practitioners’ perspectives are often under researched, especially in the 

field of predictive technologies. Overall, there is a lack of insight into the 

experiences of the users of smart SOSTs, including the operators, who might take 

drastically different roles in smart systems. This study helps fill this gap by 

addressing the under researched area of what knowledge surveillance operators and 

police officers have about new SOSTs and how procurement and deployment 

processes work.  

In doing so, it specifically focusses on the use of so-called SOSTs, which refers to 

all technological solutions aimed at detecting or preventing crime by gathering data 

and monitoring citizens (Pavone & Esposti, 2012). While not all new security 

technologies are surveillance-oriented, the term is still useful as a large proportion 

of technologies for crime prevention and detection include, or rely on, some form 

of monitoring or sensing component (see Chapter 3). The most commonly known 
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form of a SOST is arguably closed-circuit television (CCTV) which is implemented 

widely across London and the UK (Dixon, Levine, & McAuley, 2004). As such, 

innovation and deployment of new CCTV systems and the improvement of existing 

(and possibly more intrusive systems) are a key focus of this research. In addition, 

other technological solutions (both software and hardware) are considered that may 

support police in overcoming operational challenges in their day-to-day activities. 

Here, however, a special focus is placed on smart devices and those aimed at 

automating tasks. 

Similar to many other police forces in the UK and around the world, police and 

crime prevention services in London have faced austerity and budget cuts over the 

past decade with severe detrimental effects across almost all areas of activity 

(Brown, 2020; Greig-Midlane, 2019). 

At the same time, London is at the forefront of digital transformation and 

modernisation and on the path of becoming a ‘smart city’. Briefly defined, this term 

means any city that uses new information and communication technologies to 

improve the wellbeing of its citizens and make services more resource-efficient 

(Elmaghraby & Losavio, 2014). This also includes improvements to citizens safety 

and security and, as such, by default, police and surveillance in the city (see Chapter 

3). The ‘smartification’ of the city infrastructure and the rapid deployment of new 

technologies means that practitioners are confronted with new solutions but also 

new problems on a daily basis. A large part of this process are the aforementioned 

SOSTs and the deployment of technological solutions to tackle resource 

insufficiencies. 

To explore the practitioner perspectives and the practical issues encountered in the 

procurement and deployment of new SOSTs, a series of expert interviews were 

conducted with 20 London-based senior crime reduction practitioners. Their views 

were elicited about the utility of smart and emerging digital technologies for crime 

prevention and detection and specifically SOSTs. Further questions probed the 
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challenges that are most likely to impede effective procurement and operation. 

Specifically focused on a group of stakeholders underrepresented in the literature 

(Liu, Lu, & Niu, 2018), this study offers a glimpse into practitioners’ perception of 

smart infrastructures. The findings contribute to a richer picture of SOSTs in smart 

cities and their future use and inform the ongoing debates on their likely risks and 

benefits.  

In the following, this chapter discusses why technological innovation is necessary 

and how the debate on policing and surveillance is often one-sided. Then it lays out 

the methodological foundations before identifying and discussing the themes 

emerging from the interviews. 

4.3. Background 

4.3.1. Innovation and Practitioner Perspectives – Beyond Theoretical 
Issues  

The first important question to answer is why focussing on practical issues of the 

deployment of new SOSTs and especially practitioners’ perspectives is important. 

While discussing overarching and often philosophical issues of security vs. privacy 

and questions of individual rights is crucial, it rarely provides direct insight into how 

new technologies are actually used on the ground, and therefore perhaps also into 

the types of outcomes they can be expected to achieve. In many instances, the 

voices of those working in the field and using new technological solutions in their 

daily work are not part of the discussion when examining issues of surveillance and 

crime prevention. As such, this chapter does not seek to discuss the broad issues 

where public discussion often invokes images of a surveillance state and big brother. 

An example of this is the controversial issue of facial recognition technologies for 

policing and security purposes. The heated discussion surrounding the deployment 

of facial recognition at around a large multimodal transport hub in London 

(Sabbagh, 2019) and trials by London’s Metropolitan Police Services between 2016 

and 2020 are just the tip of the iceberg (Bradford, Yesberg, Jackson, & Dawson, 
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2020; Fussey & Murray, 2019). Against this dystopian backcloth of the public 

debate, academics have been assessing the societal impacts of smart technology and 

technological innovation in general, often framing them as conflicts between 

security and privacy or public order and individual rights. In many instances, 

however, these discussions have neglected the fact that technological innovation 

can be instrumental in bridging gaps between increasing demand for police services 

and decreasing public funding. In the last decades, for example, many organisations, 

including police forces across the world, have initiated a digital ‘transformation’ 

(ICT) in the hope of reducing operating expenses and improving service 

effectiveness, accountability, and procedural regularity (Adams, Baer, Denmon, & 

Dettmansperger, 2009; Chan, 2001; Crow & Smykla, 2019; Ekblom, 2005; Laufs et 

al., 2020b; Lum, Koper, & Willis, 2017; Weisburd & Braga, 2019).  

This shows that technological innovation in policing and crime prevention is not 

an obscure scenario in the distant future but rather a necessity that dictates routines 

and day-to-day activities for practitioners. Indeed, digitalisation and technological 

innovation play a key role in the Policing Vision 2025 published by the National 

Police Chief's Council (2016) and the Metropolitan Police Service (2017a, 2017b) 

which stresses that more must be done to exploit the operational benefits of 

advances in technology in coming years. This highlights that it is crucial to go 

beyond the broad philosophical discussions and to explore questions of practical 

realities in the deployment of new technologies for crime prevention and policing.  

4.3.2. Privacy vs. Security – An Outdated Debate? 

Public support for crime reduction measures fluctuates over time and often as a 

result of critical events. Deployment of new surveillance technologies or 

introduction of new surveillance powers, for example, often occur in the aftermath 

of tragedies or mass-casualty events, when the perceived need for increased security 

within the population is the highest (Dinev, Hart, & Mullen, 2008; Thompson et 

al., 2020) or as a way to cope with otherwise scarce resources by means of 
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automation (Joh, 2019a; Leese, 2021; Wilson, 2019). In contrast, public support is 

the lowest after data leaks and surveillance scandals such as the Snowden revelations 

(Hintz & Dencik, 2016; Lischka, 2017; Murata, Adams, & Palma, 2017a). 

As a result, the introduction of more technology-oriented security policies and 

increasingly intrusive SOSTs has provoked two main reactions in most countries, 

ranging from those who support the increased surveillance in the name of (national) 

security and efficiency to those who argue that restrictions are undemocratic, 

unjustified, or plainly useless (Tsoukala, 2006). This dichotomy goes back to the 

age-old debate of security vs. privacy. Often, this discussion is portrayed as a cost-

benefit problem and as a trade-off where one has to choose between security 

improvements gained through better SOSTs or privacy (Pavone & Esposti, 2012; 

Pavone et al., 2016).  

Several studies examine different angles of this trade-off discussion (Bowyer, 2004; 

Davis & Silver, 2004; Riley, 2007; Strickland & Hunt, 2005). Nevertheless, pitting 

privacy and security against each other and viewing the debate as a zero-sum game 

is far from uncontroversial (Pavone & Esposti, 2012). One important criticism of 

the framing is that it oversimplifies an otherwise highly complex discussion 

(Monahan, 2006; Tsoukala, 2006). Furthermore, it deepens the divide between 

practitioners aiming to improve security and civil society organisations and citizens 

concerned about their privacy rights. While both issues are important and should 

work in balance, the way the debate is framed has negative consequences for both 

sides.  

In addition, it is questionable to what extent this debate still applies today and 

whether it is still timely in its current form. As discussed before, both security and 

privacy are conceptually shifting. New SOSTs and smart capabilities growingly blur 

lines between private and public, between volunteered and mandated data. With the 

rise of the age of data and information, the trade-off between security and privacy 

becomes increasingly blurry. Today, privacy of one’s information and personal data 
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also means security from at least some forms of crime in both the online and offline 

realm (Braun et al., 2018; Sen, Dutt, Agarwal, & Nath, 2013; van Heek et al., 2017), 

highlighting the fact that privacy vs. security does not describe a zero-sum game. 

No rule exists by which one needs to decrease if the other increases. Instead, the 

example of data privacy in the digital age highlights that both can increase and both 

can decrease at the same time (Cavoukian, 2009a). 

4.3.3. Potential Issues in the Deployment of New Technologies 

This study will discuss known issues that can substantially hinder or even stop the 

use of new technologies in an organisation. For enterprise risk assessment, the 

ISO31000 (2018) standard distinguishes between internal factors (that pertain to the 

organisation) and external ones. In the following, this chapter focuses especially on 

internal factors as these were overwhelmingly identified by the participants. This 

section not only provides background about the topic but also lays out a reference 

frame for the subsequent analysis. The issues and themes discussed herein will guide 

the analysis and help to contextualise the experiences and information gathered 

from participants. 

A key issue that may occur when deploying a new technology is the impact it can 

have on the working practices and the working culture within an organisation 

(Rogers & Scally, 2018). This goes especially for law enforcement environments, 

with often complex subcultures, as discussed by Reiner (2010). New technologies 

that promise to change the status quo of individual labour realities can be seen as 

threatening and potentially rejected by workers (Eugene III, 2001; Hassell, 2006; 

Nhan, 2014). An example is the introduction of computer-aided dispatch in many 

US law enforcement agencies in the 1970s and 1980s (Rogers & Scally, 2018). The 

system was initially widely disliked because of the significant changes it brought to 

the way police operated. While police agencies have made significant strides in 

changing attitudes towards new technologies, there might still be some concern, 
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especially in light of the significant potential offered by smart applications and 

artificial intelligence (Bartsch, 2011). 

Another pitfall that might occur when deploying new security technologies is the 

tendency to impose them on existing structures instead of taking more holistic 

approaches and ensuring they are integrated into existing systems and can be used 

to their full potential (Rogers & Scally, 2018). In addition, the use of new 

technologies in existing systems (both physical and organisational) can lead to the 

improper use of technologies because they are used to solve problems in the 

traditional way rather than innovate processes as a whole (Chan, 2001). This is an 

issue especially hard to tackle in countries like the UK and the US due to the 

decentralised and, to some extent, fragmented nature of the policing system. While 

some constabularies might be frontrunners in deploying new technologies, many of 

the deployed smart technologies cannot live up to their full potential until inter-, 

and intra-force structures change. This is especially the case in areas such as 

common databases or county lines where intelligence and information exchange 

structures between forces often require common standards (Allen, Wilson, 

Norman, & Knight, 2008; Elliott-Davies et al., 2016; Grace, 2019; Newell, 2013).  

In addition, a lack of training and experience in using new technologies can be a 

significant challenge to the usability of new technologies (Chan, 2001; White & 

Escobar, 2008). Because urban, societal, and demographic developments do not 

stop, adequate training is much needed for police to be successful in the future 

(Taylor, Fritsch, & Liederbach, 2014). 

Lastly, especially budgetary and legislative constraints can have a negative effect on 

the attitude practitioners have towards the deployment and use of new security 

technologies (Rogers & Scally, 2018). While in some parts, these constraints can be 

reasonable or even act as important safeguards, practitioners may feel as if they lack 

support from their superiors or the general legitimisation to employ new 

technologies (Kirmeyer & Dougherty, 1988). 
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Much research but also practical evaluations that integrate user focus and usability 

issues do not make the effort to identify practical user requirements and 

institutional restraints (Brell, Philipsen, & Ziefle, 2018). Lack of understanding of 

practitioners’ perspectives makes it difficult to improve the usability of new 

technologies, which in turn can hinder the work of security professionals 

(Werlinger, Hawkey, Botta, & Beznosov, 2009). This is reiterated by Botta et al. 

(2007) and Werlinger, Hawkey, and Beznosov (2008) who argue that, in addition to 

human and organisational factors, technological factors can also have a major 

influence on professional performance. 

Academically, these issues are rarely discussed in terms of security or policing work, 

especially not with regards to deployment and use of new technologies. This is 

problematic for two main reasons. Firstly, police work can often set a precedent for 

organisations with strong and highly intricate group and social dynamics 

(Hirschmann & Christe-Zeyse, 2016; Ingram, Terrill, & Paoline III, 2018). 

Secondly, it is a field in which day-to-day operations can significantly change due to 

the use of new technologies (Chan, 2001). Thus, exploring perspectives of security 

professionals with regards to the use of new technologies is an important topic that 

should take a more prominent place on the agenda of policing research. 

4.3.4. Why Expert Interviews 

The aim of this research was to gain insights into the planning, procurement, and 

use of new security technologies for policing. Complementing the studies that have 

analysed policy documents or measure the success or failure of outcomes, this work 

focuses on practitioners and the issues they faced in day-to-day operations.  

Furthermore, official recordkeeping, position papers, or policy documents do not 

tell much about the precise tactics and strategies of their deployment or capture 

more informal interactions and processes (Beyers, Braun, Marshall, & De Bruycker, 

2014). Another caveat of simple policy analysis lies in the fact that, in some 
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instances, the official position of the organisation may differ from the position of 

those directly working on the issue (Beyers et al., 2014). 

Thus, to understand practitioners’ perspectives, this study followed the method 

proposed by Brell et al. (2018). In their article, the authors carry out qualitative 

expert interviews to discuss possible use-cases of new technologies and identify 

benefits and barriers of new traffic monitoring technologies. Other authors such as 

Beyers et al. (2014) discuss the rationale of interviewing as a data collection 

instrument in more detail and highlight the merits of it for the purpose of 

exploratory studies. 

Experts can provide ‘inside’ information that is especially crucial when examining 

the reality of policy planning processes and day-to-day operations  (Dorussen, Lenz, 

& Blavoukos, 2005). As such, they bridge the gap between single in-depth case 

studies and large-N comparisons (Dorussen et al., 2005). 

4.4. Method 

Between August 2019 and March 2020 (pre-COVID), in-depth interviews with 20 

practitioners involved in the deployment and usage of new technologies for policing 

and public security in London were conducted. This section discusses how the 

experts were selected, the interview process, and the steps taken to analyse the data.  

4.4.1. Preparation, Process, and Issues of Validity 

Semi-structured interviews were chosen as a method since they offer a balance 

between the issue-focus of structured surveys and the flexibility of open-ended 

questions (Dorussen et al., 2005). Interviews were conducted in situ to maximise the 

comfort for the participants and to minimise the strain on their time (Werlinger et 

al., 2009). In addition, being on-site meant that participants were able to show the 

interviewer what they were talking about and allowed in several instances for the 

direct referral of further participants who were working at the time.  
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Before the interviews, questions were formulated and clustered by theme 

(Appendix 1). The latter was done to hold the participants’ attention and to obtain 

fully thought-out responses (Beyers et al., 2014; Schuman & Presser, 1996). In 

formulating the interview questions, academic language, jargon and leading or 

assumptive statements were consciously avoided (Groves, Singer, Lepkowski, 

Heeringa, & Alwin, 2004). Similarly, open questions were prioritised in order to 

allow stakeholders to freely express their views.  

4.4.2. Recruitment and Participants 

Population boundaries were set using Christopoulos (2009)’s seven-question 

checklist, and only officials and experts working directly with security technologies 

for public safety in crime prevention or detection in London were considered 

eligible for the study. The population of interest was not limited to police or those 

in enforcement capacities but included those working with CCTV, e.g., councils 

and other public officials. Involving those working with CCTV was considered 

appropriate as it has become a mainstream crime prevention strategy in many 

countries around the world (Piza, 2018) (see Chapter 2).  

To find participants, this study used the peer-esteem snowball technique (PEST) 

presented by Christopoulos (2009), which combines network analysis, snowball 

sampling, and elite interview methods to confidently construct pseudo-

representative samples of experts. Not only did this reduce the risk of selection bias, 

but it also helped to take into account network boundaries, provided an estimate of 

the population size, and allowed for clustering of expert opinions on the basis of 

their nomination network. As such, applying the technique contributed to 

addressing known weaknesses of snowball sampling, including selection bias, 

population clustering, and the difficulty to motivate expert participants, as discussed 

by Erickson (1979). 

In an initial step, gatekeepers to the expert population were identified 

(Christopoulos, 2009). While PEST suggests using a number of unbiased 
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informants, this was not applicable to this case as the pool was already restricted 

through the limited number of public institutions working in the field. In a second 

stage, participants were asked to provide further nominations in a series of snowball 

waves. In this sense, some of the interviewees were accessed through senior 

‘gatekeepers’, and as such might be considered key informants, i.e., individuals who 

were knowledgeable and experienced about the use of surveillance technology in 

the police service. The generic stages of PEST are outlined in Table 14.  

Table 14: Generic stages of PEST (adapted from Christopoulos, 2009) 

 1st Stage 2nd Stage Subsequent Stages Final Stage 

Primary Scope Selection of seed 

nominators 

Approach first 

wave nominees 

Approach all new 

nominees and 

non-respondents 

Reach population 

saturation or 

significant sample 

size 

Validity 

Considerations in 

Expert Interviews 

Estimate the 

degree of 

fragmentation of 

the population and 

include all sub-

clusters of experts. 

Non-response 

bias. Authority of 

sponsoring 

organisation 

affects non-

response. 

Centrality within 

the sub-clusters of 

nominated actors. 

Approach 

individuals who 

have not 

responded. 

Unlikely to reach 

saturation. 

Sampling may not 

sufficiently 

capture diversity 

of views. Not a 

good instrument 

for capturing 

dissent. 

 

Interviews with security professionals present several challenges (Botta et al., 2007; 

Kotulic & Clark, 2004). Practitioners often do not have time to participate, may not 

be willing to disclose sensitive information, and there is often no publicly available 

contact information (Werlinger et al., 2009). In order to overcome these challenges, 

professional connections were leveraged to find initial contacts. 

Sampling dimensions included the participant’s role within their organisation as well 

as their level of seniority (Bartsch, 2011). Table 15 gives an overview of the 
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(anonymised) participants along with their affiliation and position within their 

organisation. 

Participants were grouped according to their affiliation and professional role. 

Affiliations were either policing organisations or CCTV control rooms10. 

Professional roles included participants with management and planning duties, as 

well as officers who conducted day-to-day policing operations on the ground (e.g., 

patrolling) or generally those working directly with security technologies for crime 

detection and prevention in their daily work. Including both, those with and those 

without management responsibilities in this study allowed for a broader spectrum 

of experiences and thus a more comprehensive insight into the dynamics 

surrounding the deployment and use of new technologies. The exact affiliations of 

the participants (see Table 15) could not be disclosed due to confidentiality reasons.  

Table 15: Affiliation and role of participants 

Affiliation1 Senior Leadership Frontline Practitioners 

CCTV Control Rooms 3 3 

Police  7 7 

1For confidentiality purposes, all participants are anonymised. 

4.4.3. Interview Protocol 

In total, 20 experts were interviewed, varying from one to seven experts per 

organisation. Each interview lasted between 30 and 60 minutes. This qualitative 

approach produced rich data that was subsequently analysed using a systematic 

approach (Halperin & Heath, 2017, p. 279; Miles & Huberman, 1984).  

While the interviews did not ask for sensitive information per se, the first participants 

who were interviewed requested for their answers not to be recorded. As a result, 

 

10 Noteworthy is also that the CCTV control rooms are not run by police forces but by local 
authorities. While their primary function is detecting crime and securing evidence (through video 
recording), they also operate to monitor other factors such as traffic. 
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this study followed the example by Chong (2008), meaning that detailed notes were 

taken and specific quotes were written down during the interviews. These notes 

were then transcribed and revised shortly after the interviews, as suggested by 

Beamer (2002). Upon completion, the interviewing notes were discussed with the 

interviewees to ensure accuracy and awareness of the interviewer’s works (Bryman 

& Cassell, 2006).  

While this approach was not ideal and recordings would have provided a range of 

benefits11, the study followed best practices from the literature. In fact, the literature 

suggests that such an approach delivers comparable results with regards to data 

quality to directly recorded interviews with few drawbacks (Rutakumwa et al., 2020). 

Nevertheless, this also means an increased role of the researcher in the recording 

of the data resulting in a need for increased sensitivity to the significance of the 

researcher for the research process (reflexivity) (Bryman & Cassell, 2006). In other 

words, the increased involvement of the researcher in the data collection and 

interpretation process (i.e., the taking of notes as opposed to simple recording) 

increases the implications of the researcher in the generated data (Bryman & Cassell, 

2006). Defending such an approach, Rutakumwa et al. (2020) write that “choosing 

not to use an audio recorder […] should not be viewed as a weakening of research 

conduct but rather as a successful indicator of the researcher’s sensitivity to the 

integrity of the research project.” 

Interviews were only conducted if participants provided informed consent to take 

part in the study as per the UCL ethics regulations. 

4.4.4. Coding and Analysis Method 

To analyse the rich data, the detailed interview notes were synthesised, and common 

themes were identified (Huberman & Miles, 2002, p. 10). The coding frame was not 

 

11 For a more in-depth discussion of benefits and drawbacks of different data recording methods in 
interviews, we recommend Hayes and Mattimoe (2004). 
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purely derived from the data itself but rather the previously defined research 

questions were used to shape the analytical lens (Halperin & Heath, 2017, p. 279). 

This helped reduce the amount of data to process and allowed for a more efficient 

extraction of the most important and meaningful parts. Setting a predefined coding 

frame made it easier to summarise patterns of similarities and variability better and 

identify differences between the different groups of participants. The study 

maintained enough flexibility to explore the explanations given by the participants 

in more depth (Glaser, Strauss, & Strutzel, 1968).  

Responses were broken down into single statements that were then clustered 

around common concepts and themes. This was done iteratively within each 

interview, and related statements were then grouped together (Appleton, 1995; 

Bartsch, 2011). In addition, this study organised statements based on the 

participant’s position within their organisation. This made it possible to determine 

whether responses to a single question differed between participants of different 

levels of seniority or affiliation.  

The analysis followed the pattern of clustering answers within the following four 

categories: (a) what knowledge practitioners had about recent technological 

developments, (b) what benefits and issues experts could identify with regards to 

these new technologies (e.g. benefits to their day-to-day work), (c) what challenges 

they had previously and were likely to face in the deployment and use of new 

security technologies, and (d) what they would emphasise in the design of new 

security technologies. In the following, each theme will be discussed, and the 

responses pertaining to it analysed. The analysis also reports some of the comments 

that were discussed by only one or two experts but that were found to be 

particularly useful in thinking about the use of new security technologies or 

generally representative of the consensus amongst experts.  
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4.5. Results 

The presentation of the results is structured around the interview topics to allow a 

better overview and easier comparability when replicating this study in other 

settings. Not only does this section give insights into the most important findings 

but also the lack thereof in some of the categories. A contextualisation and 

evaluation of the importance of individual results along with the resulting 

implications follow in the subsequent discussion. 

4.5.1. Knowledge of Practitioners 

This first category of questions served to assess the participants’ knowledge, 

categorise their responses to other questions and ensure that answers were given 

on the basis of a sufficient knowledge base (Halperin & Heath, 2017, pp. 288-291; 

Tourangeau & Smith, 1996). All but one participant demonstrated knowledge about 

new security technologies and smart cities. The participant that did not have much 

knowledge in this area was retained because of their role within the Metropolitan 

Police Service. The concrete technologies mentioned ranged from smart streetlights 

to autonomous cars and parking, as well as the use of smart drone technology and 

urban surveillance. 

“I know about smart streetlights and smart parking” – Police  

“It is happening increasingly. They recently started a smart city initiative in my 

area” – Police  

“As police, we need to go with the times. My smartphone has great capabilities, and 

I think we could really use better technology to improve police work” – Police 

All participants confirmed that they had acquired this knowledge in a work-related 

context, with one participant stating that they had to “[…] constantly evolve in order to 

stay ahead”. Participants were also able to describe situations in which they had 

previously encountered the deployment and use of new technologies. They were 

able to recount numerous examples from their professional and personal lives, and 
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many were up to date with regards to new technological innovations and smart 

capabilities. 

4.5.1.1. Differences Between Groups 

Overall, answers were largely homogenous, with all participants demonstrating 

knowledge of new security technologies and, at least to some extent, about smart 

cities. Despite the rather homogenous knowledge demonstrated by the participants, 

the specific technologies that each practitioner recounted heavily depended on their 

work. Though all participants were asked the same questions about their knowledge 

of new SOSTs and smart cities, their interpretation of these terms was highly 

subjective. No further explanation or clarification was given at first in order to avoid 

priming the participants. While many CCTV operators described SOSTs, including 

the use of wireless mobile cameras, sound surveillance as well as smart street 

lighting systems, police officers described primarily wearable devices or new 

technologies for patrol vehicles.  

“Mobile camera units can help us with watching new hot spots and to see whether 

we need permanent cameras” – CCTV 

“We could really use something like [smart] glasses that allow us to see an 

augmented version and information of the suspects” – Police 

“[We need] a mobile tracker to point us in the right direction when on foot” – Police 

This divide, however, was not only seen horizontally between participants from 

different organisations but also nuanced depending on the level of seniority within 

the same organisation. While frontline participants and operators recounted 

practical interventions to help in day-to-day operations, participants who worked in 

management positions often interpreted the question to include technologies for 

personnel management and more efficiency-improvement tasks.  
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4.5.2. Benefits and Issues 

The second set of questions aimed to discuss which benefits and issues practitioners 

identified with regards to new security technologies and what impact this could have 

on their day-to-day operations. Two themes emerged from the stated benefits: 

efficiency and effectiveness. Besides these, practitioners described operational 

concerns, but they did not mention issues of social acceptability or privacy risks to 

the same extent. 

4.5.2.1.  Benefits for Efficiency 

The first sub-theme of efficiency emphasised that the bottom line of all innovation 

should be to make police work more efficient and to reduce administrative and 

staffing work.  

“Clocking in and out from a shift should be digital. Sometimes we start our shifts 

before, for example, if we come to help with an incident before clocking in. A digital 

system would make this much easier” – Police  

“Especially for managing staff and the organisation we need better digital systems” 

– Police  

The participants almost unanimously agreed that a key priority should be to reduce 

the time individual employees spend on non-crime related tasks. All of the 

participants in the CCTV control rooms noted, for example, that they were often 

understaffed and faced a growing workload of requests from both public and 

private bodies. Though one might argue that most public bodies are always 

underfunded and short-staffed (Barnes & Henly, 2018; Vinod Kumar, 2014), 

interviewees were able to give very specific examples in which this became a security 

issue. One participant working in a CCTV control room noted that  

“While at high times four staff are on watch, this is often reduced to two. This means 

that [the control room] is often understaffed, and operators have to complete multiple 

tasks at once.” 
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Conditions like these are problematic in terms of the occupational health of the 

operators (Laufs & Waseem, 2020) but also a threat to public safety and crime 

prevention if there are too many incidents for operators to respond to (Rankin, 

Cohen, Maclennan-Brown, & Sage, 2012). This is a known problem and has been 

identified in the literature before (Keval & Sasse, 2010). As a result, participants 

suggested that smart technologies would offer new avenues to cope with the 

workload and help optimise staff performance. They especially highlighted 

automatic video classification and person/video re-identification as promising tools 

for the future. Both technologies refer to the use of AI to automatically classify the 

content of video data (Boukerche et al., 2017; Brezeale & Cook, 2008). 

Another advantage that operators saw in technology was that maintenance and 

troubleshooting could be improved as most software issues could be fixed remotely 

and only required one call to the company running the system. This advantage, 

especially prevalent in cloud-based systems (see e.g.Valentín et al., 2017), meant that 

lengthy repair processes could in many cases be foregone and issues of data storage 

and loss to a large extent ruled out. 

4.5.2.2. Issues of Interoperability 

Participants stressed that the deployment of new technologies had downsides too:  

“If we get a new system, it won’t work with the existing ones.” – CCTV 

“We got a new system to manage staffing and clocking in and out, but it did not 

work and was not as flexible as the way we did things before, so we stopped using 

it.” – Police  

“We have a brand-new communication system, but we cannot use it because some of 

the other agencies are not on the same system.” - CCTV 

The most common issue named by the participants was that new and old systems 

were often incompatible. Many described day-to-day practices in which new 

systems did not match existing interfaces and thus were not usable. Participants 
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reported that this slowed down their work significantly. Not only did software and 

integration issues make single tasks harder, but they contributed to a less productive 

and more tense work environment. 

“Everyone got annoyed because we had to use the new system, but it took much 

longer than how we did things before” – Police  

Even the installation of new hardware elements such as cameras was not always 

straightforward. One CCTV operator recounted how the procurement of new 

cameras had been highly problematic because they were not compatible with the 

current software and that the procurement of new software was pricey and much 

discussed within the organisation. The participant lamented that there were no 

larger studies exploring the feasibility of new features or which software would be 

most sustainable in the future. Because the subscription to new software was too 

expensive, an interim solution was decided, and old cameras were integrated into 

the old system, which ultimately limited their functionality. Though the academic 

literature proposes some solutions to this problem, such as customisable plug-and-

play solutions (Baldoni et al., 2017), they rarely reflect the realities of CCTV control 

rooms as bottlenecks of multi-agency collaboration. Proposals of single system 

architectures or platforms for smart interventions as proposed by de Diego et al. 

(2018) or Valentín et al. (2017) are thus often hard to set up under real conditions.  

Compatibility issues are present even in the more modernised CCTV control 

rooms. In contrast to the first CCTV control room visited by the interviewer, the 

second control room had just undergone a complete refurbishment. The entire 

borough had been equipped with 70 new high-definition cameras, and additional 

smart technologies such as smart lampposts12 had been rolled out. The security-

 

12 Smart lampposts use sensors to adapt the lighting to the flows of traffic and pedestrians in order 
to reduce electricity usage, minimize costs, reduce maintenance and CO2 emissions, and enhance 
public safety and wellbeing (Dizon & Pranggono, 2021). Their utility can go far beyond lighting as 
smart lampposts can include video monitoring devices, air pollution sensors, RFID readers, 
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relevant data from all of these smart interventions converged in the control room, 

but despite the modernisation efforts, compatibility issues were still prevalent. 

While the borough had updated all its systems, the aforementioned bottleneck 

meant that several other agencies such as police and other emergency services had 

communication channels to this control room. Here, the radio used to keep in 

touch with the police was older than the other systems and, as such, not compatible. 

While the new digital phone system was able to connect different stakeholders 

simultaneously and could log incidents automatically, the old radio system only 

worked one-to-one.  

 “A very annoying problem […] that despite the investments and modernisations 

we cannot use the new radios because they are not compatible with the ones the police 

give us. Now we can only wait till they get on the new system and even then, we 

won’t know if it will be the same.” - CCTV 

Similar issues were reported by the participants who worked for the police, with 

some stating that the installation of new patrol car tracking systems had ‘disturbed 

their routines’ and ‘cost lots of time’. As such, participants showed themselves generally 

open to the installation and usage of new technologies but were critical towards 

those that were meant to replace larger parts of the system or had too much of an 

impact on their daily operations. While there was no general rejection of new 

technologies, some practitioners were disillusioned by the new systems that had 

been put in place. This issue is in itself not new as already two decades ago, Chan 

(2001) urged that technologies for policing must be compatible with those of other 

agencies. 

 

emergency call buttons or charging ports for electric vehicles (Babu, Nisha, Dhasan, Venkatesan, & 
Karthikeyan, 2021). 
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4.5.2.3.  Benefits for Effectiveness 

The focus of this study does not solely lie on CCTV. While those participants 

working immediately with CCTV (3) primarily described technologies to make their 

work more efficient, it was police officers who identified technologies with the aim 

of making crime prevention and detection more effective.  

“It would be very useful to get something to find suspects and where they live faster. 

Maybe even see who lives at a certain address or whether they are there.” – Police  

“It would be very useful to be able to see someone’s criminal history before 

approaching them” - Police  

Those in management positions were very conscious of potential benefits for staff 

allocation and budgeting, whereas frontline participants focussed primarily on how 

technologies could help them identify and apprehend offenders. Within the latter 

group, CCTV operators placed a larger emphasis on analytical capabilities, police 

officers clearly highlighted communicative and mobility technologies. Participants 

stressed that currently, prevention programmes were not reaching the right people 

and that they would have to ‘get in their channels’ to make programmes more effective. 

In contrast to this, the question of whether this would affect personal liberties and 

the extent to which some suggestions could be considered invasive was not much 

discussed. This was partly due to the fact that there were no established structures 

and that these issues would have to be discussed on a political rather than an 

operational level. 

4.5.2.4.  Issues of Social Acceptability 

Though many of the technologies identified and discussed by the experts have 

undeniable benefits, issues of ethics and social acceptability were only little 

discussed as potential drawbacks. This could be attributed to a range of reasons 

(e.g., practitioners’ perspective on the issue or their perception that this was not a 

topic the interviewer wanted to hear from them), but it nevertheless brings up 
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questions with regards to the ethical deployment and usage of these technologies. 

Most of the practitioners stated that while they were involved in procurement 

decisions, assessments of social acceptability and possible ethical drawbacks were 

not up to them. Instead, participants recalled how these issues were ‘up to the 

politicians’ (CCTV) and rather ‘strategic and political decision’ (Police) instead of 

practical ones.  

Only one expert, one of the control room managers, stated that the local council 

had considered ‘systems with AI and facial recognition software’ but had been ‘scared off by 

a possible backlash’. This indicates that issues of social acceptability can have a great 

impact on the acquisition process, with interventions deemed too risky not selected. 

4.5.3. Institutional Challenges Faced by Practitioners 

4.5.3.1. Deployment at the Cost of Existing Systems 

One of the biggest challenges that practitioners identified for the deployment and 

use of new technologies was that the practical impacts on their work were often not 

sufficiently considered in the procurement and deployment process. 

“We had a system that worked well, but that was replaced. It would have been 

better to spend that money on something else” – Police  

“It made our work much harder because everyone had to get used to the new interface 

and the way it worked. It made it much more difficult” - CCTV 

Another example of this is the response from one practitioner about the re-design 

of a CCTV control room which was moved out of a shared building with the local 

police unit and into a third location in an effort to streamline police services and 

increase CCTV capabilities. This re-design of the control room was not discussed 

with operators or middle management, a fact that was heavily criticised by the 

participant:  
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“It made it much harder to communicate with the police because before, they were in 

the same building and would just come upstairs. Now we have to call them or email 

them, and it takes up much more time.” - CCTV 

As a result of the move, operators had less contact with the police and more work 

with administrative processes (such as writing emails or phone calls) that would 

previously have been addressed in person. While new software was bought to make 

work in the control room more efficient, it was quickly rendered useless as it was 

incompatible with other systems used in the control room and by other agencies.  

Another participant reported that a new shift management system for the police 

station causing severe delays in people clocking in and out as it did not allow for 

the needed flexibility in working hours. While both moves were meant to improve 

efficiency and lower the administrative workload within the organisations, they 

ultimately increased the amount of paperwork and labour needed to deal with 

problems.  

This study suggests that these negative impacts and unintended consequences were, 

to a large extent, limited to the use of efficiency-oriented technologies, i.e., those 

aiming to reduce administrative work and increasing productivity. 

Though most organisations may go through a transitional phase, the cases described 

by participants indicated more severe structural issues as unintended consequences 

(see also Chan, 2001; Patel et al., 2018). The current study also found a sharp 

discrepancy between the answers provided by frontline practitioners and those with 

management responsibilities. The latter emphasised the positive effect of new 

technologies in managing their workforce and accomplishing their job, the former 

often highlighted the negative impacts and unintended consequences of the 

deployment of new systems. While this had to do with their respective roles, it 

indicated at least some disconnect between managers and frontline participants.  
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4.5.3.2. Financial and Political Commitments 

Within the police as well as the CCTV control rooms, managers were interested in 

deploying and using a variety of new technologies to enhance efficiency and 

effectiveness.  

“We are already behind with digitalisation. We need to do better.” – CCTV 

“There are not many projects where this is not discussed. It seems to be everywhere 

now, so we try to use it to make things better” - Police  

However, participants identified a lack of political commitment and financial 

support as significant challenges, especially with regards to the use of smart 

surveillance systems and more far-reaching and comprehensive approaches. One 

participant formulated his disagreement like this:  

“[Politicians] don’t want to put all of their eggs in one basket. They make small 

commitments rather than large ones that would bind them in the future.” 

This echoes the concern that several practitioners did not feel fully supported in 

their roles by their superiors and the institutions they worked for. In many cases, 

the use of new technologies was not governed by clear regulations. The resulting 

ambiguity led to frustrations amongst many practitioners.  

4.5.3.3. Public-private Partnerships 

Practitioners identified the interaction with private partners such as private security 

companies, real estate developers, and private land/building owners as potential 

challenges. This was especially the case in scenarios where private entities limited 

the control of police or where crime prevention and policing depended on their 

approval or cooperation.  

“On one hand, we need to work with them, but they also can become a headache” 

– CCTV 
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“There is a lack of communication between them and us, and they usually use their 

own systems instead of relying on us” - CCTV 

Participants working in the control rooms stated that especially rapidly constructed 

new developments were growingly becoming a problem for existing CCTV 

infrastructure. Newly planted trees obstructed cameras, and many new 

developments rather relied on private CCTV services that did not allow access to 

their cameras. This created more and more ‘blind spots’, which intensified issues 

such as person or vehicle re-identification. As a solution, the participant suggested 

that increased dialogue between developers and CCTV would be needed. 

Issues with this regard were exclusive to participants working with CCTV and those 

remotely controlling surveillance technologies. They also mentioned that while the 

deployment of a new communication system with local security guards had been 

set up to reduce the workload of police, it had only increased the workload for 

control rooms where more and more lines of communication converged. 

4.5.3.4. Social Acceptability 

Lastly, several practitioners identified either implicitly or explicitly social 

acceptability13 and the public’s trust as a limiting factor.  

“We have to be careful what the public think we do with this” – Police  

“There is a lot of debate, and we want a system that works and not something 

controversial” - CCTV 

Especially participants from the newly renovated CCTV control room mentioned 

that while more advanced surveillance technologies had been considered before the 

modernisation, only a few had ultimately been deployed. Practitioners in this 

control room stated that they  

 

13 It is to note that this was not discussed as an ethical or moral dimension but rather as a practical 
concern for the procurement and use of new technologies. 



Discussion and Recommendations 

 139 

“had to reject a few [surveillance technologies] because of financial reasons. They 

were simply too expensive. […] we could not do most of them because people would 

not have liked it.” 

Participants from the police made similar suggestions, stating that public 

acceptability of the technologies would be a significant challenge and that people 

would consider many interventions to be an invasion of privacy. However, none of 

the practitioners were able to provide specific metrics that were or could be used 

to evaluate how the public felt about a certain crime prevention or detection tool. 

Even though some participants referred to public opinion surveys on facial 

recognition and other more advanced technologies (see e.g.Bradford et al., 2020; 

Bromberg, Charbonneau, & Smith, 2019; Fussey & Murray, 2019), they highlighted 

that there were no specific surveys for each individual case they referred to. This 

means that while social acceptability and the view of the general public can hinder 

or even fully stop the deployment and use of new crime prevention and detection 

tools, the threshold for this is often arbitrary and rarely follows an evidence base.  

4.6. Discussion and Recommendations 

This chapter identified a variety of issues and challenges to technological innovation 

for policing and the deployment of new SOSTs. These include the deployment of 

new systems at the cost of old ones, lack of financial and political support, issues in 

public-private partnerships, and public acceptability. The following discussion 

groups and contextualises these findings, highlighting the most important ones and 

laying out implications for further research as well as recommendations for 

improving innovation practice in the field of security and policing. The section first 

discusses the institutional and technological foundations needed for technological 

innovation before examining discrepancies and synergies between the academic 

debate and practice, especially with regards to issues of social acceptability and 

ethics. 
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4.6.1. Institutional and Organisational Requirements for Successful 
Innovation 

The expert interviews conducted in this study indicate that there are two possible 

issue areas that need to be examined specifically when troubleshooting 

technological innovation in policing. These include institutional foundations and 

organisational support to enable practitioners to work effectively and technological 

coordination and interoperability. 

With regards to the former, this research found that practitioners are often more 

open-minded and eager to increase technological innovation than initially assumed. 

If solely considering the general characterisation of security practitioners and police 

in the literature as usually not one of tech-savvy individuals, such a result would 

have been unexpected (Sheng, Kumaraguru, Acquisti, Cranor, & Hong, 2009; 

Werlinger et al., 2009). Many of these studies are, however, decades-old, and this 

research finds that those working with technologies today are often not only 

knowledgeable in their field but seem to keep up to date with trends and recent 

developments. 

Nevertheless, there is a significant amount of scepticism, and many practitioners 

believe that technologies would make their work more difficult in some respects. 

Despite this, many interviewees suggested that they were in favour of increasing 

innovation and were actively bringing in ideas. 

One important take-away message is that there is a lack of institutionalisation of 

technological innovation in policing. Strict hierarchies and inflexible structures 

create bottlenecks for innovation that make bottom-up innovation often impossible 

and can reduce the effectiveness of top-down innovation (Borins, 2002). Instead, 

efficient leadership and institutional structures that allow innovation are needed to 

enable both top-down and bottom-up initiatives. This includes political leadership 

that provides clear rules and regulations but does not interfere with day-to-day 

operations (Borins, 2002). 
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In several cases, participants felt that they did not have the support of their 

superiors for deploying or using smart technologies to the fullest. This disconnect 

may indicate a challenge to effective change management (Campbell, Brann, & 

Williams, 2003; Hirschmann & Christe-Zeyse, 2016). A lack of support from 

superiors can have several negative effects on the motivation of staff and the overall 

work environment (Kirmeyer & Dougherty, 1988). Insecurities felt in the (middle-

-)  management of an organisation will inevitably translate into the lower ranks, 

which can severely hinder the widespread deployment and use of new technologies 

and ultimately foster a general rejection of them, as described by McQuade (2006) 

or Chan (2001). The findings of this study echo those of Sandhu and Fussey (2021) 

who explore practitioner perspectives on predictive technologies, finding that many 

were aware of the technologies’ limitations, making them more reluctant to use 

them. Pushing new technologies on practitioners without proper consultations and 

without evaluating the impact on day-to-day activities may create a backlash and 

resistance from those working with the technologies. This is also described by 

Sandhu and Fussey (2021) who describe how resistance against predictive policing 

technologies turned a technology meant to aide police in their daily operations into 

an ‘arena for contestation and negotiation’. 

This creates a circle of problems which hinder innovation, as especially with limited 

budgets and increased public attention, political support and budgetary 

commitments come under increased scrutiny, and decision processes become 

longer (Abramovaite, Bandyopadhyay, Bhattacharya, & Cowen, 2018; Schmidt, 

Philipsen, & Ziefle, 2015). As such, this project suggests that clear guidelines are 

needed that emphasise coherence in dealing with technologies and discourage 

managers from undermining organisation-wide initiatives directly or indirectly. 

It is important to note here that throwing technology at the problem is not an 

answer, as studies such as the one by Garicano and Heaton (2010) find that the use 

of new technologies alone has neutral and, at worst detrimental effects on police 



Chapter Four Innovation in Practice: Interviews with Practitioners 

 142 

productivity, if not accompanied by appropriately flexible organisational and 

management practices. This is further supported by the findings of Mastrobuoni 

(2020) that suggest the success of technological innovation depends largely on the 

surrounding institutional framework. Moreover, this supports the notion that social 

environments and technology have a mutual impact on one another, which is the 

focus of the field of Science and Technology Studies (Hackett, Amsterdamska, 

Lynch, & Wajcman, 2008; Woolgar & Lezaun, 2013). While a full analysis of this 

interplay of social environment and technology goes beyond the scope of this 

research, it is touched upon in several respects of this doctoral work.14  

Change is often wanted by police forces and other agencies but rarely 

institutionalised. This is problematic as innovation (especially technological one) 

does not exclusively bring about benefits but also unexpected drawbacks. A lack of 

standardised processes and the capacity of practitioners to foresee such drawbacks 

is therefore problematic (de Diego et al., 2018). Because public agencies are often 

not set up to follow the fast-paced, dynamic environment that technological 

innovation requires, many practitioners stated that they were faced with 

bureaucratic challenges in almost all of their actions, not only restricting their ability 

to do their job but also negatively impacting their work morale. Frontline 

participants working for the police suggested, for example, that tools for demand 

prediction and management would be useful to streamline organisational structures 

and free up resources. While demand is extremely difficult to predict, some tools 

exist to make or at least improve predictions (Borrion, Kurland, Tilley, & Chen, 

2020; Boulton, McManus, Metcalfe, Brian, & Dawson, 2017; Davies & Bowers, 

2019; Laufs et al., 2020b). While the increased automation of processes and the 

technologization of day-to-day tasks might be able to make operations more 

 

14 On the one hand, questions of how technology shapes human behaviour (which becomes 
especially clear with the example of surveillance) are discussed (Graham, 2005b; Klauser, 2021), on 
the other hand, especially Chapters 5 and 6 focus on the question of societal conditions for 
technology acceptance and the social construction of technology (Norris & Armstrong, 2020). 
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efficient and cost-effective, some authors point towards possible downsides in 

terms of effectiveness, when experienced officers are cut out of the equation (Joh, 

2017a). 

In many instances, practitioners voiced concerns about the chronic need for 

additional staff and resources. Though one might argue that a lack of funding is a 

common frustration, especially in public agencies, that does not necessarily advance 

the understanding of their view on the procurement and deployment of new 

SOSTs, this is not the case. A key aim of this chapter was to explore practitioner 

perspectives on technological innovation in their organisations and the priorities 

when procuring and deploying new SOSTs. The aforementioned frustrations with 

resources and financing were often mentioned and should thus not be discounted 

but rather seen as an important part of the practitioner perspective.  

Working conditions as those described by some of the practitioners are problematic 

in terms of the occupational health of the operators (Laufs & Waseem, 2020) but 

can also constitute a threat to public safety and crime prevention if there are too 

many incidents for operators to respond to (Rankin et al., 2012). This is a known 

problem and has been identified in the literature before (Keval & Sasse, 2010). 

This and the fact that budgetary and resource constraints were so often mentioned 

highlights the need for new technologies to manage increasing workloads and more 

diverse ranges of tasks in times of austerity and shrinking resources. Especially with 

even tighter budgetary constraints as a result of the COVID-19 pandemic, public 

agencies will need to embrace innovation to manage resource shortfalls and 

maintain effectiveness (Azoulay & Jones, 2020). Nevertheless, practitioners also 

saw potential in the use of new technologies to deal with resource shortages and 

staffing problems. This echoes the findings by Wilson and Weiss (2014), who 

examined how individual staffing and individual workload can affect policing 

operations. 
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4.6.2. Interoperability of Systems and the Way to Smartness 

In addition to the lack of support and institutional structures to enable effective 

work, practitioners also identified technological issues that were hindering progress. 

This included specifically the interoperability of systems both between those of 

different providers and between different agencies.  

This was a common theme across all participants, regardless of their level of 

seniority or affiliation was that new solutions should be compatible with existing 

systems or, as one participant put it: ‘new technologies should be fluid and should 

piggyback on what is already there.’ This echoes the findings by several authors, 

such as Datta and Sarkar (2017) and Patel et al. (2018), who propose that, especially 

in a public context, systems compatibility should be prioritised. This issue is in itself 

not new as already two decades ago, Chan (2001) urged that technologies for 

policing must be compatible with those of other agencies. 

Though the academic literature proposes some solutions to this problem, such as 

customisable plug-and-play solutions (Baldoni et al., 2017), they rarely reflect the 

realities of CCTV control rooms as bottlenecks of multi-agency collaboration. 

Proposals of single system architectures or platforms for smart interventions as 

proposed by de Diego et al. (2018) or Valentín et al. (2017) are thus often hard to 

set up under real conditions.  

This study recommends thus a more coordinated and collaborative approach to 

ensure interoperability and harmonisation of systems. This is especially important 

in the context of future smart cities, where the fragmented deployment of smart 

technologies can have significant impacts on their usefulness (Fernandez-Anez et 

al., 2018; Libbe, 2018). Chmutina and Bosher (2017) repeatedly emphasise the 

importance of a holistic approach to smart infrastructure, especially with regards to 

security. Even though the literature discusses this issue primarily with regards to 

achieving broad coverage of smart technologies across a city, the examples above 
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give insights into the potential side effects on a micro-level (i.e., the effects of just 

one change to one office).  

In addition, the results indicate that issues with private stakeholders lead to 

increased inefficiencies in the new systems, which echoes the findings of Liu, 

Mostafa, Mohamed, and Nguyen (2020b). Issues of public-private partnerships are 

not new (Cvrtila & Perešin, 2014; Purtova, 2018), but they are more relevant than 

ever in the context of smart cities, for instance, as future urban infrastructure is 

likely to be increasingly privatised (Liu et al., 2020b). Most models of the smart city 

rely heavily on the harmonious interplay of private and public agents and on the 

mutually beneficial use of each other’s infrastructures (Ankitha et al., 2017; Choi & 

Na, 2017). To foster such a mutually beneficial relationship, this research suggests 

an inclusive forum encouraging relevant stakeholders to take a more unified 

approach to crime prevention and the deployment of smart technologies in an area, 

as suggested by Borrion et al. (2019). 

4.6.3. Ethical Concerns and Social Acceptability 

The findings also indicate a disconnect between practitioner needs and those issues 

dominating the public discourse on the matter. At the same time, however, ethical, 

and normative debates are necessary to maintain a balance in the procurement and 

use of new SOSTs. 

While individual practitioners may have the expertise and willingness to deploy 

SOSTs to their full potential, they are usually restrained by institutional rules and 

regulations (or, in some cases, inefficiencies). Indeed, practitioners are bound to 

codes of practice and their actions limited by laws and guidelines in order to ensure 

no actions are taken unlawfully (Germain et al., 2011). As such, this form of 

restraint is a crucial and reassuring element of a functioning security system in a 

liberal democracy. However, once legal and ethical requirements are satisfied, 

practitioners also face the issue of social acceptability when deploying new crime 

prevention and detection technologies. Because the evidence base on this is still 
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insufficient and because many organisations rely on arbitrary thresholds, it is hard 

to overcome or even define the challenge social acceptability presents.  

As a result, considerations of this nature are often only a minor and not 

institutionalised part of SOST implementation processes. This may, of course, be 

attributed to the fact that procurement decisions and considerations of such nature 

are made by policymakers rather than those operating or working with the 

technologies directly. Though this separation of those directly involved in the use 

of surveillance and those making procurement decisions is essential in a democratic 

society, it brings about several issues for both sides of the equation. While most 

practitioners are likely proponents of the introduction of more advanced SOSTs 

rather than scrutinising ethical or acceptability concerns, limiting their involvement 

in the procurement decision to merely practical issues can be problematic. Ethical 

considerations and also those of social acceptability need to be made when 

examining the full picture instead of selective opinion snapshots. Here, further 

research is needed to explore the interplay between day-to-day practice and 

overarching ethical issues.  

This is also highlighted by the before-mentioned concerns about resource 

constraints which not only present practical challenges to policing and surveillance 

but are an important part of the ethics debate. If the budgetary situation is too dire, 

practical needs may outweigh ethical concerns or those of social acceptability 

(Pavone & Esposti, 2012). At the same time, those deploying SOSTs might consider 

their use ethical and proportionate because they are in control and proportionality 

of surveillance is always relative (Macnish, 2014). This means that leaving ethical 

considerations up to NGOs and privacy rights groups and operational concerns to 

practitioners pits these groups against each other in a struggle to win political favour 

either for or against the deployment of a new system.  

Police rely on an ethical and socially acceptable deployment of new SOSTs as strong 

opposition to a new technology has the potential to harm police-community 



Discussion and Recommendations 

 147 

relations and trust in police (Bradford et al., 2020; Neyland, 2006). Thus, a better 

approach would be to engage with both groups and search for acceptable solutions 

that satisfy ethical standards just as much as operational needs. This echoes the 

findings of several previous studies, suggesting that more inclusive and nuanced 

approaches that highlight issues of function creep, data commercialisation, 

discrimination, or privatisation of data are needed (Amoore, 2006; Côté-Boucher, 

2008; Liberatore, 2007; Lodge, 2007b; Spence, 2005). Overall, a more distinct 

evaluation process is needed that includes various perspectives and leaves room to 

find a compromise. This chapter suggests that the gap between the practical needs 

of practitioners and socially acceptable and democratic solutions needs to be 

bridged by further research and active engagement of citizens by the government.  

4.6.4. Limitations 

While expert interviews were considered the most appropriate design for this study, 

there are still some limitations. Though, in theory, it would be useful to increase the 

sample size, the pool of potential experts on this matter is limited on a local or even 

national scale. As such, significantly increasing the sample size was not a feasible 

option in the case of this research.  

Because not all experts are equally knowledgeable and may make mistakes, the data 

is admittedly, to some extent, more diverse and ‘messy’ than in other modes of 

research (Dorussen et al., 2005). This, and similar issues of (inter-) expert reliability 

are often not extensively discussed in much of the current literature, and it is crucial 

to at least acknowledge them (Dorussen et al., 2005; Halperin & Heath, 2017; 

Hooghe et al., 2010). 

Other issues of validity could be disregarded altogether. Issues such as time-lag 

between the interview and the topic or events in question were not relevant in this 

case since this study aimed to explore the professional opinion and experiences of 

stakeholders, factors that would likely not change significantly over night (Beyers et 

al., 2014). 
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4.6.5. Future Research Questions 

This research was useful to explore the practical concerns of practitioners about the 

procurement and deployment of new SOSTs and other smart technologies, 

however, it also brought up a range of new research topics that should be addressed 

in subsequent studies. 

Firstly, while this research suggests that police as an institution is often too stiff for 

the growingly fast-paced technological developments, additional research is needed 

to understand exactly which institutional dynamics should be changed to increase 

flexibility and allow for better technological innovation in the police.  

Secondly, future research should pick up the findings regarding the arbitrary 

threshold for social acceptability and the lack of established procedures. This is 

essential as social acceptability is an essential prerequisite for the success of any new 

policing technology (Bradford et al., 2020). In addition, a lack of acceptance by the 

public can not only impact the intervention in question but may have a lasting 

negative impact on police-community-relations as a whole (Nam, 2018).  

Thirdly, the question remains whether the results of this study can be seen as 

indicators of a ‘‘smartification of policing’? While the answers to the first 

background question were mainly used to categorise the subsequent responses, they 

also helped to put findings into the context of the existing literature. Experts had 

knowledge of technologies and did not show any direct dislike of their deployment 

or use. Though this may be expected given most individuals work directly with 

technology in their day-to-day work, it stands in contrast to previous findings and 

the general characterisation of crime prevention practitioners and police in the 

academic debate. Though this sample was too small to tell much about the wider 

organisations, it would be interesting to identify, through further research, the 

extent to which we can observe a technologisation or even smartification of 

policing. 
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Lastly, this research uncovered possible detrimental effects of increased 

privatisation in the field of public security and surveillance. It further suggested that 

the distinct lack of institutionalised measures and the reliance on external agencies 

hinders technological innovation and prevents police forces from staying up to date. 

Here it would be useful for further research to examine the individual steps in public 

procurement processes and identify opportunities for streamlining them.  

4.7. Chapter Summary 

Overall, this chapter identified three key areas for improving current practices of 

procuring and deploying new surveillance technologies for policing and crime 

prevention in London. Firstly, institutional setups need to be made more flexible 

and conducive for (technological) innovation. This includes increasing support 

from policymakers and leaders, as well as regulatory clarify for the deployment and 

use of new SOSTs.  

Secondly, this chapter highlights issues of interoperability as current but also future 

challenges to the use of SOSTs in policing and crime prevention. Here, not only 

technologically compatible systems should be procured but their deployment 

should also take practitioner concerns into account to minimise disruptions in day-

to-day operations.  

Lastly, this chapter highlighted the current lack of guidelines and evidence with 

regard to social acceptability. More research is needed to provide a better evidence 

base for future deployments of new SOSTs. At the same time, evaluation processes 

should be formalised and made more inclusive to ensure issues of ethics and social 

acceptability are not overshadowed by budgetary constraints and resource 

shortages. 

These results only partially corroborate the findings of previous studies or the 

characterisation of police and crime prevention practitioners in the literature and, 

as a result, have several implications for the academic debate on technological 
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innovation in policing and crime prevention. The theoretical discussion often 

highlights ethical issues and those of social acceptability, even though – in the 

interviews at least – most practitioners discussed these as rather peripheral issues in 

the procurement and implementation of new SOSTs. Instead, practitioners 

focussed on functionality and direct impacts on effectiveness and efficiency in their 

daily work.  

The main implications arising from this are that the academic debate needs to place 

a greater focus on practitioner perspectives and operational and practical issues. 

This can be done by involving practitioners and those working with SOSTs on a 

daily basis more and emphasising the importance of ethical and socially acceptable 

deployment from the onset of the procurement process (Azoulay & Jones, 2020). 

The overall lack of research reaffirms the urgency of this project. Not only is it 

important to evaluate the social acceptability level of individual interventions, but 

the findings of this study also indicate that there is a practical need for general 

criteria to evaluate to what extent the general public will examine a specific 

intervention. 

 

 



 

 151 

Chapter Five 

5.Exploring Social Acceptability: 

Characteristics of the Intervention 

5.1. Chapter Overview 

This chapter examines the issue of social acceptability, taking a closer look at the 

effects of a range of factors on the social acceptability of a deployment of new 

SOSTs in the UK. The chapter aims to answer the question which characteristics 

(intrusiveness, level of automation, effectiveness, location) impact how socially 

acceptable a new surveillance technology is. 

The results are based on a vignette-based online survey that was conducted in early 

2021. By examining the characteristics of the intervention itself, this study provides 

a starting point to evaluate future developments and develop policy 

recommendations for the future procurement and deployment of SOSTs in the 

UK. The results of this study are examined in Chapters 5 and 6. As such, method 

and study design are only discussed once. Together with Chapter 6, this chapter 

adds to the conceptual understanding of the complex dynamics surrounding 

acceptability and helped to visualise how different factors contributed to it. 

Especially within the frame of smart cities, this is novel and has to some extent an 

exploratory character.  

5.2. Introduction 

In the UK, surveillance technologies such as cameras have become part of the 

urban landscape and it is hard to imagine airports, train stations, banks, or 

department stores without them. Often, they are seen as an integral part of crime 

prevention and a common measure to protect urban and public spaces from 

anything ranging from vandalism and terrorist attacks. The deployment and 
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expansion of surveillance technology is often justified by its ability to improve crime 

prevention as well as the high levels of acceptance within the wider population. As 

for the former, a variety of studies have examined the crime prevention effect, 

largely concluding that it is conditional and only applies to certain offences under 

some conditions (Armitage, 2002; Cuevas, Corachea, Escabel, & Bautista, 2016).  

With regards to the second, much of the literature shows that the acceptance of 

surveillance technologies such as CCTV is high throughout most populations in 

Western Europe (Krempel, 2016; Kudlacek, 2015). As mentioned in the 

introduction, especially after terrorist attacks or other significant events that reduce 

public resistance, surveillance capabilities are expanded, a process the literature 

dubbed ‘surveillance creep’ (Fussey, 2007). Examples from the media demonstrate, 

however, that the use of some technologies does cross the line and provokes protest 

(Bradford et al., 2020; Sabbagh, 2019).  

This means that there is a stark difference between the use of ordinary closed-circuit 

television (CCTV) and so-called SOSTs that have smart or otherwise expanded 

capabilities (Nesterova, 2020) when examining their public acceptability. Adding to 

the already highly complex and context-specific nature of social acceptability 

research, which means that exploring it requires specialised and focused studies that 

examine use cases in detail (Bramley, Brown, Dempsey, Power, & Watkins, 2010; 

Nam, 2019).  

While in the past 20 years, numerous scientific articles have repeatedly ascertained 

that the acceptance and effect of (video) surveillance has not been adequately 

empirically explored (Goold, 2005; Hempel & Bittner, 2007; Sousa & Madensen, 

2016; Zurawski & Czerwinski, 2007), especially after the Snowden revelations, 

interest in surveillance increased steeply (Adams et al., 2017a; Adams et al., 2017b; 

Murata et al., 2017a; Murata, Fukuta, Orito, & Adams, 2017b). Today, there is a 

growing body of literature dedicated to this topic and a reasonable number of 

empirical studies address the effect and acceptance of video surveillance in public 
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and private spaces (Ditton, 2000; Goold, 2004; Helten & Fischer, 2004; Hölscher, 

2003; Reuband, 2001; Saetnan, Dahl, & Lomell, 2004; Thompson et al., 2020; 

Trüdinger & Steckermeier, 2017; van Heek et al., 2017). Nevertheless, there are still 

several shortcomings in this field, limiting it both in overall scope and quantity of 

literature useful for evaluating and improving current practice.  

One key problem is that many studies only consider issues of acceptance and 

acceptability15 on a superficial level, overlooking the interconnected and complex 

nature of the concerns people can have (Nguyen, Bedford, Bretana, & Hayes, 2011). 

In many instances, social acceptability is seen as a black box or a dichotomous 

condition, when in reality it is likely to be a spectrum that can be influenced by the 

design of the interventions and demographic factors of the populations that are 

subjected to the new technologies.  

The second major issue is that studies often focus specifically on already existing 

technologies and contexts where interventions have already been deployed. Though 

analysing real life situations provides more accurate insights, it means that only little 

(if anything) can be done to improve the situation in the future and insights for 

policymakers are likely outdated due to the fast-paced nature of technological 

developments. In the future, the use of smart SOSTs will likely increase as the 

smartification of urban environments progresses and increased amounts of data are 

needed to ensure city services work as intended (Salder, 2020). As such, research 

that not only considers the current state of surveillance in cities but specifically aims 

at anticipating future developments is much needed. 

While there are some studies examining the characteristics of specific interventions, 

such as the study by Nissen (2014), they focus often on providing best practices for 

 

15 Disambiguation of ‘acceptance’ and ‘acceptability’: Acceptance refers to the attitude of individuals 
or groups, i.e., their tendency to evaluate surveillance technologies with some degree of favour or 
disfavour, after their implementation whereas acceptability means the state of attitudes before the 
implementation as well as the potential of an intervention to be acceptable (Gärling, Jakobsson, 
Loukopoulos, & Fujii, 2008; Schuitema, Steg, & Forward, 2010). 
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the design of socially acceptable technologies. Though these design principles are 

useful for companies producing the technologies, they neither contribute to 

improved policymaking on the issue, nor shape governance stakeholder 

strategies to create a more conducive environment for the successful deployment 

of new SOSTs. 

As a result, there is a clear need for research on the social acceptability of new 

SOSTs that takes a constructive and nuanced approach while aiming to anticipate 

future developments and providing concrete recommendations for policy makers. 

The following chapter will try to address this gap, taking a closer look at the effects 

intervention characteristics such as intrusiveness, level of automation, effectiveness, 

and location have on the social acceptability of a deployment of new SOSTs in the 

UK. The chapter is structured as follows. First, the theoretical foundations of both 

surveillance and social acceptability are introduced and based on the literature, four 

hypotheses are developed. Then, the setup of the study and the method are 

discussed, followed by a presentation and discussion of the results. 

5.3. Background 

This section introduces the conceptual and theoretical foundations surrounding the 

use of CCTV and surveillance technologies in general16 as well as the issue of social 

acceptability. In doing so it discusses how surveillance and social acceptability can 

be defined, providing a frame of reference for the subsequent analysis. A special 

focus is placed on how characteristics of an intervention predict its social 

acceptability and four hypotheses are developed on the basis of existing research.  

 

16 While this research does draw a clear distinction between traditional CCTV and new SOSTs, this 
section refers to both as much of the literature is based on CCTV, but theoretical underpinnings 
apply to old and new systems alike. 
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5.3.1.1. Technologies in Policing – A Short History 

For decades, the police-related discourse on the use of technology has sought an 

image that remains unchanged in its basic structure, even if scale and significance 

of technologies have changed drastically over the years: Offenders (or at least those 

suspected of offending) use the latest technologies while law enforcement agencies 

have to make an effort to keep up (Aden; Sousa & Madensen, 2016; Weisburd et 

al., 2019). With the introduction of cars, for example, the speed at which some 

criminals could move became a problem for the police. The result was the 

procurement of faster and newer vehicles for law enforcement (Chan, 2001; Egnoto 

et al., 2017).  

This dynamic can be observed again and again in the history of police technology. 

The spread of phones led to criminal offences being increasingly planned or carried 

out with the help of this means of communication (Chan, 2003; Chan, 2001; Custers 

& Vergouw, 2015; Rossler, 2019). On the police side, this led to the introduction 

of telephones and early wiretapping (Brownell Jr, 1953).  

This relationship between technology used for criminal offences and police 

technology to counter it, is not limited to transportation and communication 

technologies and can in some cases lead to a form of arms race between police and 

offenders (Ekblom, 2017). A more recent example of this is how some countries’ 

police forces have responded to increasingly ‘professionalised’ terror threats and 

the online dimension of organised crime, where technical possibilities of avoiding 

traces trigger ambitions to develop counter-technologies (Kappeler & Kraska, 2015; 

Roesti, 2020; Salter, 2014).  

While technology has advanced significantly over the years, prices for end-

consumers have dropped dramatically and as Ekblom (2001) notes: ‘Move and 

counter-move are driven by accelerating change and diffused even more rapidly and 

efficiently by electronic means or movement of people.’ The spread of the internet 

and advancements in mobile technology have put sophisticated devices in almost 
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every pocket, including those of offenders. Never before have criminals had such a 

wealth of powerful technology at such a low cost at their disposal (Milivojevic & 

Radulski, 2020; Tung, 2021).  

The question in many counterstrategies is, however, how bureaucratic systems can 

keep up with an increasingly fast-paced technologization of crime. As early as the 

1970s, many police forces began to develop far-reaching plans for a more systematic 

use of technology (Braga & Weisburd, 2006; Lum et al., 2017; Willis, 2014). What 

ensued was a steady and unparalleled increase in technological innovation. 

Processes that previously had to be carried out manually have been accelerated or 

can now be partly or fully carried out automatically, one example being the 

comparison fingerprints and biometric data (Aden, 2019).  

In addition, safety and security technologies have gained considerable importance 

both as a research field and as an economic sector. After the terrorist attacks in the 

US on September 11, 2001, massive investments were made in technology-oriented 

security research at the state level and in the EU (Levi & Wall, 2004). Today, 

surveillance and civil security technologies become increasingly important as 

policing and counter-terrorism efforts are on the forefront of the political agenda 

and security and surveillance are more closely woven into urban infrastructure 

(Chmutina & Bosher, 2017).  

This revolution does, however, also pose new challenges for police. Investigative 

efforts related to analogue telephony prove increasingly ineffective. Encrypted 

messaging services, untraceable digital currencies, and a variety of cybercrime pose 

new challenges for the police for which no one-fits-all solution exists (Sarre, Lau, 

& Chang, 2018). This technological challenge is, however, different from 

advancements in cars or the introduction of phones. Today messaging apps are 

used by millions around the globe and a breach of encryption by security services 

or criminals alike might put the privacy and security of all users at risk (Manpearl, 

2017). Thus, the stakes in the security vs. privacy debate have never been higher. 
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‘Wiretapping’, i.e., breaking the encryption of an encrypted messenger is not only a 

hypothetical threat to civil liberties but potential back-doors compromise security 

of all users (Kerr, 2000). As such, a measured and nuanced debate of surveillance 

opportunities and challenges is needed to anticipate future developments and 

ensure security, privacy, and justice alike. 

5.3.2. Social (Un)Acceptability as a Major Pitfall 

One of the biggest issues of the future crime prevention debate is that it is often 

framed as a purely technological issue. This is, however, not the case, as trade 

shows, tech publications, and some countries around the world demonstrate again 

and again. Instead, many governments are deterred by the iceberg of social, 

economic, political and process challenges that need to be overcome to successfully 

deploy a new SOST or other technological crime prevention solution (Figure 5). 

Some of these challenges are more or less easily adjustable as they are purely internal 

to the government or organisation such as budgetary constraints or a lack of skill 

within the workforce. Others are highly complex and intricate such as issues of 

social acceptability. In the following, the concept of social acceptability and possible 

predictors will be discussed in more detail. 

 

Figure 5: The ‘iceberg’ issues associated with the deployment of new SOSTs in smart cities 
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5.3.2.1. Social Acceptability – A Theoretical Framework 

According to the interaction model introduced by Madensen, Heskett, and 

Lieberman (2012), individuals acceptance (or support) of a crime prevention 

intervention depends on four factors. These include (1) the intervention’s degree 

of reasonableness, (2) the extent to which the intervention has a disarming effect, 

(3) the focus of the intervention, and (4) the consistency of the intervention. Each 

of these factors can be viewed on a scale from low to high, with citizens more likely 

to support interventions that generally score highly across the board (Madensen et 

al., 2012; Sousa & Madensen, 2016). Low scores in only one dimension can cause 

serious negative effects and a loss of public acceptability (Sousa & Madensen, 2016). 

The model is based on a number of other theories including Reactance Theory, 

procedural justice and police legitimacy, Defiance Theory, the Elaborated Social 

Identity Model, and Differential coercion Theory (Sousa & Madensen, 2016). The 

model echoes fundamental principles of CCTV and surveillance as tools for crime 

prevention discussed by authors such as Ratcliffe (2006) and Armitage (2002). In 

the following, the four principles of the RDFC Interaction Model, reasonableness, 

disarming, focus, and consistency, will be discussed and a theoretical framework for 

this thesis developed (see also Table 16).  

• Reasonableness of an intervention refers to the appropriateness of the 

response and the discretionary decisions that lead to the deployment of 

SOSTs. This factor takes the type and harm of the unwanted behaviour into 

account and acknowledges that some forms of behaviour or crime are 

worse than others. Loitering for example may be unwanted but may not 

warrant an official sanction or deployment of resources. Warnings and 

action that was preceded by a warning will be received differently by citizens 

than a zero-tolerance policy. If police action is perceived to be unnecessary 

or disproportionate, it is likely to face a backlash in the community (Sousa 

& Madensen, 2016). 
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• Disarming in this context describes the level of force implied, threatened, 

or used. This applies to all actions law enforcement take and also includes 

the deployment of SOSTs. The dimensions of this factor range from non-

intrusive and inclusive to highly intrusive and intimidating (Madensen et al., 

2012; Sousa & Madensen, 2016). Evidence shows that officers with and 

without weapons are perceived differently and that overt displays of 

(physical) power can impact how citizens react to police (Yesberg, Bradford, 

& Dawson, 2020). In terms of SOSTs and crime prevention measures in 

smart cities, this especially becomes relevant when examining the design 

which may, depending on the purpose, be cowing and intimidating or 

inviting and attractive (Newman, 1972; Nissen, 2014; Poyner, 1983; 

Schuilenburg & Peeters, 2018). Here, a dichotomy of the smart city 

environment and surveillance becomes clear. While smart cities aim to 

maximise quality of life, some SOST interventions (especially those aiming 

to deter would-be offenders) might only work through displays of power, 

contradicting much of the smart city agenda. 

• Focus of the intervention refers to its scope and the precision with which 

it can select targets. This applies to both people and places and begs the 

question whether surveillance technologies by default have to cast a broad 

net or whether they can become only active when certain (unwanted or 

illegal) behaviours are spotted (Bourmpos et al., 2014; Wiliem et al., 2012). 

Sweeping security measures at a large-scale event are more likely to be 

accepted than in a calm neighbourhood and random spot checks may be 

seen as arbitrary and discriminatory if conducted at random locations and 

without consent (Sousa & Madensen, 2016). While some authors suggest 

that traditional SOSTs are increasingly being challenged by new 

technologies and AI in order to prevent large-scale privacy intrusions and 

to maximise resource efficiency (Choi & Na, 2017), others suggest the 
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opposite, pointing towards the need for large amounts of data by AI and 

other new technologies (Newell, 2013). 

• Consistency means the extent to which the public can rely on the 

intervention for action when unwanted behaviour is shown. It means the 

dependability of the intervention and of resulting law enforcement action 

(Sousa & Madensen, 2016). Delivering consistent results is not only 

important to ensure crime reduction is permanent but also to build trust 

within the community. 

Table 16: RDFC Model for building citizen support, based on Madensen et al. (2012) 

Dimension Police Response 

Reasonable Protects citizen rights and is appropriate and proportionate to prevent harm 

Disarming Does not use avoidable force, coercion, or intrusiveness 

Focused Targets only individuals, locations, or behaviours that are harming or facilitating harm 

Consistent Is dependable, unbiased, and reinforces behavioural expectations 

5.3.2.2.  Social Acceptability in the Literature 

Hallinan and Friedewald (2012, p. 2) neatly define why research on the public 

perception and acceptance of government surveillance is crucial. On a more 

systemic level, they conclude that public opinion should be a shaping factor for 

public policy in liberal democracies (Hallinan & Friedewald, 2012). This is not only 

important on a normative level but also because while ‘public opinion’ is often used 

to legitimise the use of surveillance technologies there is a significant gap when it 

comes to understanding how public opinions on the matter are formed. This study 

seeks to address this gap by examining how specific factors influence the level of 

social acceptability of a new SOST and making recommendations to support 

policymaking in the future.  

Especially the latter is essential, as public acceptability plays a significant role in 

policy makers’ decision to deploy new SOSTs. A lack of approval from the public 

can become a significant liability in the cost-benefit analysis that guides future policy 
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(Pechey, Burge, Mentzakis, Suhrcke, & Marteau, 2014). Furthermore, public 

opinion is a “shaping factor […] in the development of surveillance technologies 

and surveillance infrastructures” (Hallinan & Friedewald, 2012, p. 2). Certain 

technologies are considered to be unproblematic or even simply necessary, while 

others provoke resistance and outrage. While the latter can in some cases lead to 

the end of an intervention, citizens may accept it despite their concerns. An example 

of this is CCTV, which as a rather well established crime prevention and detection 

intervention in the UK is widely accepted in the population despite some concerns 

over privacy or the potential for abuse (Dixon et al., 2004). 

One of the most influential pieces of research in the debate around the social 

acceptability of new technologies is the work by Otway and Von Winterfeldt (1982). 

Already in 1982, the authors saw the potential of social acceptability issues and 

analysed underlying factors, finding that “opposition to technology is not new and 

the reasons for it are often complex, often including concerns related to morals, 

religion, political ideologies, power, economics, physical safety and psychological 

wellbeing” (Otway & Von Winterfeldt, 1982: 247).  

The research suggests that the acceptance of a new technology depends on a 

number of factors. One fundamental question is for example who conducts the 

surveillance. In the context of this research, the surveilling body has been clearly 

defined as the police and government security agencies. This is especially important, 

as the context of policing shifts the focus of the debate.  

Other factors include “the information people have been exposed to, what 

information they have chosen to believe, the values they hold, the social experiences 

to which they have had access, the dynamics of stakeholder groups, the vagaries of 

the political process, and the historical moment in which it is all happening” (Otway 

& Von Winterfeldt, 1982: 254). 

Furthermore, Otway and Von Winterfeldt (1982) defined a list of negative attributes 

of interventions that lower the social acceptability of a new technology. Their list 
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includes a variety of factors. Those relevant to this study and crime prevention and 

detection technologies more generally are: 

• involuntary exposure to the technology (can individuals opt out?);  

• lack of control over the outcome of the exposure (what data is being 

collected?); 

• uncertainty about the consequences (how is the collected data used?); 

• a lack of personal experience or knowledge about the technology (what is 

the technology?); 

• difficulty of imagining consequences because of the complexity of the 

process or technology (often the case with IT); 

• delayed or no somatic effects (can consequences appear much later?) 

• benefits are not highly visible (why take the risk?); 

• the benefits go to others, but the risk to us (unfair to the risk bearers);  

• danger of human failure leading to unintended consequences (e.g., data 

leaks). 

Complimentary to this, Otway and Von Winterfeldt (1982) also define a list of 

attributes which might positively or negatively impact the social acceptability of a 

technology, depending on how they are weighed by individuals according to their 

personal beliefs and values. Those relevant to this case include: 

• provide a benefit corresponding to perceived needs;  

• increase the standard of living; 

• facilitate economic growth;  

• require strict physical security measures or special police powers; 

• increase the power of big business. 

Interestingly, research on the acceptability of video surveillance indicates that it 

rarely correlates with the subjective feeling of security. While in the UK acceptance 

of CCTV steadily moved towards the 90%-mark, other European countries are not 
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far behind (Hempel & Töpfer, 2004, 2009; Töpfer, 2004). Even in Germany, a 

country with arguably one of the most CCTV-critical populations in the West often 

shows approval ratings for the deployment between 50% and 90% (Apelt & 

Möllers, 2011; Heger, 2010). With the installation of CCTV, however, the subjective 

feeling of security usually increases only to a much lesser extent, with other 

measures such as increased lighting or the presence of staff having a much more 

significant effect (Hölscher, 2003; Kazig et al., 2006; Klocke, 2001). This 

connection between feelings of security and fear of crime, and the acceptance of 

new SOSTs will also be further explored in the subsequent chapter in Section 6.5.2.  

5.3.3. Predictors of Social Acceptability 

Public opinion on new SOSTs can vary greatly between interventions and contexts 

(Hallinan & Friedewald, 2012). While traditional CCTV enjoys often high levels of 

approval and is seen as highly acceptable, SOSTs with further reaching capabilities 

often face backlashes (Thomas et al., 2021; Thompson et al., 2020). In the following 

this chapter will examine four characteristics in particular, which distinguish more 

advanced SOSTs from traditional CCTV. Though the list of characteristics tested 

in this study are by no means exhaustive and there might be many other issues that 

set new systems apart, this study considers these issues to be some of the most 

relevant ones in terms of social acceptability. To set a frame for the analysis, the 

following sections introduce four characteristics which were suggested in the 

academic literature or derived from real-life examples key features of modern 

surveillance technologies while at the same time presenting challenges to social 

acceptability.  

5.3.3.1. Intrusiveness  

One key characteristic that sets new SOSTs apart, especially in the context of smart 

cities, from traditional CCTV is the increased amount of data that is collected about 

citizens. While traditional CCTV only collects visual evidence in the form of video, 

other SOSTs are far more elaborate and may include functions such as audio 
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recording, various automated recognition tools (e.g., facial or license plate), or even 

contain components that scrape social media and the digital realm for additional 

information about individuals (Agha et al., 2017; Datta & Sarkar, 2017; Eigenraam 

& Rothkrantz, 2016; Qin, Strömberg, & Wu, 2017; Rothkrantz, 2017a). 

‘Intrusiveness’ in the context of this study thus refers to the amount of personal 

data gathered about an individual. 

Real world examples in the past years have demonstrated again and again that the 

use of such technologies is controversial and increasing the amount of gathered 

(personal) data can attract severe resistance from citizens if practices are deemed 

too intrusive (Moraes, Almeida, & de Pereira, 2021; Nesterova, 2020). The trials of 

facial recognition software in London, for example, revealed that intrusiveness 

matters and that technologies with new capabilities face greater public scrutiny 

(Bradford et al., 2020; Fussey & Murray, 2019).  

In the case of smart cities, increased intrusiveness is almost impossible to avoid. 

The data-driven nature of ‘smart’ innovation means that its success depends to a 

large extent on the question which data is available and how it has been processed 

(Bieber, 2018). The large amounts of data are necessary for the functioning of many 

smart functions and to improve other city services. The gathering of audio data can 

for example be useful to determine noise levels or sentiments. License plate 

recognition tools can serve to allocate parking spaces and facial recognition could 

be part of biometric payment schemes in shops (Moriuchi, 2021). Opportunities 

for using the wealth of collected data are almost limitless and it is important to 

consider that the gathering of data is an underlying condition for any ‘smart’ urban 

transformation. As a result, SOSTs are likely to gather more data and thus become 

more intrusive in the future if left unchecked.  

Drawing the connection between the more intrusive collection of personal data on 

one hand and the overt backlashes systems with more capabilities faced in reality, 

this thesis hypothesises the following: 
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H1: More intrusive technologies (here CCTV) are less socially acceptable than less comprehensive 

systems. 

To explore this hypothesis, this study distinguishes between two conditions, one 

describing an ‘ordinary’ CCTV system only collecting video data and one 

hypothetical highly intrusive system collecting video, audio, and social media data 

and employing facial recognition to extract further information. The capabilities of 

the more intrusive system were designed in order to provide a clear distinction from 

ordinary CCTV but drew from real-life examples that have been tested and used in 

different contexts (Givens & Lam, 2019; Leibold, 2020; Schuilenburg & Peeters, 

2018; Zenz & Leibold, 2020). Testing such a hypothetical condition rather than a 

scenario that is closer to reality, may seem counterproductive at first but given the 

rapid development of new technologies and the deployment of highly intrusive 

systems in countries such as China, the chosen scenario seems almost tame. 

5.3.3.2. Automation 

Technological innovation always incorporates some degree of automation (Danzer, 

Feuerbaum, & Gaessler, 2020). This general rule of thumb applies to both the smart 

city environment as a whole and security and policing processes in particular (as 

discussed in Chapter 2). In smart cities, automation is a feature of the way processes 

and interactions between components are organised (Bayerl & Butot, 2021). In 

terms of policing, the use of predictive policing tools for example automates the 

process of crime forecasting and even seemingly minor tools such as new 

scheduling software can automate processes such as setting meetings or resource 

deployment (as mentioned in Chapter 3). As such, automation by itself is a natural 

process and part of modernisation efforts. Police practice wants and needs to be 

state-of-the-art. Well-trained police officers expect to work on duty at least at the 

same technological level that has become standard for most people in their private 

lives, for example through the use of powerful smartphones and computers (Aden; 

Degeling & Berendt, 2017). 
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Police ambitions for the use of technical innovations, however, have their limits. 

Some of these are due to the limited ability to react to new developments as police 

authorities are cumbersome bureaucratic systems. In some cases, however, such 

ambitions also come up against legal hurdles, which in a democratic constitutional 

state necessarily arise from the fact that police use of technology almost always 

encroaches on basic human rights and civil liberties - with the result that the benefits 

of the respective technology for the safety of the general public must be weighed 

against risks to the fundamental rights of those affected and uninvolved (Ferguson, 

2019; Furnham & Swami, 2019; Valentino, Neuner, Kamin, & Bailey, 2021). This 

means that complex tensions between what is technically possible and what is 

(constitutionally) legally permissible are unavoidable. Political decision-makers are 

faced with the challenge of having to decide between practical requirements, 

fundamental rights, and their own political interests (Aden, 2019) 

The process of automation itself is, however, not the issue as it is a necessary part 

of ensuring police forces are ready for future challenges and can manage police 

demand effectively and efficiently (Laufs et al., 2020b). Proponents of the increased 

use of smart technologies and AI hope that much of the work previously conducted 

by humans can at some point in the future be replaced or at least accelerated by 

machines (Aden, 2019). Nevertheless, automation or in this case the use of AI is a 

highly debated subject in the field of acceptability research. Many studies explore 

the effects an increased use of AI has on humans in a variety of settings, often 

finding that people distrust it (Beiter et al., 2020; Scheuer, 2020a, 2020b). This is in 

part due to the fact that high levels of automation are often problematised as 

resulting in ‘black boxes’ which limit a system’s transparency and accountability as 

well as the possibility for reflective thought (Smith, 2020). 

In their comprehensive study, Beiter et al. (2020) find that most people see 

especially the collection and analysis of personal data by AI as problematic. While 

the study rejects the common notion that humans will be replaced by AI, it finds 
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that many people are nonetheless critical of the use of AI, especially when they do 

not understand how the intervention works (Beiter et al., 2020; Nissen, 2014). Their 

research finds that these critical attitudes are not often followed by critical actions 

and that especially when the use of AI delivers benefits for individuals (Beiter et al., 

2020). Overall, most individuals accept the use of AI unless it was able to take 

completely unsolicited actions as it could not be controlled to the extent that most 

people would like (Beiter et al., 2020).  

This suggests that the social acceptability of the intervention not only depends on 

what data is collected but also how this data is analysed and to what extent humans 

are involved in deciding appropriate action. As such, this study hypothesises the 

following: 

H2: The use of AI that works fully autonomously and can take action without human command 

for data analysis makes an intervention less socially acceptable. 

Automation in the smart city context is generally thought of in the technological 

sense, i.e., decisions made by machines instead of humans. As such, the hypothesis 

will be tested through two conditions. The first condition describes the analysis of 

the collected data by a human analyst, as currently practice in the UK, i.e., a system 

where critical decisions about the deployment of responses are made by humans. 

The second condition describes the use of an AI that autonomously and without 

human input analyses the collected data and takes response measures such as 

deploying police, sounding alarms, or turning up the lights. 

1.1.1. Predicted Effectiveness 

Beiter et al. (2020) find that the use of AI is considered to be more acceptable when 

it creates direct benefits for individuals. Thus, this study will examine whether 

increased benefit would increase the acceptability and thus mitigate any negative 

effects of the use of fully autonomous AI.  
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As discussed in the background section, a key function of CCTV and SOSTs in 

general is crime prevention through deterrence and alteration of the environment. 

Especially in the context of the smart city, however, surveillance measures and AI 

are deployed for a range of functions from gathering data to adjust city services and 

making resource deployment more efficient to preventing crime and increasing 

individual security (as discussed in Chapter 3). While all of these functions are 

important, a reduction in crime is arguably the most direct benefit for citizens. In 

addition, the true value of the SOST in terms of demand and resource management 

or positive indirect effects is too complex to convey in a brief vignette. As such, 

this study examines to what extent the predicted effectiveness in terms of crime 

reduction effects social acceptability of the intervention, testing the following 

hypothesis: 

H4: Interventions with a lower effectiveness are less socially acceptable than those with a high level 

of predicted effectiveness. 

Despite the increasing amount of cameras and the apparent ‘internationalisation’ of 

the phenomenon (Hier, 2011), there is still controversy in the academic literature 

about the extent to which CCTV and surveillance can reduce crime (Sousa & 

Madensen, 2016) and many authors highlight the possibility of crime displacement 

(Piza, 2018; Thomas et al., 2021).  

Evidence to support the often-suggested crime prevention effect of CCTV and 

SOSTs in general is sparse (see also the discussion of CCTV in Chapter 2). In their 

landmark meta-analysis on the effectiveness of CCTV for crime prevention, Piza et 

al. (2019) find that CCTV is associated with a significant yet modest reduction in 

crime. The authors note, however, that any effect is contingent on a number of 

contextual factors such as geographic setting, crime type, camera monitoring 

strategy, who is doing the monitoring, as well as the use of new technologies (Piza, 

2018; Piza et al., 2019). This is echoed by Armitage (2002) who found that timing, 

seasonal variations, control areas, and possible displacement have to be taken into 
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account when assessing the impact of CCTV. Some studies suggest also that if 

crime rates fall as a result of the use of video surveillance, as often associated with 

theft and property crime (Hempel & Bittner, 2007; Khan, Aziz, Faruk, & Talukder, 

2020; Morgan & Dowling, 2019), they stabilize again over time or return to their 

initial level (Kammerer, 2009, p. 76), especially if displacement effects are taken into 

account.  

One of the most comprehensive and detailed evaluations of CCTV as a crime 

prevention measure was conducted by Welsh and Farrington (2002, 2009). Their 

study reviews 44 scientific evaluations that met methodological standards for 

establishing causal relationships (Welsh & Farrington, 2009).  

The data suggests that (under certain conditions) CCTV is associated with a 

decrease in crime of about 16%. While this number is primarily taken from 

evaluations of CCTV use in UK car parks to tackle property crime, it is echoed 

throughout the literature with most authors acknowledging the success while 

maintaining that effectiveness differs across locations (Gill & Spriggs, 2005; 

McLean et al., 2013; Piza et al., 2019; Ratcliffe et al., 2009; Sousa & Madensen, 2016; 

Welsh & Farrington, 2009). The crime reduction effect of CCTV or SOSTs in 

general is not only location specific but also contingent on the crime type most 

prevalent in the area (Sousa & Madensen, 2016). Evidence on property and violent 

crimes is mixed (Caplan, Kennedy, & Petrossian, 2011; Gerell, 2016; McLean et al., 

2013; Piza, 2018; Piza et al., 2019), while there is more consistent evidence for crime 

reduction effects with regards to auto theft and disorder (Gill & Spriggs, 2005; Gill 

& Turbin, 1998; Ratcliffe et al., 2009; Webster, 2009). This is echoed by Armitage 

(2002), who discusses the evidence on the effectiveness of CCTV in relation to 

different offense types, coming to the conclusion that the extent to which CCTV 

can be an effective solution for crime problems depends largely on the context. 

Because the effect of many of these assumptions is difficult if not impossible to 

measure or quantify, there is a debate about the usefulness of CCTV. Overall, there 
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is no consensus on the issue of measuring the effectiveness of CCTV. The College 

of Policing’s Crime Prevention Tool Kit (2021) discusses the use of CCTV as a 

crime prevention strategy in the UK in more detail and synthesises evidence from 

two systematic reviews to assess the effectiveness and mechanisms through which 

it works. 

While the crime reduction effect of 16% was primarily true for auto theft in car 

parks (Tilley, 1993), it is used in this study as an anchor point for the effectiveness-

measure. Rather than picking an arbitrary number, this study uses this as a realistic 

baseline in order to make the hypothetical vignette as true to reality as possible. 

With the assumption that the use of more efficient analytical capabilities (i.e., an AI 

rather than a human analyst) would also increase the effectiveness of the SOST, 

high-effectiveness conditions included a projected crime reduction effect of 32%.  

5.3.3.3. Location 

The placement of CCTV cameras has always been an issue of video surveillance. 

While in some countries cameras are almost omnipresent, other countries have 

imposed strict regulations limiting the scope and number of cameras drastically 

(Krempel, 2016; Reuter et al., 2016; Thomas et al., 2021). As such, location by itself 

is not necessarily a new factor or one that is especially unique to new SOSTs.  

Nevertheless, this chapter argues that it is crucial to include location as a variable 

due to its future importance. Two developments make the placement of the 

cameras so important for the social acceptability. Firstly, camera systems are 

becoming sophisticated and the wide-spread introduction of the 5G network offers 

opportunities for high quality live-cameras that not only provide higher resolution 

than CCTV but can also be deployed to cover wider areas (Kim, Cha, Kim, & Kim, 

2020; Sugaris, 2020). Where authorities were previously constrained by resources, 

having to decide where a limited number of cameras are placed, developments such 

as multifocal technology allow for few cameras to cover over 1000m2 (Salder, 2020). 
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Secondly, camera systems that were previously permanently mounted on high poles 

are growingly being replaced or at least complimented by mobile or even airborne 

systems that are easy to transport and move around (Dilshad, Hwang, Song, & 

Sung, 2020; Rao et al., 2020). Both developments mean that the now already often 

hotly debated issue of location and placement of SOSTs could gain a new 

dimension. As such, it is crucial to examine what impact location has on the social 

acceptability. 

When discussing the issue of placement and location, the literature gives several 

insights into why it is such an important consideration (Lang, 2008). Studies suggest 

that individual attitudes towards surveillance differ depending on whether it is 

deployed in proximity to one’s home or other more frequented places and whether 

people consider these places to be in need of surveillance (Kudlacek, 2015; 

Reuband, 2001; Reuter et al., 2016). The latter can be based on objective crime risks 

or simply the individual perception of victimisation risks, i.e., fear of crime. As a 

result, fear of crime, previous victimisation, and the crime rates at the place of 

residence can be important mediating variables when examining the effect of 

location. If individuals perceive no real threat or generally feel safe in their 

neighbourhood, they are likely to reject the installation of intrusive SOSTs. People 

who previously have or live with a fear of being victimised, or those who live in 

neighbourhoods with high crime rates are likely to accept new interventions more 

readily. Though this chapter focusses only on the characteristics of the intervention 

itself, these issues are important to explore which is why they will be addressed in 

Chapter 6. 

In addition, the underlying notion of using location as a variable is that a SOST 

placed closer to someone’s home has a greater impact on their lives. Thus, this study 

hypothesises that individuals will find more intrusive surveillance less acceptable if 

installed close to their place of residence. 
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H3: Interventions installed close to the place of residence of respondents are less socially acceptable 

than those installed in a random area. 

To test to what extent the installation location can predict the social acceptability 

of a new SOST, this study distinguishes between two conditions in the experiment, 

one suggesting the deployment close to respondents’ home and the other proposing 

London’s Shoreditch as a location. Shoreditch was chosen as it is an area with a 

busy night-time economy (as also discussed by the vignettes and visualised in 

Picture 1. It has a high density of bars, pubs, and nightclubs and much of the 

nightlife happens outside. While London Shoreditch was chosen due to its 

popularity, effectively, any popular night-life area in the UK would have been 

suitable, as the sample in this study is UK-wide. Both Shoreditch and the ‘home’ 

location were chosen to ensure practical applicability of the research as they are 

realistic deployment conditions within the UK context.  

 

Picture 1 – Example photo of nightlife in London Shoreditch 

 



Method 

 173 

5.4. Method 

What influence do the before-mentioned factors have on the level of social 

acceptability of a new SOST? To answer this question, an online vignette-based 

survey was conducted, which will be discussed in the following. First, the study 

design and setup will be introduced. Then, the practical statistical approach and 

analysis methods will be discussed. Lastly, descriptive statistics and in-depth results 

of the different steps will be presented. As results for both this and the subsequent 

chapter were derived from the same survey, the study design will only be discussed 

once. 

The study design is founded in a number of good examples from the literature from 

the fields of social acceptability and public opinion research. The method builds 

especially on the works of Yesberg et al. (2020), Clothier, Greer, Greer, and Mehta 

(2015), Reynolds et al. (2019) as well as Pechey et al. (2014). 

5.4.1. Study and Vignette Design 

The introductory section of the survey gathered general demographic information 

about participants including age, gender, and ethnicity as well as general information 

about their previous experiences with police and victimisation. The second section 

asked about the privacy-related perceptions and behaviours of participants. Then a 

scenario in form of a vignette was introduced that laid out the deployment of a new 

SOST in a crime-troubled neighbourhood. Lastly, participants were asked about 

their attitudes towards the installation of the new system and any concerns they had 

about it. Acceptability/acceptance always has several dimensions and can also take 

the form of an adaptation (i.e. in the sense of acceptance) or an adoption (in the 

sense of an active endorsement) (Kudlacek, 2015). Empirical research should take 

this into account and should not capture attitudes towards video surveillance based 

on a single question. As a result, this study measured attitudes towards SOSTs using 

a scale of multiple items to reflect the multi-dimensionality of the concept of 

acceptance. Where possible, the items aimed to measure existing constructs based 
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on validated instruments from previously published research or follow best 

practices of survey design (Table 17). Perceptions of respondents were all measured 

on a five-point Likert scale.  

Table 17: Survey items measuring existing concepts and sources 

Construct / Item Definition Source 

Political spectrum Political opinion and attitude 

towards authority 

Heath, Evans, and Martin (1994); 

Kyprianides et al. (2020) 

Trust in police / 

expectation of 

effectiveness 

Level of trust in the police and 

expectation of how effective police 

are 

Jackson, Bradford, Stanko, and Hohl 

(2012); Trinkner, Jackson, and Tyler 

(2018) 

Privacy concern general / 

privacy concern 

government 

Concerns about the use of personal 

data in general and by the 

government as well as privacy 

protecting behaviours. 

Otway and Von Winterfeldt (1982); 

van Heek et al. (2017) 

 

5.4.1.1. Factorial Design 

Before final deployment, vignettes and questions were subject to two rounds of 

piloting. The first pilot was run on 4 February 2021 with two hundred respondents 

(8 conditions with twenty-five respondents each). The second pilot was run on 8 

March 2021 with three hundred respondents (12 conditions with twenty-five 

respondents each). The pilots were used to refine the questions and test the 

applicability of the vignettes.  

After the two pilot studies, the ‘high effectiveness’ conditions were added as a 

variation of conditions 2 and 4 which described a scenario with an AI analyst. This 

was done as the use of AI in SOSTs is often aimed at improving the effectiveness 

of interventions. Practically, adding this condition made it possible to test to what 

extent mentioning increased effectiveness to participants would mitigate any effects 

of the (hypothetically) less acceptable AI-condition. The final study consisted of a 

2x3x2 design, resulting in twelve final vignettes (Table 18).  
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Table 18: Overview of the final factorial design and its twelve conditions 

  Human analyst AI analyst 

 Location Normal effectiveness 

(16%) 

Normal effectiveness 

(16%) 

High effectiveness 

(32%) 

CCTV Home 1 A 2 A 2 A - HE 

 Shoreditch 1 B 2 B 2 B - HE 

Highly intrusive 

system 

Home 3 A 4 A 4 A - HE 

 Shoreditch 3 B 4 B 4 B - HE 

 

5.4.1.2. Vignettes 

In the study, respondents were given a brief text to introduce the scenario (Table 

19). This vignette described a crime problem as well as the deployment of a new 

SOST. Each vignette consisted of four core elements that were manipulated 

between groups. A sample vignette is provided below along with a breakdown of 

the individual elements. The elements that were manipulated between vignettes 

included (A) the location of the proposed intervention (close to respondents’ home 

or in an area in London with a lot of night-time economy), (B) the level of 

intrusiveness (simple CCTV only collecting video or a comprehensive smart system 

collecting video, audio and social media data), (C) the level of automation (analysis 

of the data and deployment of response measures either done by a human or an 

AI), and (D) the level of predicted effectiveness (either a 16% or 32% reduction in 

crime).  
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Table 19: Breakdown of a sample vignette used in the study 
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5.4.1.3. Recruitment of Participants 

The study itself was hosted on Qualtrics and participants were recruited via the 

online platform Prolific. Prolific is similar to other crowdsourcing platforms such 

as Mechanical Turk but has a larger, more diverse pool of UK participants. In line 

with Prolific recruitment protocols, participants received compensation for their 

time. This study followed Chandler and Paolacci’s (2017) advice on how to 

minimise participant fraud on Prolific: first, it set constraints so that participants 

could only take the survey once. Second, attention checks throughout the surveys 

were included (e.g., questions about the general topic of the survey). Participants 

were excluded from analysis if they failed attention checks. Nine responses were 

rejected because they did not correctly complete the required attention check. 

To ensure the study was as representative as possible, a pre-screened UK-wide 

sample that was quasi-representative of the UK population demographics was used. 

Participants were pre-screened for age, ethnicity, and gender and participation was 

limited to UK residents. Respondents were asked to type their gender, ethnicity, 

and age and responses were later grouped together to analyse sub-groups. The 

survey only included individuals above the age of eighteen. Overall, 1446 

participants were recruited to take part in the study. Table 20 breaks down the 

participants according to demographic factors. 
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Table 20: Participant Characteristics 
 

  Sample UK Population 2020a 

Characteristic  N % % 

Gender Male (including transgender men) 702 48.6 49.4 

 Female (including transgender women) 736 51.0 50.6 

 Non-binary / third gender 5 0.3 0.4b 

Age rangec 18-24 139 9.6 7.72 

 25-34 271 18.8 16.92 

 35-44 239 16.6 15.96 

 45-54 263 18.2 16.74 

 55-64 327 22.7 15.70 

 65+ 204 14.1 23.53 

Ethnicity White 1235 85.6 87.2 

 Mixed 37 2.6% 2 

 Asian 111 7.7% 4.2 

 Black 49 3.4% 3 

 Other 11 0.8% 3.7 

a Unless otherwise indicated, all UK Population estimates are based on the ONS Population Estimates 

Report 2021 (Office for National Statistics, 2021). 

b Estimate based on an analysis by Practical Androgyny (2021). The percentages in the gender 

characteristic category are not cumulative as the ONS only distinguishes between male and female. 

c Calculated based on the total 18+ year old population of the UK in 2020 (Office for National Statistics, 

2021). 

5.4.1.4. Ethics Approval and Consent 

Before taking part in the survey, participants gave informed consent to take part in 

the study in addition to the consent to take part in research that they had already 

provided to Prolific. The research was approved by the ethical review board at 

University College London’s Department of Security and Crime Science. 

5.4.2. Analysis Approach Summary 

Initially, the impact of the experimental conditions (automation, intrusiveness, 

location, effectiveness) on social acceptability were tested using simple analysis of 

variance (ANOVA). Other conditions and demographic factors were not relevant 

at this stage due to the random assignment of respondent to condition, meaning 
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any effect of pre-treatment conditions or demographics should be eliminated 

(Welsh & Kong, 2011). 

In many aspects, this analytical approach follows the example by Liu, Lucas, and 

Marsden (2020a). The one-way ANOVA and relevant post-hoc tests were 

conducted using STATA 16 to test whether the differences between the mean 

acceptability rates differed significantly between the four characteristics 

(Ostertagová & Ostertag, 2013; Rowntree, 2000).  

The analysis was broken down into several parts to simplify the statistical analysis 

process and to make the results easier to understand. First, the effectiveness 

condition was removed from the analysis as it was only relevant for analysis within 

the AI condition, thus leaving a 2x2x2 factorial design with three independent 

variables, the level of intrusiveness, the level of automation, and the location.  

A three-way analysis of variance (ANOVA) was conducted on the influence of the 

three independent variables (level of automation, level of intrusiveness, location) 

on the level of social acceptability. All independent variables were coded as 

dichotomous variables (i.e., present or not present). The results of this step can be 

found below in Table 21. As in reality, systems would likely include several of the 

before-mentioned technologies (i.e., be both more intrusive and include AI for 

analysis), interaction effects were included in the analysis.  

After the analysis between the three conditions had been conducted, the standard 

AI condition (16% effectiveness) was compared to the higher effectiveness AI 

condition (32%). This was done to test whether an increased effectiveness, would 

impact individuals’ attitudes towards the use of the AI system.  
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5.4.3. Results 

All of the effects in the first step of the analysis were statistically significant at 

p<0.0517, except for the location factor (p = 0.319). The main effect for the level 

of intrusiveness yielded an F ratio of F (1 , 1,442) = 144.55, p<0.001, indicating a 

significant difference between CCTV (M = 4.02, SD = 1.99) and the 

comprehensive, highly intrusive system CCTV (M = 3.35, SD = 1.54).  

The main effect for the level of automation yielded an F ratio of F (1 , 1,442) = 

23.54, p<0.001, indicating a significant difference between the use of an AI (M = 

3.59, SD = 1.44) and a human analysts (M = 3.87, SD = 1.43). Both the more 

intrusive and the more automated system yielded lower results than the traditional 

non-smart system. This was once again confirmed by a Tukey post-hoc test, which 

revealed that the acceptability of the highly automated (AI) condition was 

significantly lower than that of the condition with the human analyst (-.284 ± .062, 

p<0.001). Similarly, the more intrusive system was found to be significantly less 

socially acceptable (-.668 ± .056, p<0.001). While there were significant differences 

between the traditional and the smart and intrusive system, the results still indicate 

that a majority of respondents found all systems acceptable as all scored above 

average in terms of acceptability, i.e., over three on a five-point scale. No significant 

interaction effects could be observed. 

 

 

 

 

17 There is an ongoing debate about the appropriateness of p-values and their statistical significance. 
Including a full discussion of the benefits and potential pitfalls of using a fixed confidence level of 
95% (𝛼=0.05) goes far beyond the scope of this chapter. Instead, the research followed the practical 
suggestions by Di Leo and Sardanelli (2020), always reporting true p-values while maintaining the 
0.05-theshold to categorise the results or to simplify parts of the discussion where reporting all true 
p-values would have not resulted in any benefit to this research. 
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Table 21: Results of the ANOVA 

Dependent Variable: Level of acceptability  

Source  

Partial Sum of 

Squares df 

Mean 

Square 

F Prob>F 

Model 198.281 7 28.326 25.44 <0.001 

Intrusiveness 160.933 1 160.933 144.55 <0.001 

Automation 26.208 1 26.208 23.54 <0.001 

Location 0.946  1 0.946 0.85 0.357 

Intrusiveness * Automation 4.383  1 4.383 3.94 0.050 

Intrusiveness * Location 0.130  1 0.130 0.12 0.733 

Automation * Location 2.034  1 2.034 1.83 0.177 

Intrusiveness * Automation * 

Location 

3.464 1 3.464  3.11 0.078 

Residual 1597.665 1,435 1.113   

Total 1795.950 1,442 1.250   

R Squared = .110 (Adjusted R Squared = .105) 

In a second test, the automated groups (2A, 2B, 4A, 4B) were compared with 

groups that indicated a higher predicted effectiveness (2A-HE, 2B-HE, 4A-HE, 

4B-HE). This was done to examine whether a higher benefit (here predicted crime 

reduction) would mitigate negative effects of the use of AI instead of a human 

analyst. No significant effect of the level of effectiveness on the level of social 

acceptability could, however, be found (p = 0.623). Table 22 below presents the 

average acceptability scores in each condition. 

Table 22: Average acceptability score in each conditiona 

  Human analyst AI analyst 

 Location Normal effectiveness 

(16%) 

Normal effectiveness 

(16%) 

High effectiveness 

(32%) 

CCTV Home 4.262 3.769 3.902 

 Shoreditch 4.313 3.932 3.938 

Highly intrusive system Home 3.354 3.494 3.244 

 Shoreditch 3.572 3.231 3.208 

a Measured on a 5-point scale where 5 = highly acceptable and 1 = highly unacceptable. 
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5.5. Contextualising the Results – Why Characteristics Matter 

5.5.1.1. Intrusiveness 

Out of the four tested characteristics, the intrusiveness of the intervention had the 

strongest negative impact on the level of social acceptability. While this may be 

intuitive and in fact confirms the hypothesis H1, it is still a highly relevant finding 

with implications for the design and deployment of SOSTs.  

The CCTV condition was mostly accepted and did not raise concerns with most 

respondents. In contrast, collecting audio, video, and social media information 

crossed the line of what is acceptable and solicited a more negative response. This 

is, however, not to say that the more intrusive system was viewed as entirely 

unacceptable, scoring still an average over four on the five-point acceptability scale. 

This indicates that even though respondents found the intrusive system significantly 

less acceptable than the traditional CCTV system, they still did not reject it but 

rather found it less acceptable to install. 

The reasons for this are complex but the data provides some insights that can help 

to disentangle these results. Firstly, this study found that most respondents found 

the use of surveillance both in an intrusive and traditional fashion overall 

acceptable. This echoes the findings of much of the recent literature, indicating that 

despite the lack of evidence of its effectiveness, people are generally in favour of 

more public surveillance to curb crime (Krempel, 2016; Kudlacek, 2015; Reuter et 

al., 2016; Sousa & Madensen, 2016).  

Though the scenario tested in this study may seem extreme at first, there are indeed 

instances where such systems have been tested or even deployed. China’s increasing 

securitisation and surveillance of Xinjiang Province (Burnay, 2019; Givens & Lam, 

2019; Leibold, 2020; Zenz & Leibold, 2020) and its elaborate social credit system 

which involves the monitoring and analysis of social media are only some examples 

of where increasingly high-tech SOSTs might lead (Curran & Smart, 2021; Knockel 

et al., 2015; Qin et al., 2017). 
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While surveillance measures like in the Chinese context might seem outrageous, 

dangerous and intrusive to the average European, authors such as Thompson et al. 

(2020) or Cao and Everard (2008) suggests that individuals living in countries that 

are high on the power distance index or those from strict hierarchical societies are 

likely to accept greater surveillance. This highlights that there are differences in what 

is deemed acceptable not only within a population but also between cultural and 

societal contexts.  

Even when considering CCTV, perspectives differ between European countries. 

While CCTV is extremely common and well accepted in the UK (as once again 

highlighted by the results of this study), this is not the case in Germany (Adams et 

al., 2017b; Möllers & Hälterlein, 2013). In the Spanish context, Adams et al. (2017a) 

found that citizens are more accepting of government surveillance if they perceive 

a benefit for themselves or society. Privacy concerns, trust in government and the 

police, and the perceived need for surveillance are all at least in parts determined by 

the cultural context (Thompson et al., 2020). The context of national culture is 

critical when discussing new SOSTs which means that the results of this study are 

only generalisable to a certain degree and only with the caveat of being tied to a UK 

context (Thompson et al., 2020). 

The finding that intrusiveness of an intervention can be a critical factor in predicting 

its social acceptability may be universally applicable and useful for the design of 

new SOSTs. The results do not, however, provide an understanding of exactly 

which technologies are acceptable and which are not. Here, further research is 

required with a narrower focus and possibly a comparative perspective to examine 

the impact in a cross-cultural context.  

5.5.1.2. Automation 

The level of automation, i.e., to what extent a human was involved in the analysis 

of the data and the deployment of response measures, showed to have a significant 

impact on the social acceptability of the intervention. The more automated 
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condition (using the AI analyst) was found to be less socially acceptable than that 

with the human analyst, supporting hypothesis H2.  

The expectation of proponents of the use of AI is that automated systems are more 

neutral and freer of bias in their decision making. Governmental entities and police 

in particular depend on being able to present their actions to citizens and society in 

general as rational (Meyer & Rowan, 1977). The legitimation of the use of AI can 

probably benefit from this thanks to the widespread myth of the computer as the 

embodiment of the ideal of rationality, especially as long as knowledge about how 

AI work is relatively low within the general population.  

At the same time, not many people understand how AI works. This lack of 

knowledge may mean that some reject AI because they do not understand it or it 

scares them, thus becoming detrimental to its social acceptability (Klimczak, 

Kusche, Tschöpe, & Wolff, 2019; Kroll, 2018). AI is often seen as a black box, not 

only by the general public and lay people but in some cases also by its creators (Rai, 

2020). This means that questions remain about how data is stored and used, and it 

may become hard if not impossible for citizens to understand the inferences and 

conclusions drawn from the data collected in their everyday activities. This 

fundamentally goes against the acceptability principles introduced by Madensen et 

al. (2012) which were discussed in Section 5.2.2.  

The ‘black box’ association may also have contributed to the lack of acceptability 

in another way. While some may associate the term ‘AI’ generally with more 

intrusive data gathering or dystopian scenarios, others may not have any have any 

opinion or view (positive or negative) but may simply lack knowledge or an 

understanding of how it could be useful in this context. Respondents were not given 

extensive information about pros and cons of the use of AI or more elaborate 

automation in general, meaning they relied solely on their existing knowledge.  
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5.5.1.3. Effectiveness 

The predicted level of effectiveness (in terms of crime reduction) of the 

intervention did not have a statistically significant impact on the level of social 

acceptability. This is interesting, as effectiveness is one of the most commonly 

discussed factors impacting the acceptability of SOSTs in the literature (Kudlacek, 

2015).  

The value of 16% for the predicted effectiveness was based on findings from 

previous studies (Armitage, 2002; Cuevas et al.; Moon, Heo, Lee, Leem, & Nam, 

2015). The higher value of 32% was chosen as it would mean double of the realistic 

crime prevention value, i.e., a significant increase. As such, the results do not 

indicate that effectiveness in general does not have an impact but rather that neither 

the realistic (and following the literature even slightly optimistic) value of 16% nor 

a reduction by double would lead most people to show greater support for a more 

intrusive SOST.  

Nevertheless, this means that a proposed benefit such as crime reduction also does 

not mitigate the negative impact of using AI as initially assumed. Here, it would be 

interesting to see whether the promise of other benefits could sway individuals to 

consider the use of AI more permissible. 

In addition, it is important to remember that the overall effectiveness of SOSTs is 

hard to measure and that it relies on a number of passive effects the results of which 

are difficult to quantify (Armitage, 2002, 2013). Furthermore, effects on subjective 

feelings of safety also depend on individual experiences and the context in which 

SOSTs are deployed.  

Lastly, anchoring the overall usefulness of surveillance in the total crime reduction 

fails to recognize that it can also be associated with opportunities. Hölscher (2003, 

p. 51), who is fundamentally critical of the use of the technology, has pointed out 

that basically three purposes are conceivable: The surveillance could serve to 

investigate crimes that have been committed. It could also serve as ‘discipline in 
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advance’ and thirdly, as it were as a result of the first two contribute to an 

‘improvement in the subjective feeling of security.’ As such, is entirely plausible that 

SOSTs can have beneficial effects in certain locations and regarding certain 

offences that are not easily quantifiable in terms of absolute crime reduction 

(Kudlacek, 2015). Furthermore, there are several benefits associated with CCTV 

with regards to demand and resource management for police forces (Laufs et al., 

2020b). Effectiveness of SOSTs should thus not only be measured in terms of crime 

reduction. Especially when SOSTs are implemented as part of a wider smart city 

network, the purpose of surveillance technologies can pertain to other city services 

(e.g., how many people are in one location could affect how traffic is routed) as well 

as the overall topic of efficiency.  

In summary this means that while the prospect of crime reduction did not have a 

significant impact, it may be useful to further explore other passive or indirect 

benefits for individuals through further research. Furthermore, it would be 

interesting to investigate whether there is a value that would lead respondents to 

consider interventions more acceptable. While 16% and 32% are more realistic 

values (one aim of this study), they are admittedly not the strongest manipulation 

possible and it may be interesting to see whether predicted crime reductions of 

50%, 80%, or 100% would yield different results.  

1.1.1. Location 

Against the initial hypothesis H4, location was found not to have a significant effect 

on the level of social acceptability. The first assumption of course is that location 

simply does not affect social acceptability as respondents either support or reject 

new interventions, regardless of the location of their implementation.  

There are, however, two caveats to this conclusion. Firstly, as already discussed in 

previous chapters, this study is highly specific to the UK national context as 

attitudes between regions and countries may differ greatly, specifically with regards 

to the use of new SOSTs (Banisar & Davies, 1999; Brandl, Frank, Worden, & 
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Bynum, 1994; Norris, McCahill, & Wood, 2004; van Heek et al., 2017). Other 

studies in this field have found that placement and location of surveillance 

technologies, especially in Germany, did indeed have an effect on public attitudes 

(Bier, 2012; Reuband, 2001). As such, one might hypothesise that location of 

SOSTs has no effect in the UK context because video surveillance is already highly 

present in most public urban areas (Webster, 2009).  

A second caveat is that the findings only suggest that there is no effect of the two 

tested conditions (location close to respondents’ home/their general area of 

residence and a more or less random area in London). This means that a stronger 

manipulation, e.g., by suggesting the deployment right outside the respondents’ 

house may have yielded different results. While the tested conditions are the most 

realistic scenarios in the UK, other countries around the world are showing that 

they are far from science fiction (i.e., instances where surveillance technology is 

installed outside every door) (Leibold, 2020; Zenz & Leibold, 2020).  

Two suggestions arise from these findings. Firstly, it would be useful to conduct a 

further study that more specifically explores the issue of placement of SOSTs and 

the effect on social acceptability. Here, a comparative study between different 

national contexts could prove valuable. Secondly, policymakers and police forces in 

the UK have more leeway in the placement of SOSTs but need to be mindful not 

to cross certain thresholds. Further studies are needed to determine where these 

thresholds lie.  

5.6. Chapter Summary 

This chapter explored how the level of automation, the level of gathered data 

(intrusiveness), the deployment location, and the suggested effectiveness predict the 

acceptability of new SOSTs. The analysis found that growing intrusiveness and 

increased automation both predict a decrease in social acceptability and significantly 

less favourable attitudes towards the intervention. Even when disregarding cases 

with severely increased capabilities, comparing the results of this study with those 
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of Reuband (2001) , Hölscher (2003), Bornewasser and Kober (2012) and 

Bornewasser and Schulz (2008) shows that overall acceptance of SOSTs has 

decreased, and concerns of privacy and civil liberties have increased over the years. 

As the aim of this study was not a comparative time-series analysis, these results are 

only indicative, but a full comparative study over a number of years could prove 

highly useful to spot future trends and help make more sensible and citizen-focused 

policy decisions in this field.  

Increased automation and intrusiveness predict lower scores in terms of overall 

acceptability. Despite the relatively lower rating, acceptance of all interventions was 

overall high. This echoes the findings of Kudlacek (2015), who suggests that the 

use of smart CCTV is supported by most citizens. While these results are generally 

encouraging for policymakers and those seeking to increase surveillance in the 

future, they also have implications for the design and procurement of new SOSTs 

as well as policymaking. This goes especially for the UK as the results are specific 

to the national context.  

Some research suggests that respondents favour technological solutions over the 

involvement of human analysts due to the potential for bias and error (Klocke, 

2001; Kudlacek, 2015). In contrast to this, this study found the opposite with most 

respondents favouring human involvement. This may be due to a priming effect 

through the vignettes, which introduces in some cases highly intrusive and 

automated systems. While there were significant differences between the 

conditions, the less-acceptable AI-system was still seen as generally acceptable by 

most respondents. One suggestion might be to conduct further experiments 

regarding the use of AI, with a clear focus to increase the efficiency and 

effectiveness of the new SOSTs.  

Though neither location nor the proposed level of effectiveness were significant 

predictors of interventions’ social acceptability, they might still become relevant in 

real-world cases. As several other studies to point to these factors as significant 



Chapter Summary 

 189 

predictors of surveillance measures (Kudlacek, 2015; Reuter et al., 2016; Rothmann, 

2010; van Heek et al., 2017), the absence of significant results may be explained by 

weak or insufficient manipulation in this study. As such, it may still be worth 

exploring ways to increase the effectiveness of new SOSTs to improve their social 

acceptability. 

The differences regarding the extent of approval between the different types of 

SOSTs can also be explained by the somewhat more differentiated recording that 

was used in the context of the present study. This confirms a view of Zurawski and 

Czerwinski (2007), who argue that the assessment of video surveillance measures is 

less positive for more specific and differentiated questions.
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Chapter Six 

6.Exploring Social Acceptability: The 

Importance of Other Predictors 

6.1. Chapter Overview 

In continuation of the previous chapter, which focused on the characteristics of the 

intervention itself, this chapter explores external predictors for how individuals 

respond to the deployment of a new SOST. Using the experimental data from 

Chapter 5 to explore the demographic factors and sub-groups means that this 

chapter moves from an experimental paradigm into a correlational one.  

The external predictors discussed in this chapter were identified through a thorough 

review of the literature. Here, the chapter draws from several fields under the 

broader umbrella of social acceptability of policing or government measures. All 

variables that are discussed in the previous and this chapter are visually summarised 

in Figure 6 below. 

Ultimately, the chapter seeks to answer a number of research questions. First, the 

chapter asks to what extent demographic factors such as age, gender, ethnicity, or 

political affiliation predict the social acceptability of new surveillance technologies. 

Secondly, it explores how far previous victimisation experiences and the impact of 

crime on one’s life predict social acceptability. Thirdly, it examines the predictive 

power of previous experiences with and trust in the police before lastly discussing 

the role of individually held privacy concerns.  

6.2. Predictors of Social Acceptability  

This section introduces the predictors that were tested in this study. Based on the 

relevant literature, several hypotheses are developed, which will later guide the 

analysis. The section is structured around the key factors discussed before and 
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includes a discussion of the importance of demographic factors such as age, gender, 

and ethnicity.  

6.2.1. Political Beliefs 

The political attitude of individuals is a critical factor for predicting social 

acceptability as especially the role of authority in the personal beliefs predicts how 

individuals may view the use of SOSTs by the government (Hallinan & Friedewald, 

2012). Individuals with more right-wing or conservative beliefs, i.e., those with a 

mindset that values trust in and respect for authority, are more likely to accept 

increased technological capabilities of the police (Anania et al., 2019) and the use 

of new SOSTs (Murphy, 2007). As such, the following can be hypothesised: 

H1 Individuals who identify with the political right find the deployment of new SOSTs more 

acceptable than those on the political left. 

While political opinions are certainly a spectrum rather than categorical, the 

following sections will still refer to them as ‘right’ and ‘left’, always relative to the 

middle of the applied scale. The connection between ideology and concerns about 

government surveillance may seem obvious. In reality, this nexus is, however, only 

subject of few studies (see e.g., Dinev, Bellotto, Hart, Russo, & Serra, 2006; Dinev 

et al., 2008; Lim, Cho, & Sanchez, 2009; Pavone & Esposti, 2012; Smith, 2005) and 

personal beliefs are rarely referred to as a source of concern or rejection of 

surveillance technologies (Nam, 2017). 

This research gap is addressed by Nam (2017) who discusses the impact of political 

ideology on concerns about government surveillance. Personal political beliefs 

deeply impact individuals’ outlook on the issue of surveillance and the capabilities 

the police have. While surveillance does to some extent always impede on civil 

liberties (Bennett, 1995), it is the reasons for the surveillance and the attitude 

towards these liberties that drive individual concerns about surveillance (Nam, 

2017). In short, this means that while some people might view a surveillance 
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measure as a legitimate tool, others may consider it an ‘unacceptable interruption 

into one’s personal sphere’, depending on their political beliefs (Nam, 2017).  

Nam (2017) suggests that in order to be successful, governments must convey the 

importance and purpose of the measure to both sides of the political spectrum and 

educate citizens about their intentions. Surveillance theory and practice should not 

be black boxes but rather build on citizen participation and input, taking demand 

and needs of citizens just as much into account as concerns and rejection, especially 

if municipalities claim the title ‘smart city’ (Bourmpos et al., 2014; Nam, 2017, 

2019). While the ideological classification undertaken by Nam (2017) is not useful 

for this study, this research nonetheless builds on the overall notion that political 

ideology is a critical factor in predicting an individual’s view on government 

surveillance.  

6.2.2. Victimisation Experience and Crime Impact 

Other key predictors of social acceptability include previous victimisation 

experience and the impact of crime and fear of crime on one’s life (Baumer, 1978; 

Greve, Leipold, & Kappes, 2018; Krempel, 2016; Kudlacek, 2015; Pryce, Wilson, 

& Fuller, 2018; Reuter et al., 2016). These factors are also important to further 

explore the results of the analysis in the previous chapter, which found that the 

location of the new SOSTs was not a significant predictor of social acceptability. 

This chapter builds on this finding and employs a more nuanced analysis to examine 

closer to what extent the impact of crime on individuals and previous victimisation 

experience can predict the level of acceptability of a new SOST.  

The underlying idea is that individuals who live in high crime neighbourhoods or 

whose lives are otherwise impacted by crime in a significant way are more inclined 

to support the installation of a new SOST. Kochel (2018) for example finds that 

individuals living in crime hot spots with high risks of victimisation are more 

inclined to support the police and value effective policing. The study suggests that 

‘need for help from police promotes police legitimacy’ and drives the acceptance of 
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new SOSTs and more capabilities for police (Kochel, 2018). Since surveillance is 

aimed at reducing crime, it is reasonable to expect that people who fear crime would 

speak out disproportionately in favour of interventions to tackle it in the hope that 

this would reduce their own threat.  

H2 Individuals who are more impacted by crime and fear of crime in their daily lives are more 

likely to accept new SOSTs. 

 H3 Individuals who have previously been victimised show greater support for the deployment of 

new SOSTs. 

While victimisation and fear of crime are sometimes discussed controversially, 

several studies provide findings that support the hypotheses (Kazig et al., 2006; 

Krempel, 2016; Nam, 2018; Reuband, 2001). The opportunities in the use of SOSTs 

in high-crime neighbourhoods is demonstrated in the literature (Klauser, 2007; 

Wheeler, 2016; Wiig, 2018). One example of such an approach is the transformation 

of Camden, New Jersey, where a new surveillance system with participatory 

elements (e.g., citizens could watch their own street), served as a key part to decrease 

crime and support the rebuilding of the community (Wiig, 2018). This case and 

further examples from the literature demonstrate how surveillance, though not 

without its flaws, can help to improve neighbourhoods and bring direct benefits for 

citizens (Klauser, 2007; Wheeler, 2016; Wiig, 2018). 

In addition, while the actual effectiveness of surveillance technologies in terms of 

crime reduction is heavily debated (see Section 2.2.4.), the effect on fear of crime is 

far less controversial. Several authors find that citizens feel safer and more 

confident when SOSTs are visibly in operation (Heger, 2010; Rothmann, 2010; 

Zurawski & Czerwinski, 2007). This supports the hypothesis, that individuals who 

are afraid of being victimised or whose life is significantly impacted by crime are 

more likely to see the installation of a new SOST as beneficial and thus acceptable. 
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6.2.3. Contact with the Police and Trust in Police 

Several studies link a higher trust in police with an increased willingness to accept 

new surveillance measures and SOSTs (Davis & Silver, 2004; Kochel, 2018; 

Trüdinger & Steckermeier, 2017). Research further shows that the general attitude 

individuals have towards the police and authority in general is an important 

predictor for support for police action and new tactics and techniques (Tyler and 

Huo 2002; Sunshine and Tyler 2003; Jackson et al. 2013; Yesberg and Bradford 

2019; Bradford et al. 2020). Other researchers such as Milani (2020) find that police 

decisions and activities are deemed to be acceptable just as long as these actions are 

considered within certain normative bounds. Within these bounds, however, almost 

any action is seen as justifiable. As such, trust in the police and can be considered 

an essential factor in predicting individuals’ attitude towards new SOSTs 

(Thompson et al., 2020; Trüdinger & Steckermeier, 2017). The greater the trust in 

them, the less threatening the video surveillance should appear. As such, the 

following hypothesis will be explored: 

H4 High trust in the police positively influences the social acceptability of new SOSTs. 

Closely connected to this is the issue of previous experiences with the police and 

their impact on the acceptance of new SOSTs (Reisig & Parks, 2000; Rothmann, 

2010). As discussed in the academic literature about various other policing tools 

and techniques from the use of tasers to community policing or racial profiling 

(Bradford et al., 2020; Yesberg et al., 2020), it is not a far-fetched hypothesise that 

previous negative experiences with the police can positively or negatively impact 

how an individual might view increased powers for authorities and the use of new 

technologies. This study considers prior contact with the police as a possible pre-

treatment effect, asking respondents to elaborate whether they had previous 

encounters with the police and whether these had been positive, negative, or mixed. 

This in turn helps to explore the following hypothesis: 
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H5 Individuals who have previously had some or exclusively negative encounters with the police are 

less likely to accept the deployment of new SOSTs. 

6.2.4. Mediating Effect of Trust in Police 

Previous positive or negative encounters with the police do, however, not only 

impact the level of social acceptability directly. Instead, they are also an important 

factor in predicting how individuals see the police and thus by proxy how their 

behaviour towards additional powers or the deployment of new SOSTs may be 

shaped (Cheurprakobkit, 2000; Dai, Hu, & Time, 2019; Zevitz & Rettammel, 1990). 

Van Damme (2017) explored the impact of positive and negative interactions with 

the police and the impact on trust in the police. The study finds that unsatisfactory 

contact was associated with lower trust and more positive encounters with higher 

trust and that positive encounters had a stronger (positive) impact than the 

detrimental effect of negative encounters (Van Damme, 2017). As such, trust in 

police can act as a mediating variable between previous experience with the police 

and the level of social acceptability of a new SOST. While the literature distinguishes 

between police-initiated and citizen-initiated contact (Li, Ren, & Luo, 2016). Police 

initiated encounters (e.g., arrests or traffic stops) are more likely to be negative and 

thus for obvious reasons more likely to lower satisfaction and public attitudes of 

police (Li et al., 2016; Schafer, Huebner, & Bynum, 2003; Skogan, 2005; Weitzer & 

Tuch, 2005). Here, procedural justice is important as unfair or unjust treatment (or 

even the perception of such) can have severe negative effects on individuals’ 

attitude towards the police (Wells, 2007). Overall, this means that previous 

experiences with the police can predict both individual attitudes towards new 

SOSTs directly and by proxy through the variable of trust. In case of the latter, trust 

in police mediates the impact of previous experiences with the police on the level 

of social acceptability (see the conceptual map in Figure 6). Thus, the following sub-

hypothesis can be formed. 
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H5A Individuals who have previously had some or exclusively negative encounters with the police 

are less likely to trust the police. 

Furthermore, as trust in police is a complex concept in itself and impacted by a 

variety of factors, it may function as a mediating variable for several of the other 

hypothesised predictors. This includes in addition to previous encounters with the 

police also victimisation experience, the impact of crime, and the individual political 

attitude.  

With regards to victimisation experience and the impact on crime on the individual, 

research shows that attitudes towards the police and thus also towards new SOSTs 

are shaped by crime and safety in individuals’ neighbourhood (Dai, Hu, & Gu, 2020; 

Dai & Johnson, 2009; Reisig & Parks, 2000; Weitzer & Tuch, 2005). Citizens’ 

perception of local crime problems and the impact of crime (and fear of crime) on 

their life significantly predicts their perception of and attitude towards the police 

(Dai & Jiang, 2016). The direction of this impact is, however, topic of controversy. 

Some authors suggest that citizens that live in high-crime neighbourhoods tend to 

be less satisfied with the police and have a lower expectation of police effectiveness 

due to their own experience (Dai & Jiang, 2016). This is supported by studies that 

find that there tends to be a higher rate of police misconduct in these 

neighbourhoods (Kane, 2002) leading to more direct negative experiences with the 

police and increased mistrust (Schafer et al., 2003). The before-mentioned study by 

Kochel (2018) suggests that especially individuals living in high-crime 

neighbourhoods that need police intervention are likely to accept police 

intervention and increased use of SOSTs. While these points seem to be 

contradictory at first, this research suggests that individuals living in high crime 

neighbourhoods, i.e., those affected by crime and fear of crime and with a high risk 

of victimisation, are more likely to accept SOSTs as they are interested in solutions 

to their situation. At the same time, they might have lower trust in police as police 

due to a strained relationship, negative experiences, or a lack of trust in the ability 
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of the police to tackle crime effectively. As such, the following two sub-hypotheses 

can be formulated:  

H5B Individuals who have previously been victimised are less likely to trust the police. 

H5C Individuals whose life is heavily impacted by crime and the fear of crime are less likely to trust 

the police. 

As discussed before, personal political beliefs strongly impact how individuals feel 

about the police and authority in general. This is further explored by Anania et al. 

(2019) who finds that individuals with more conservative attitudes have more trust 

in police and the ability of police to provide safety and security than those with 

more liberal mindsets. As a result, the following sub-hypothesis can be formulated: 

H5D Individuals with more left-wing political opinions are less likely to trust the police. 

6.2.5. Privacy Concerns 

The last important factor to discuss are privacy concerns and their impact on the 

social acceptability of new SOSTs. More broadly, this includes general personal 

attitudes towards privacy and the use of personal data by the government (Nguyen 

et al., 2011).  

Unlike the previous factors, privacy concerns require a more thorough introduction 

as defining the ‘evanescent concept’ of privacy is not an easy task (Gormley, 1992; 

Smith, Dinev, & Xu, 2011). These definitional issues arise from the context-bound 

nature of the concept of privacy (Thierer, 2013; Whitman, 2003). In addition, 

‘privacy’ does not describe a single phenomenon but can be broken down in a 

number of different categories including information privacy, territorial privacy, 

bodily privacy, and privacy of communications (Banisar & Davies, 1999).  

Definitions of privacy vary in scope and focus throughout the literature but often 

involve two dimensions, privacy as a right and privacy as a commodity (Smith et al., 

2011). Early conceptualisations of privacy often define it in a normative manner as 

a ‘right to be left alone’ (Brandeis & Warren, 1890). With the beginning of the 20th 
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century and with ever increasing speed in the 21st century, the focus has shifted 

more and more towards a reconceptualisation around the value of privacy as a 

commodity and its exchange for benefits of security and economy (Campbell & 

Carlson, 2002). 

Many of the well-established concepts in the realm of privacy research begin to 

crumble as new technologies reshape societies and interactions between 

governments and citizens. One example of this is the fact that traditionally the 

private sector was thought of as a threat to information privacy, a fact that has 

increasingly changed with the gathering of massive amounts of data for example on 

online behaviour by governments (Wilton, 2017). 

As with so many scientific concepts, there is no unified single definition of privacy 

as such. Nevertheless, there are useful approaches to make ‘privacy’ a useful and 

practical concept. One of these approaches is understanding privacy in terms of 

control. One famous example of this is the definition of Westin (1967) who 

describes privacy as ‘the right of the individual to decide what information about 

himself should be communicated to others and under what condition.’ 

Control is also discussed in more recent literature (Nam, 2017). Several definitions 

of control, or privacy control, refer to it as the (perceived) extent to which 

individuals can influence their environment or the collection and usage of their data 

(Brandimarte, Acquisti, & Loewenstein, 2013; van Heek et al., 2017). In practice, 

the literature finds a paradox and somewhat counterintuitive relationship between 

individuals’ privacy concerns and their actual personal information disclosure 

behaviours (Awad & Krishnan, 2006; Dienlin & Trepte, 2015; Norberg, Horne, & 

Horne, 2007). Today, many privacy scholars advocate for contextual approaches to 

information privacy (Wu, Vitak, & Zimmer, 2020). 

The research suggests that even though many people may hold privacy concerns, 

those who make concerted efforts and take action to control their data are also 

more concerned about increased data gathering by external entities such as the 
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government (Nam, 2017). Some of the most important factors influencing the 

acceptability of new SOSTs and surveillance in general are privacy concerns (Dinev 

et al., 2006; Dinev et al., 2008; Smith et al., 2011) and the perceived need for a new 

intervention or new surveillance powers (Brown & Korff, 2009; Dutton, Guerra, 

Zizzo, & Peltu, 2005). Surveillance concerns are information privacy concerns in 

the context of government surveillance or as Dinev et al. (2008: 220) describes it, 

‘a negative belief about the proactive gathering and processing of personal 

information and monitoring [of] online behaviour by the government’.  

The increasingly normalised usage of more and more intrusive SOSTs creates a 

state of permanent surveillance, which many authors argue significantly infringes 

on individual’s privacy (Cannataci, 2010; Levi & Wall, 2004; Lodge, 2007a; Patton, 

2000; Webb, 2007). While citizens are generally willing to sacrifice some privacy for 

the sake of (at least the feeling of) security, privacy concerns are often highly 

nuanced and can have a devastating impact on any SOSTs (Davis & Silver, 2004). 

Privacy concerns are highly important for the functioning of SOSTs as they can 

influence the effectiveness of camera operations (Cerezo, 2013). La Vigne et al. 

(2011b) for example describe how political pressure by citizens effectively limited 

the monitoring abilities of CCTV, emphasising that it is crucial for police or 

government to build public support for SOSTs. 

Nam (2018) discusses the complex relationship between privacy concerns of 

individuals and the social acceptability of surveillance technologies. The study finds 

that especially perception of public benefits from government surveillance and 

political attitude serve as key predictors for the acceptance of surveillance 

technologies (Nam, 2018). In addition, control over how data were gathered and 

used affected privacy concerns more than the acceptability of new interventions 

(Nam, 2018).  

Concerns about the handling of personal data by the government and diminishing 

trust in the government’s ability to keep data safe are also enhanced by a number 
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of high-profile cases. These include the unwarranted wiretapping of phones 

(Baldwin Jr & Shaw, 2006), indiscriminate mass surveillance (Wilton, 2017), or 

instances of hacking and data breaches (Furnell, Heyburn, Whitehead, & Shah, 

2020; Oxford Analytica). In this study, privacy concerns in general and those 

specifically pertaining to the gathering and use of data by the government will be 

used as predicting variables. Privacy concerns are highly complex (Nam, 2017). 

They can be rational or irrational in any given situation and may be based on cost-

benefit calculations, heuristics, emotions, or (mis) perceptions of a situation 

(Acquisti, Brandimarte, & Loewenstein, 2015; Awad & Krishnan, 2006; 

Brandimarte et al., 2013; Braun et al., 2018; Culnan & Armstrong, 1999; Culnan & 

Bies, 2003; Etzioni, 2005; Klopfer & Rubenstein, 1977; Laufer & Wolfe, 1977; Li, 

2012). 

Questions surrounding the issue of privacy concern were created on the basis of 

the Concern for Information Privacy Model (CFIP) which outlines four broad areas 

that drive the concern for information privacy of the individual. These areas of 

concern include the collection of personal data, the risk of improper access, the 

potential for unauthorised secondary use, and the challenge of preventing or 

correcting errors in the data (Nguyen et al., 2011).  

Given that government surveillance involves the collection and use of personal 

information and data about citizens and given that it occurs primarily in an already 

secretive security context, it might be expected that individuals who are concerned 

about the collection or use of their personal information are less likely to find new 

SOSTs acceptable (Hallinan & Friedewald, 2012; Thompson et al., 2020). Thus, this 

study hypothesises: 

H6 General privacy concerns negatively influence the acceptability of new SOSTs. 

H7 Privacy concerns about how the government collects and uses personal data 

negatively influence the acceptability of new SOSTs. 
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6.2.6. Mediating Effect of Privacy Concerns 

Similar to trust in police, privacy concerns are likely to impact the level of social 

acceptability directly but might also mediate effects of other variables. One of the 

core foundations for privacy concerns are the personal beliefs and political ideology 

an individual subscribes to18 (Best & Krueger, 2011; Krueger, 2005). The literature 

suggests that those with liberal or left-wing beliefs are more likely to voice privacy 

concerns (Anania et al., 2019; Omrani & Soulié, 2020). Thus, this thesis 

hypothesises that the privacy concerns, both general and pertaining to the 

government, mediate the effect of political affiliation on the acceptability of new 

SOSTs.  

H7A Individuals with more left-wing political opinions are more likely to have general privacy 

concerns. 

H7B Individuals with more left-wing political opinions are more likely to have privacy concerns 

about how the government collects and uses personal data. 

6.2.7. Demographic factors – Age, Gender, Ethnicity 

Throughout the academic literature, demographic factors are often included as 

important predictors of social acceptability when discussing interaction with the 

police or the introduction of new security measures. Also in terms of surveillance, 

issues of gender, ethnicity, and age play a role and are often considered to be 

important shapers of attitudes towards the government (Krueger, 2005; Nam, 2018; 

Reddick et al., 2015; van Heek et al., 2017; Zurawski & Czerwinski, 2007). Overall, 

much of the academic literature agrees that demographic factors such as age and 

ethnicity, or political affiliation and other personal beliefs and experiences can 

predict how individuals view new surveillance interventions (Hallinan & 

 

18 The literature in some instances suggests a reciprocal relationship between 

personal political beliefs and concerns about government surveillance. 
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Friedewald, 2012). Age, gender, ethnicity and nationality are only some of the 

demographic variables that the literature identifies (Hallinan & Friedewald, 2012). 

Both age and gender are often discussed in terms of vulnerability and fear of crime 

(Li, 2018; Pryce et al., 2018). Several studies discuss the relevance of gender for the 

attitude towards surveillance measures and as predictors of relations with the police 

(Reuband, 2001; Reuter et al., 2016; Rothmann, 2010; Töpfer, 2004; Zurawski & 

Czerwinski, 2007).  

Because of their overarching nature, however, both variables will be included in the 

analysis as variables to control for any impact they might have on other latent 

constructs but no concrete hypotheses about their impact will be formulated, and 

they will not be discussed at length in this chapter. 

Ethnicity will be treated in the same fashion, as it has been awarded much 

importance in the academic debate with a substantial body of literature attributed 

to it and its predictive power for people’s perception of police and as a determinant 

of trust (Italiano, Ramirez, & Chattopadhyay, 2021; Skoy, 2021). Especially more 

recently, the debate has gained traction with the tragic case of George Floyd and 

Black Lives Matter protests around the world (Italiano et al., 2021; Yesberg et al., 

2020). In the UK, the so-called ‘racial perception gap’ and overall lower satisfaction 

and confidence in the police in a majority of black communities (Phillips & Bowling, 

2020), may heavily impact how individuals view increased surveillance capabilities 

and more intrusive tools for the police. The literature also suggests that there is a 

correlation between ethnic group and previous experiences with the police often 

pointing towards discriminatory practices such as racial profiling (Durlauf & 

Heckman, 2020; Keenan, 2021). 

Even though ethnicity as a factor in police-community relations is today hotly 

debated, it is not uncontroversial as in the context of measuring public acceptability. 

Authors such as Ellison (2005) discuss for example whether it is necessary to use 

ethnicity or colour of skin as measures at all, arguing that in many instances they is 
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used as a proxy for other factors. In this case, the literature suggests that ethnic 

minorities have generally a worse relationship with and less trust in the police and 

as such would be less inclined to support a more intrusive crime detection 

technology.  

Another problem with using ethnicity as a measure is of practical nature and occurs 

in the data collection and presentation stages. It is often not practical or viable in 

terms of resources, to compare small groups as it would mean group comparisons 

would need significant amounts of additional respondents to satisfy requirements 

in terms of sample size for each group. Thus, research that is not primarily focussed 

on comparing groups based on ethnicity often tends to group individuals in broader 

categories which may not overlap in terms of experiences, heritage, or cultural 

affiliation (e.g., grouping individuals from Indonesia and Mongolia together in an 

‘Asian’ category may not be the most useful approach). 

Despite these issues, a majority of studies suggest that including ethnicity or visual 

features such as skin tone can be useful. For example, a growing body of literature 

demonstrates that facial recognition algorithms and AI may have inbuilt (racial) 

biases (Ferguson, 2019; Garvie & Frankle, 2016; Lee et al., 2017; Lee, 2018; Noor, 

2020). Here, ethnicity/the colour of individuals’ skin is the only relevant factor, as 

the image detection algorithms only discriminate based on it. This means that 

despite the criticism, that ethnicity or in this case skin colour can be an important 

factor when discussing surveillance. As such, ethnicity is similar to age and gender 

included as a control variable.  



Chapter Six Exploring Social Acceptability: The Importance of Other Predictors 

 204 

 

Figure 6 Conceptual map of variables and analysis approaches  
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6.3. Method 

The following method serves to analyse the data of the same vignette study 

discussed in the previous chapter and builds in parts on the findings discussed there. 

This means, as mentioned before, that this chapter moves from an experimental to 

a correlational paradigm. While this study still takes into account that individuals 

were assigned different conditions, these were controlled for in the analysis. While 

the effects of the experimental variables on the outcome variable (level of 

acceptability) were still given, the randomisation of respondents means that these 

effects should not impact the results of this study. To ensure only the acceptability 

of new SOSTs was considered, observations from the groups that included only 

traditional CCTV systems were dropped from this analysis. An in-depth discussion 

of the experimental study design can be found in Section 5.3. A summary of all 

variables and the conceptual underpinnings can be found in Figure 1 above. 

6.3.1. Structural Equation Modelling as a Method 

Structural Equation Modelling (SEM) was chosen to explore the complex net of 

relationships between the independent variables as well as their impact on social 

acceptability. The method refers to a statistical procedure to test or find correlative 

relationships between multiple variables.  

SEMs are widely used and increasingly popular in social sciences as they are well 

suited for such a task (MacCallum & Austin, 2000; Saris, Satorra, & Van der Veld, 

2009). A special feature of SEM is that it allows for the inclusion of latent, i.e., not 

directly observable, variables (Krempel, 2016). A good example of a latent variable 

or construct is the intelligence of a person. It cannot be measured directly, but must 

be measured indirectly via several sub-questions, the so-called items. Different 

items cover the different aspects of intelligence, such as linguistic, computational, 

and spatial thinking. 

The model presented in this thesis also examines a number of latent constructs, 

namely the acceptability of the intervention, the impact of crime and fear of crime 
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on individuals, the political orientation and authoritarian attitudes, trust in police, 

general privacy concerns, and privacy concerns about the use of data by the 

government. As with the above-mentioned example of intelligence, the individual 

items used to measure each of these variables aimed to capture a different aspect of 

the construct. For example, items for the construct of impact of crime and fear of 

crime measured the impact of crime in the area of residence, the impact on crime 

on one’s life, and the impact of fear of crime (see Table 24). In addition to these 

constructed variables, the study also included directly measured variables, namely 

victimisation experience and previous experiences with the police, as well as the 

demographic factors of age, gender, and ethnicity. 

The SEM can be used for both exploratory and confirmatory purposes (Krempel, 

2016). In this work, it is used as the latter to confirm relationships that can be 

reasonably hypothesised, based on the existing literature.  

For this purpose, the SEM distinguishes between the measurement and the 

structural model (Krempel, 2016). The measurement model summarises the 

constructs and the related items, whereas the structural model describes the 

hypothesised relationships between the different latent constructs. Figure 7 depicts 

the relationships within the SEM and the general structure. Firstly, the 

measurement model and a confirmatory factor analysis (CFA) were conducted, 

which served to confirm the indicators and factors in the model and to assess 

whether the constructed composite variables are valid and reliable before testing 

the hypotheses (Bomfim, de Souza, & Corrente, 2018). In a second step, the 

structural relationships between the variables were explored using the structural 

model. 

6.3.2. Confirmatory Factor Analysis (CFA) 

The goodness of fit of the model was assessed by interpreting the Chi2-statistic, the 

standardised root mean squares residual (SRMR), the root means square error of 

approximation (RMSEA), the Tucker-Lewis Index (TLI), and the comparative fit 
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index (CFI) following Aichholzer (2017). Table 23 below provides the cut-off 

values that were used to determine the fit of the model. For a more detailed 

explanation of fit indices and an in-depth discussion of their calculation see West, 

Taylor, and Wu (2012). 

Table 23: Goodness of fit measures and cut-off values based on West et al. (2012) 

Fit index Cut-off 

criterion 

Theoretical 

range 

Reference 

Chi2 a p < 0.05 > 0 Jöreskog (1969) 

SRMR a < 0.08 > 0 Bentler (1995) 

RMSEA a < 0.06 0-1 Rigdon (1996) 

TLI > 0.95 0-1 b, c Tucker and Lewis (1973) 

CFI > 0.95 0-1 Bentler (1990) 

a Fit index is sensitive to N. 

b Can be negative. Negative values indicate an extremely ill specified model. 

c Can be >1, indicating an extremely well-fitting model. 

 

Table 25 shows the goodness of fit values of the CFA model, which are significant 

with Chi2(470) = 1735.986 (p < 0.001), CFI=.957, TLI=.952, SRMR=.049 and 

RMSEA=.043. While there are several rules of thumb and cut-off values floating 

around, all following different arguments about how the reliability of scales could 

be increased by deleting items, this study retains all items. This is done on the basis 

that the scales employed in this study are proven from the literature and even with 

low factor loadings, individual items contribute conceptually to the overall latent 

construct.  
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Table 24: Results of the Confirmatory Factor Analysis 

Constructs and their items Std. Loading R2 

Acceptability   

How acceptable do you find the installation of the new system? .974***1 .949 

Do you support or oppose the installation of the new system? .976*** .952 

How concerned would you be about the installation of the new system? .871*** .758 

Do you think the system will be good or bad for the neighbourhood? .809*** .652 

Crime Impact   

How much of a problem is crime in the area where you live? .531 ***1 .634 

How much is your own quality of life affected by crime? .771*** .230 

How much is your own quality of life affected by the fear of crime? .716*** .508 

Political Belief   

Where do you see yourself on the political spectrum? .937*** .878 

Do you think that people who break the law should be given stiffer sentences? .810*** .657 

Should schools teach children to obey authority? .885*** .785 

Trust in Police   

When police deal with people they almost always behave according to the law. a .768***1 .186 

When police deal with people, they almost always respect people’s rights. a, b .798 *** .568 

When police deal with people, they often arrest people for no good reason. .692*** .618 

Police officers make decisions based on facts. .780*** .459 

Police officers explain their decisions to the people with whom they deal. .767*** .590 

Police officers treat people with respect. b .848*** .566 

The police provide the same quality of service to all citizens. c .775*** .705 

The police treat everyone fairly, regardless of who they are. c .775*** .233 

Police effectively tackle gang activity and related crimes. d, e .443*** .581 

Police effectively respond to emergencies promptly. d .493*** .581 

Police effectively deter crimes when patrolling. d, e .407*** .476 

I am comfortable allowing the police to decide how to best deal with crime and 

disorder. f 
.698*** 

.340 

If I were a victim of crime, I would be happy to let the police deal with this matter. f .590*** .437 

I am happy to accept the ability of the police to intervene in people’s lives. f .671*** .159 

General Privacy Concern   

It is the most important thing for me to protect my privacy. g .400*** 1 .159 

I am comfortable telling other people, including strangers, personal information 

about myself.  
.765*** 

.587 

I try to minimise the number of times I have to provide personal information about 

myself. g 
.511*** 

.262 
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I am comfortable sharing information about myself with other people unless they 

give me a reason not to.  
.801*** 

.640 

I have nothing to hide, so I am comfortable with people knowing personal 

information about me. 
.683*** 

.468 

Government Privacy Concern (Thinking about how the government collects 

and uses your personal data…) 
 

 

People have lost all control over how personal information is collected and used. .615*** 1 .381 

Personal information is always handled in a proper and confidential way. .786 *** .619 

Existing laws and practices provide enough protection for peoples’ privacy. .755*** .566 

Peoples’ best interests are not always kept in mind when handling their personal 

information. 
.533*** 

.285 

Note: *** Significant at p<0.001, 1 Loading fixed to set the scale, a-g denominate correlated error terms  

 

Table 25: Goodness of Fit Measures of the CFA 

Measures Model 

Chi2 1735.986 (p< 0.001) 

SRMR 0.049 

RMSEA 0.043 

TLI 0.952 

CFI 0.957 

 

6.3.3. Structural Equation Model 

To examine the effect of personal attitudes and beliefs, as well as demographic 

factors on the level of social acceptability, a Structural Equation Model (SEM) was 

specified. The model tested the before-mentioned direct, i.e., the impact of the 

variable on the outcome, and indirect, i.e., mediated, effects. This included the 

effects of victimisation, previous experiences with the police, crime impact, political 

affiliation, trust in police, general privacy concerns, as well as privacy concerns with 

regards to the government. In addition, all latent variables in the model were 

regressed on the control variables age, gender, ethnicity. An in-depth discussion of 

the latter can be found in the previous chapter. 
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As previously mentioned, connections and correlations in the SEM were based on 

the academic literature and previous studies. In cases where no previous studies 

could be found, plausible associations were drawn based on thematic 

commonalities and similarities in the question design (Bomfim et al., 2018). A 

structural equation model was formulated to test the proposed relationships using 

a maximum likelihood estimator (Aichholzer, 2017).  

Once again, goodness of fit indices were used to assess the model fit to the data 

(Table 26). The indices showed that the initial model, which had been based on the 

conceptual framework, did not have a good fit with the data. After several 

improvements were made, using modification indices, and exploring possible 

correlations between variables, the final model was created. As many of the 

questions within the distinct constructs were phrased similarly, reverse worded, or 

were thematically to some extent overlapping, correlations between error terms 

were allowed, following the suggestion by Brown (2015, p. 157). The then calculated 

goodness of fit indices suggested that the observed data was much better 

represented by this model. With the exception of the Chi2-Test, which is highly 

sensitive to sample size, all fit indices indicated a good fit of the model.  

Table 26: Goodness of fit measures of the final model 

Measures Model 

Chi2 2238.200 (p< 0.001) 

SRMR 0.058 

RMSEA 0.041 

TLI 0.943 

CFI 0.948 

To estimate the direction of the association between the variables, the standardised 

coefficients (SC) were interpreted. For this, Kline suggest that an SC of 0.10 

indicates a small effect, 0.30 > SC > 0.10 indicates an average effect, and SC > 0.50 

indicates a strong effect. 
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The model included a number of latent constructs that were each measured through 

several items, some directly measured variables were also included. These included 

victimisation experience, experience with the police, and the control variables age, 

gender, and ethnicity. While victimisation was a dichotomous variable (i.e., coded 

as either yes or no), a reference group had to be specified for the other variables 

against which all other possible conditions of that variable were compared 

(Aichholzer, 2017). For experience with the police, ‘no experience’ was chosen as 

the reference group. For age, the group 65+ was used as a reference group. In the 

control variable ‘gender’, ‘female’ was used as the reference, meaning that the results 

are to be interpreted as a comparison to this. Lastly, in the ethnicity variable, ‘white 

British’ was used as the reference group. 

6.4. Results of the SEM 

Table 27 and Figure 7 show the results of the SEM. The coefficients in Figure 7 

give an indication of the strength of the relationship between the variables as well 

as their indicators. It can be observed that many of the examined variables have a 

significant effect on the acceptability of the intervention. The before-mentioned 

coefficients, do, however, only shine light on the direct effect. In some cases, the 

direct effect between a variable and the level of social acceptability was mediated 

by other variables (Faller & Scheiner, 2020). Trust in police as well as the two 

privacy concern variables served as mediating variables, with acceptability in all 

analyses as the outcome variable. The total influence of a variable on the social 

acceptability ultimately calculated from the sum of the direct and all indirect effects. 

Indirect effects are calculated as the product of all path coefficients leading to the 

outcome variable. For example, the overall effect of the crime impact in the overall 

model is calculated as .097+(-.074)*.25=0.078. Table 27 presents the coefficients 

of the direct, indirect, and total effects for all examined variables. In some cases, 

the effects are amplified in others weakened by the mediating variable. 
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Table 27: Standardised direct, indirect, and total effects on social acceptability 

Variable Effect on the level of social acceptability 

Direct effect Indirect effect Total effect 

Latent Constructs    

Crime Impact .0970384*** -.0183935* .0786449** 

Political belief .183538*** .0989383*** .2824763*** 

Victimisation -.0150495 .0077041 -.0073454 

Neg. exp. with police -.0074216 -.0445315*** -.0519531* 

Mixed. exp. with police -.0941651 -.0366159*** -.130781** 

Pos. exp. with police -.0541412 .0462665*** -.0078747 

Control variables (regressed on all other variables) 

Age    

18-24 -.0535156 -.1044965*** -.1580121*** 

25-34 -.1088448*** -.0998735*** -.2087183*** 

35-44 -.0937875** -.0674258*** -.1612133*** 

45-54 -.0675511* -.026251 -.0938021** 

55-64 -.0513117 -.0368986* -.0882103* 

Gender    

Male -.0566201* .013275 -.0433451* 

Other -.0195344 -.0306066* -.050141* 

Ethnicity    

Mixed -.0093128 -.0298448 -.0391576 

Asian .0305983 -.0270911* .0035072 

Black .0205305 -.0406644* -.0201339 

Other .0168023 -.0148933** .001909 

Mediating variables 

Trust in police .2472266*** N/A .2472266*** 

Privacy general -.0767859** N/A -.0767859** 

Privacy government -.1618101*** N/A -.1618101*** 

*= p<0.05, **= p<0.01, ***= p<0.001 

 

Table 28: Variance explained by the endogenous latent variables  

Variable R2 

Trust in police .21939 

Privacy general .0042429 
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Privacy government .0326164 

 

In addition to the experimental conditions discussed in Chapter 519, several other 

possible predictors of the acceptability of new SOSTs were tested here. These 

included trust in police, previous victimisation, political affiliation, the impact of 

crime and fear of crime, previous experiences with the police, and both general and 

government-specific privacy concerns. The results of the analysis also give insights 

into which demographic and pre-treatment factors predicted the level of social 

acceptability of the new intervention best. Overall, almost all tested factors had a 

significant impact on the level of social acceptability. In the following, the  

6.4.1. Political Beliefs 

The political beliefs of the participants also showed to be a significant factor in 

predicting the social acceptability of the new technology, as both direct (β=.184 

t=7.45, p<.001) and total (β=.283 t=11.36, p<.001) effects could be found. 

Unsurprisingly, the results suggest that individuals leaning towards the right of the 

political spectrum and those with stronger authoritarian attitudes also find more 

intrusive interventions more socially acceptable than individuals on the political left. 

These findings support Hypothesis 1. 

The results also suggest a mediating effects of trust in police and privacy concerns 

were present. Individuals on the political right demonstrated significantly greater 

 

19 The experimental conditions were also tested in the SEM before dropping traditional CCTV 

observations. The level of automation was found to be negative and significant (β=-.127, t=-5.04, 

p<.001) similar to the intrusiveness of the system (β=-.328, t=-16.03, p<.001). Neither the level of 

effectiveness (β=.005, t=.92, p>.1), nor the change location had a significant effect (β=.02, t=.92, 

p>.1). This echoes the findings of Chapter 5. 
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trust in the police (β=.302 t=9.85, p<.001) than those on the political left, which 

supports Hypothesis 5D. 

Interestingly, a more conservative political belief was associated with lower privacy 

concerns about the use of data by the government (β=-.181 t=-5.84, p<.001) but 

slightly greater general privacy concerns (β=.065 t=2.15, p=0.032), once again 

highlighting the strong connection between personal political beliefs and trust in 

police and government. While these findings support Hypothesis 7B, they 

contradict Hypothesis 7A. 

6.4.2. Victimisation Experience 

Surprisingly, victimisation experience was not a significant predictor of any other 

variable. This goes both for direct and indirect effects on the level of social 

acceptability as well as trust in police. Thus, neither Hypothesis 3, nor Hypothesis 

5B could be confirmed. 

6.4.3. Crime Impact 

The impact of crime and fear of crime on people’s lives showed to be a significant 

predictor of social acceptability, as significant total effects could be observed 

(β=.078, t=2.89, p=0.004). In addition, trust in police had a mediating effect on 

crime impact, and individuals who were more impacted by crime or fear of crime 

had lower trust in the police (β=-.074, t=-2.72, p=0.006). These findings support 

both Hypothesis 2 and Hypothesis 5C.  

6.4.4. Experiences with the Police 

Previous experiences with the police both positive and partly or entirely negative 

were mediated by trust in police. While only positive experiences with the police 

were associated with increased trust in police (β=.187, t=5.98, p<.001), both mixed 

(β=-.148, t=-4.73, p<.001) and entirely negative (β=-.180, t=-6.49, p<.001) 

experiences with the police resulted in lower trust. Thus, trust in police mediated 
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the effect of experience with the police on the level of social acceptability. These 

findings support Hypothesis 5A. 

Despite this, however, only mixed (β=-.129, t=-4.33, p<.001) and negative 

experiences (β=-.051, t=-2.14, p=0.032) had a total effect on the level of social 

acceptability. This means that individuals who have made some or exclusively 

negative experiences with the police found the deployment of new SOSTs less 

acceptable, ultimately supporting Hypothesis 5.  

6.4.5. Trust in Police 

The relationship individuals had with the police played a significant role in 

predicting their acceptance of the new surveillance system. The analysis found that 

individuals with high trust in police (β=.248, t=7.34, p<.001) were likely to show a 

higher acceptability towards the deployment of new SOSTs. In addition, trust in 

police mediated a number of other variables, as discussed before. The findings 

support Hypothesis 4. 

6.4.6. Privacy Concerns 

Both, individuals with existing general privacy concerns (β=-.076, t=-2.80, p=0.005) 

and those particularly concerned about the use of personal information by the 

government (β=-.161, t=-4.92, p<.001) were less trusting of the new surveillance 

technologies and overall, significantly more critical. These findings support 

Hypotheses 6 and 7. 
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Figure 7 Structural model with acceptability as the ultimate response variable  

 

6.5. Discussion 

The following discussion with closer examine the results of the analysis and 

contextualise them in the academic debate.  

6.5.1. Political Beliefs 

The political spectrum had both, significant direct and indirect effects on the social 

acceptability of the intervention. A strong total effect could be observed indicating 

that individuals on the political right were more accepting of the intervention than 

those on the political left. This contradicts the findings by Lauber and Mühler 

(2017) who do not identify a correlation between political attitudes and the 

confidence and trust in the police. Instead, they suggest that the noticeable high 

level of trust in the police is not the result of widespread conservative attitudes 

(Lauber & Mühler, 2017). Their research, however, provides the caveat that the 
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findings are only to be understood as an indication at first. While they rule out that 

primarily political stereotypes are underlying predictors of trust, they find that 

content or quality of police work inevitably form the basis of trust (Lauber & 

Mühler, 2017). Therefore, on the one hand, it should be examined more closely 

which aspects of police work particularly promote trust and, on the other hand, 

consideration should be given to which other factors also play a role in building 

trust.  

6.5.2. Crime Impact 

The analysis found that individuals whose life is impacted by crime or fear of crime 

to a significant level, are more likely to accept new crime prevention interventions. 

At the same time, individual experiences of victimisation did not prove to be 

significant for the evaluation of video surveillance. This means that people who 

have been victims of crime rate the use of surveillance no differently than people 

who have not reported being victims of crime if socio-demographic variables are 

also considered. Overall, these results echo much of the academic literature in 

suggesting that fear of crime and the impact of crime on the daily life of individuals 

is a significant predictor of social acceptability of new SOSTs.  

Crime impact further had a significant negative impact on trust in police, indicating 

that those impacted by crime in their daily lives had lower trust in police. This means 

that though individuals affected by crime and fear of crime found the deployment 

of SOSTs more acceptable than those less affected, they also showed less trust in 

police. At a first glance, these findings seem to be contradictory. It may, however, 

be the case that people living in precarious neighbourhoods or generally afraid of 

crime consider SOSTs a practical solution to their problems. They might have 

negative associations with the police as they consider them to be unable to tackle 

crime as is.  

The question of whether SOSTs can contribute to a feeling of safety is, however, 

controversial. Even though an overwhelming majority of studies find a positive 
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effect of CCTV and other surveillance technologies on crime and fear of crime 

(Ceccato, 2020a), these findings are contingent on the specifications of the 

surveillance intervention. Feelings of safety depend to a large extent on the visibility 

of measures. Increased lighting for example often increases the feeling of safety 

because it has a highly visible impact on the environment (Ceccato, 2020b; Kyba, 

Kuester, & Kuechly, 2017; Struyf, 2020). Thus, the visibility of the intervention and 

of its impact are crucial to improve the feeling of safety for citizens. As respondents 

were given clear information about the intervention, the impact of the proposed 

system was clear to them, which could explain the increased level of acceptability 

from those impacted by crime and fear of crime.  

The findings further emphasise the importance of personal experiences with crime 

and police as a decisive factor for social acceptability of new SOSTs. Ultimately, 

this study confirms several findings from the literature, first and foremost that while 

for some people the presence of SOSTs can create stress and fear of observation, 

it makes others feel empowered and safe (Koskela, 2002; Yavuz & Welch, 2010).  

6.5.3. Experience with the Police and Trust in Police 

The effect of experiences with the police was mediated by trust in police. This 

means that individuals who previously had made negative experiences trusted the 

police less and as a result also found the deployment of new SOSTs less acceptable. 

Trust in police in turn was a significant predictor of the social acceptability of the 

interventions. Unsurprising, individuals who trusted the police more were also 

more accepting of new SOSTs. Both of these findings are crucial to the overall 

discussion and have implications for the deployment and use of new SOSTs, 

especially in a policing context. 

Firstly, these findings indicate that negative experiences with the police can not only 

be detrimental to trust in police as such but can also negatively impact the 

acceptance of new SOSTs. As such, regular police interactions, that on the surface 

have nothing to do with SOSTs, can either lay the foundation for support of new 
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technologies or diminish their acceptance in the population. This is supported by 

various studies highlighting the importance of pre-existing favourable attitudes 

towards the police and trust in the police when predicting the acceptability of new 

police powers or measures (Kyprianides et al., 2020; Van Damme, 2017).  

Secondly, the fact that trust in police was a strong predictor of the social 

acceptability of new SOSTs, highlights the importance of traditional ‘in-person’ 

policing. Police contact with citizens is a critical factor in determining the 

acceptability of new SOSTs. While technology and especially SOSTs are inherently 

impersonal and aim at detecting or deterring crime from afar, they also depend on 

individual interactions between citizens and police. In addition, a key function of 

(many) SOSTs is to improve efficiency and effectiveness, ultimately reducing crime 

numbers and increasing the rate of solved cases. It is no secret, that some 

policymakers also hope for a reduction in costs through this reduction of police 

demand. After all, this is one of the key functions of many of the smart city solutions 

presented in the field of policing (Straube & Belina, 2018). The increased reliance 

on technology and SOSTs for policing and crime reduction in the smart city might 

cut the interpersonal aspects as interactions with citizens are automated. While this 

development might save costs and improve crime prevention and detection, it may 

still have unintended consequences. Sindall and Sturgis (2013) for example find that 

less crime does not immediately create more trust. Instead, interaction between 

citizens and police is necessary to build relationships and ensure police have support 

and trust from the community. This is not only essential for more traditional 

policing approaches but also as a foundation for the use of SOSTs. 

These findings highlight that the relationship between trust in police and the use of 

SOSTs is a complex one. On one hand can intrusive and socially less acceptable 

SOSTs damage trust in police and police-community-relations. On the other hand, 

trust in police was one of the most significant predictors of social acceptability and 

thus a good relationship with the police an important foundation of social 
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acceptability of new SOSTs. This finding is especially important, carrying many 

policy implications. While automation in many aspects of our lives less personal by 

removing the human component (e.g., self-check outs in supermarkets), this is not 

a viable option in the field of policing and crime prevention. 

6.5.4. Privacy Concerns 

Both general privacy concerns as well as those pertaining to the government served 

as strong negative predictors of social acceptability. While privacy concerns about 

the government were significantly more impactful than general privacy concerns, 

both yielded negative results, indicating that individuals with high privacy concerns 

showed lower acceptability towards the new intervention. 

These results are not too surprising but suggest that individuals clearly distinguish 

between the entities using their personal data. As mentioned in the previous 

chapter, the policing context matters. The question of who uses the data and which 

consequences this can create seem to be important factors for many people when 

thinking about being subjected to a new SOST. Considering that even individuals 

with low overall concern for the personal data stated that the use of data by the 

police would be problematic, highlights the importance of the law enforcement 

context. Thus, police forces that enjoy high trust from their community are less 

likely to face overt backlashes, but citizens may still question why data is collected 

and how it is processed.  

Though there is a lack of reference point (i.e., how the use of data by the 

government or police compares to for example commercial users), the results 

indicate that though some respondents had high general privacy concerns, they still 

found the intervention acceptable. Individuals on the other hand, who were already 

concerned about the use of personal information by the government were highly 

likely to reject the intervention on the basis of its severe intrusiveness and overreach 

in terms of personal data and privacy.  
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These findings are, while not entirely surprising, novel to the academic debate as 

privacy concerns are primarily discussed in the context of online surveillance, not 

however, the use of SOSTs. Instead, authors such as Kudlacek (2015) find that 

video surveillance is largely positively received by the population and that most 

people assume a high crime preventive effect. In a comparison with the results of 

previous studies, however, his study finds that acceptance of video surveillance 

seems to have decreased somewhat in recent years (Kudlacek, 2015). The results of 

Kudlacek (2015) also suggest that the population is much more informed about the 

actual effects than is often assumed. There is no general expectation that video 

surveillance will provide effective protection. 

This might be in parts attributed to greater sensitivities to privacy concerns 

regarding personal data, fuelled by several data breach scandals (Adams et al., 

2017b; Murata et al., 2017a; Wilton, 2017) and the increased trade with personal 

information by big tech companies (Cohen & Mello, 2019; Smyth, 2019). 

The findings carry several implications for policy making and further research. 

Primarily, they indicated that privacy concerns have to be treated seriously when 

deploying SOSTs as they have the potential to significantly undermine public 

support for the interventions. In addition, the findings suggest that interventions 

need to be transparent and follow clear privacy and data protection guidelines. 

Personal data needs to be kept safe and citizens need to be reassured to counteract 

possible negative effects of privacy concerns and concerns about the use of 

personal data by the government.  

6.6. Conclusion 

In summary, this the study found several significant predictors for the level of social 

acceptability of new SOSTs in the UK: trust in police, privacy concerns pertaining 

to the use of personal data by the government, political affiliation, as well as the 

impact of crime and fear of crime on individuals’ lives. In addition, the intrusiveness 

of an intervention (i.e., how much and which data was gathered about individuals) 
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and the level of automation (i.e., to what extent analysis and response were 

completed by AI) predicted the level of social acceptability well. While many people 

still hold positive views about video surveillance, these views are at least to some 

extent dependent on the characteristics of the intervention. 

Many respondents showed concern over the usefulness and effectiveness of 

systems, meaning that improvements in these areas may lead to increased 

acceptability. However, this should not be used as a justification for continuously 

expanding the surveillance of private or public areas to a disproportionate degree. 

Ultimately, the use of the technology can only be justified by its direct benefit. 

Majority support and social acceptability are no free pass for increased surveillance. 

Neither do they overwrite important ethical and legal considerations that should be 

of paramount importance in any policy decision (see discussion in the following 

Chapter). Research on the acceptance of technology can therefore never provide 

legitimation.  

Condensing the results, this study finds that social acceptability depends on three 

broad areas. Firstly, demographic factors and previous individual experiences 

impact the underlying attitude individuals have towards the use of new SOSTs. This 

study found that especially political affiliation and the impact of crime and fear of 

crime on one’s life are strong predictors of the acceptability of surveillance 

measures. While the use of surveillance technologies may help to increase feelings 

of safety, this might not be the case for everyone as some people might be more 

likely to reject SOSTs depending on their political attitude or other personal 

experiences.  

Secondly, trust in police and the government are important predictors of social 

acceptability. Individuals who do not trust police or have strong concerns about the 

use of their personal data by the government are significantly more likely to reject 

the use of new SOSTs. While this is unsurprising, it highlights the need for secure 

data storage and strong data protection policies. In addition, these efforts need to 
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be communicated to avoid the spread of false information about surveillance 

measures and to ultimately increase public acceptability. Furthermore, trust in 

police was found to be a key predictor meaning that SOSTs cannot and should not 

serve to reduce or even replace police officers on the street. A good relationship 

between police and the community they serve is key for ensuring acceptability of 

new technologies.  

The inherently distant and one-way nature of surveillance may in fact reduce trust 

in police meaning that existing efforts could be jeopardised by new systems. As 

such, it is essential that surveillance technologies are seen as a complimentary tool 

to patrols and a physical presence, rather than a replacement.  

Lastly, especially two characteristics of the new technologies, discussed in the 

previous Chapter, predicted its social acceptability well, the level of intrusiveness 

and the level of automation. This highlights that there are red lines especially with 

regards to how much personal information a technology may collect and to what 

extent citizens trust the use of automated systems. While especially the use of AI 

may help to propel surveillance technologies from an after-the-fact intervention to 

a preventative technology, policy makers must be mindful not to create too much 

of a ‘black box’. Surveillance must be transparent, and citizens need to know which 

data is collected and how it is used. This is not only crucial in normative terms and 

for several ethical issues but also practical reasons such as ensuring procedural 

justice. 

As a result of these findings, a number of implications for future research and 

policymaking specifically in the UK arise which are discussed further in Chapter 7. 

As this study is entirely novel and had to some extent an exploratory character, it 

will be necessary for future research to validate the results and to further explore 

some of the nuances of social acceptability in this realm. As the relevance of the 

topic is only bound to increase and as the deployment of smart SOSTs will grow, 

policymakers should set clear boundaries and create a regulatory framework early 
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on. This is a balance act as future policy needs to both protect individual privacy 

rights and allow police agencies to embrace technological innovation more readily.  
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Chapter Seven 

7.Discussion: Opportunities, Challenges, and 

Future Scenarios 

7.1. Chapter Overview 

This final chapter summarises the main results of the research, highlights the 

contributions of the thesis to the fields of surveillance studies, crime science, and 

urban studies, and discusses implications of the findings for policymaking in the 

future, returning to the overall goal of this thesis: examining opportunities and 

challenges for crime prevention in smart city environments. The chapter then 

describes two concrete scenarios for the ethical and socially acceptable use of new 

SOSTs to tackle crime in smart cities. Lastly, the chapter discusses the limitations 

of this project as well as possible avenues for future research. 

7.2. Contributions of the Individual Studies 

This doctoral work aimed to identify and analyse practical opportunities and 

challenges for security and crime prevention associated with the use of smart city 

infrastructure. Each of the three presented studies (Chapters 3-6) contributes to 

this goal by examining a different aspect of the issue. What follows is a brief 

recapitulation of the opportunities and challenges identified in these studies. 

7.2.1. Study 1 – Security Technologies and Their Functions in Smart Cities 
(Chapter 3) 

As a first step, a systematic review was conducted, which examined the literature 

published in the last decade about new surveillance and security technologies in the 

realm of smart cities. The study focusses on the technological aspects, the 

architecture, and the functions of security technologies in smart city environments. 

With regards to the latter, it aims to investigate the extent to which these new 
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interventions correspond to traditional functions of security interventions and how 

they affect urban planning and governance. To my knowledge, it is the first study 

to comprehensively review the literature on future security technologies and smart 

city developments. As such, it makes several important contributions to the 

literature and the academic debate. The most relevant contribution is the new 

classification for smart security interventions based on their functions that the 

chapter proposes. For this purpose, it merges two established frameworks, one with 

a focus on threat detection functions introduced by Borrion et al. (2014), and the 

other with a focus on crime prevention functions proposed by Ekblom and 

Hirschfield (2014). In order to advance these frameworks and to apply them in the 

smart city context, the resulting list of security functions is then applied to 121 smart 

city technologies. The three categories of security interventions in smart cities that 

emerged from this analysis are (1) those that combine new sensors with traditional 

actuators, (2) those that seek to make old systems smart(er) by either 

improving/automating processes or by managing and integrating the interplay 

between existing security solutions, and lastly, (3) those that introduce entirely new 

functions. This classification can help to group and compare interventions and to 

explore the distinct set of opportunities and challenges that they bring about. As 

such, it delivers a valuable addition to the conceptual landscape while aiming to give 

practitioners a tool to navigate the complex nexus that is surveillance and crime 

prevention in smart cities.  

7.2.1.1. Opportunities and Challenges 

Chapter 3 makes several additional contributions to the thesis. Firstly, it discusses 

what security technologies for smart cities exist and how the functions of smart 

technologies differ from traditional ones in the realm of crime prevention, laying 

the foundation for the subsequent chapters. The study finds that a wide range of 

solutions are available and asserted that crime prevention and surveillance in smart 

cities are not primarily or exclusively limited by a lack of technologies but rather the 
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societal implications of their deployment and use. This constitutes an opportunity 

and a challenge alike. 

On the one hand, the availability of innovative technologies to tackle urban issues 

means room to improve and make cities safer and more sustainable. On the other 

hand, the abundance of opportunities means that even greater focus needs to be 

placed on ensuring they are used responsibly and safely. To this extent, the study 

begs the question to what extent a poorly thought-through use of the technological 

possibilities might undermine individual privacy needs in the long run.  

Secondly, the study highlights that not all systems need to be fundamentally new to 

become smart, and that building on existing infrastructure is crucial for successful 

smartification. This is especially true when optimising resource spending is a key 

aim of the smartification initiative and if resources for the smartification are limited. 

While the process of retrofitting cities and building smart systems on top of existing 

non-smart infrastructure might be a necessity in most scenarios, it also brings 

certain opportunities and challenges with it. The possibility to integrate new SOSTs 

within the existing infrastructure means new capabilities can be used to improve 

practice without lengthy adjustment periods or extensive training of practitioners. 

Such an integration requires the interoperability of technological solutions, which, 

as highlighted by the expert interviews in Chapter 4, is not always given. 

Furthermore, deploying new technologies within a wider framework of older 

solutions or to smartify existing infrastructure means that the deployment process 

becomes less resource-intensive but might also curtail the success of interventions, 

as smart technologies rely on integrating a wider network of sensors and actuators. 

Lastly, the chapter emphasises that the implications of implementing new security 

technologies in urban spaces are far-reaching with regard to urban planning and 

governance. By analysing the functions of different technologies and discussing 

their overall relevance to the smart city, the study makes clear that future security 

infrastructures are not independent systems but a prerequisite for implementing 
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smart systems across other realms of city services. This inevitable embeddedness of 

crime prevention and surveillance in the urban infrastructure is important for future 

smart city planning as well as policing and security. Thus, instead of treating security 

and crime prevention as the cherry on top of any smart city development, urban 

planners should consider it a core element of sustainable urban development.  

Furthermore, this deep integration of surveillance offers opportunities for a holistic 

approach to crime prevention and policing. In particular, it promises better resource 

allocation, faster crime detection, and new possibilities to gather forensic data. 

These opportunities, however, come at a cost. This includes new ethical 

considerations and implications for the planning process itself. Questions of data 

ownership and privacy rights grow in importance and need to be reflected in 

contemporary planning processes.  

7.2.2. Study 2 – Technological Innovation in Practice (Chapter 4) 

In a second step, twenty expert interviews with practitioners in the fields of policing 

and surveillance were conducted to gain practical insights into the procurement, 

deployment, and use of new security technologies. This study focusses especially 

on opportunities and challenges, and the utility of smart and emerging digital 

technologies for crime prevention and policing. The primary aim of this part of the 

thesis was to better understand the priorities and perspectives of practitioners. The 

study discusses opportunities and challenges to the use of SOSTs in smart cities 

regarding practical procurement and deployment and day-to-day operations and 

institutional setups. Overall, it identifies three key areas for improving current 

practices of procuring and deploying new surveillance technologies for policing and 

crime prevention in London. These include insufficient institutional frameworks, 

issues of interoperability between different systems, and a lack of clear evidence-

based guidelines surrounding social acceptability as a limiting factor. 

This study is a valuable part of this thesis and important for the academic debate, 

as practitioner voices are rarely heard when it comes to the use of smart 
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technologies for policing. The findings reiterate many of the results from the first 

study and contribute to a richer picture of smart cities and the ongoing debates on 

their likely risks and benefits. Interestingly, the results of this study only partially 

corroborate previous findings from the literature, especially with regards to the 

characterisation of police and crime prevention practitioners and their priorities in 

technological innovation. As such, this chapter adds a new perspective and 

highlights several ways to improve the current academic discourse. With regards to 

the latter, it shows several avenues for further research. Overall, the chapter 

contributes to a richer picture of practitioner perspectives, making novel 

contributions and creating new perspectives on existing research 

7.2.2.1. Opportunities and Challenges 

Chapter 4 finds that practitioners are often eager to expand capabilities. Many 

interviewees favoured increasing innovation and were actively bringing in ideas to 

use new technologies and improve service. Many were aware of institutional, social, 

political, or economic constraints and were critical of the usefulness of new 

technologies. Though the analysis of the interview data reveals some opportunities, 

especially regarding deployment scenarios, it more clearly points out shortcomings 

and institutional inefficiencies in the current system.  

The study reveals that while in the theoretical and public debate, crime reduction is 

often seen as the standard measure of success, practitioners especially emphasised 

the need for better resource management tools. Here, new security and surveillance 

technologies could prove vital to counteract the negative impact of staff shortages 

and austerity measures. On the other hand, the study highlights the lack of clear 

rules concerning social acceptability and public opinion in the procurement, 

deployment, and use of new SOSTs. Often, boundaries are not clearly defined, and 

decisions are made independently from evidence on purely political grounds.  

Furthermore, while the practitioners interviewed for this study were more prone to 

accept and adopt technology, a key problem remains that many public institutions 
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(including police forces) are inherently bureaucratic and inflexible, which means 

they may not be able to keep up with the fast pace of smart city developments. 

While this inflexible nature of the institutions does to some extent ensure due 

process and accountability, it also means that public bodies have a harder time 

reacting to new technological developments. This issue is again reflected in the lack 

of interoperability between different systems, as described by several stakeholders. 

Rather than fully integrated systems, the deployment of new systems often limited 

the functionality of old ones, resulting in a more laborious processes for the users.  

Lastly, the study raises the issue of public-private partnerships, which with regards 

to surveillance can have detrimental rather than beneficial effects. Though smart 

cities rely heavily on the harmonious interplay of private and public agents and the 

mutually beneficial use of each other’s infrastructures (Ankitha et al., 2017; Choi & 

Na, 2017), practitioners did not find many benefits in the cooperation.  

7.2.3. Study 3 – Exploring Social Acceptability (Chapters 5 and 6) 

The final study conducted as part of this thesis is reported in Chapters 5 and 6. It 

highlights the issue of social acceptability and points to demographic and design 

elements associated with greater or lesser acceptance of SOSTs. The overall aim of 

the final study is to examine social acceptability as a challenge for using SOSTs to 

improve security in a smart city environment. The study consists of a vignette-based 

online survey that was conducted early 2021. By examining characteristics of the 

intervention and the population that might influence the acceptability of 

interventions, this study provides a starting point to evaluate future developments 

and derive policy recommendations for the procurement and deployment of SOSTs 

in the UK. Especially the demographic predictors explored in Chapter 6 are 

important to ensure SOSTs are deployed in a socially acceptable manner. In 

addition, this second part of the study, a structural equation model was used to 

identify the factors that may influence the level of acceptability of the interventions. 

Significant predictors identified in this study include trust in police, privacy 
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concerns pertaining to the use of personal data by the government, political 

affiliation, the impact of crime, intrusiveness of an intervention as well as its level 

of automation.  

Both chapters add to the conceptual understanding of the complex dynamics 

surrounding acceptability and helped to visualise how different factors contributed 

to it. Especially within the theme of smart cities, such an approach is novel and has 

to some extent exploratory character. Thus, the findings bring significant value to 

the current debate. The study especially highlights the importance of mediating 

factors including trust in police and privacy concerns in the formation of 

technology acceptance. In addition to advancing the conceptual understanding and 

providing policy recommendations for the socially acceptable deployment and use 

of new SOSTs in smart cities, the study also provides ideas for research to further 

explore the topic.  

7.2.3.1. Opportunities and Challenges 

While this last study was specifically designed to examine the social acceptability of 

the proposed interventions as a potential challenge, the results are nonetheless 

encouraging for the use of SOSTs in smart cities to detect or prevent crime. Even 

though more automated and more intrusive interventions are rated lower in terms 

of overall acceptability and are linked to increased concerns about privacy and abuse 

of the surveillance, they are nonetheless deemed to be overall acceptable. This 

highlights that there are red lines, especially with regards to how much personal 

information a technology may collect and to what extent citizens trust the use of 

automated systems.  

In addition, the research demonstrates that most people favoured solutions with 

increased human involvement rather than the use of AI, contrasting previous 

studies (Klocke, 2001; Kudlacek, 2015). This means that not only the amount but 

also the type of oversight matters and can be seen as an opportunity to improve 
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acceptability by increasing human involvement and ensuring due process when 

handling data. 

The study further indicates that demographic factors and previous individual 

experiences might impact the level of acceptability of a new intervention. Especially 

political affiliation and the impact of crime and fear of crime on one’s life are strong 

factors. While surveillance technologies may help increase feelings of safety, this 

might not be the case for everyone as some people might be more likely to reject 

SOSTs depending on their political attitude or other personal experiences. 

Furthermore, people with concerns about using their personal information by the 

government are likely to reject new SOSTs, especially in smart cities, where systems 

are likely more intrusive by default. These results once again highlight the 

importance of transparency and security when collecting and storing citizens' 

personal data. Trust in police is also an important factor for social acceptability. 

While it is unsurprising that people who are already untrusting of the police are 

likely to reject increased surveillance, the finding carries many important 

implications for deploying and using new SOSTs.  

7.3. Implications and Recommendations 

Exploring the nexus of surveillance and smart cities is important work to guide 

future developments. As this thesis demonstrates, both concepts are inseparably 

intertwined. Smart cities not only offer a range of opportunities for surveillance, 

but they rely on surveillance (though not always for crime prevention purposes) to 

ensure their functioning. At the same time, the smartification of cities will have such 

a lasting impact on the design of urban infrastructure that it will inevitably shape 

the future of surveillance and policing. As such, we can derive implications from 

the previously presented research findings of this thesis for both smart city 

developments and the deployment and use of new SOSTs. In the following, 

common themes from the three studies will be brought together and contextualised 

in the academic debate, discussing implications for surveillance and smart city 
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planning. While some of the themes were central results of the presented studies, 

others were more peripheral. As one aim of this thesis is to contribute to the overall 

discussion surrounding the surveillance and security in smart cities, both types of 

results are important to discuss. Where possible, results will be discussed in relation 

to previous studies and real-life examples of smart cities.  

7.3.1. Implications and Recommendations for Surveillance and Policing 

The use of SOSTs in smart cities has a number of implications, both on a practical 

level as well as on philosophical and theoretical levels. Practically, smart cities will 

offer a range of opportunities for surveillance, crime prevention, and policing by 

improving existing functions and introducing new ones (see Chapter 3). From larger 

amounts of data to predict crime more accurately to the wealth of information 

offered for forensic analyses, nearly unlimited possibilities seem to exist for how to 

harness the data wealth of the smart city to increase safety and security. At the same 

time, these opportunities come with new challenges and potential pitfalls (as 

described above). Through the deployment of inexpensive and powerful 

surveillance systems, tackling crime might become cheaper and easier but they 

might also make providing meaningful oversight and ensuring justice and privacy 

for all citizens alike harder (Joh, 2019b). 

7.3.1.1. Acceptability and Trust in Police 

As discussed in Chapters 5 and 6, surveillance in smart cities conducted by or 

connected to police or other state security providers, especially when using AI, 

could lead to several issues for public trust and police-community-relations. Firstly, 

automating policing tasks through the use of direct actuators that deploy responses 

without human input means that part of the relationship between police and public 

will be offloaded onto citizen-machine-interaction.  

The findings of this thesis echo previous research and once again highlight the 

danger of reduced trust in police. Citizens’ trust in the police may suffer from the 
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‘automation’ of policing through CCTV surveillance unless additional staff are 

deployed (Smith, 2020). In the UK, acceptance of CCTV measures is generally high, 

but police presence is mostly preferred (Coleman, 2012, p. 203). The findings 

presented in Chapter 6 also suggest that direct, positive, contact with citizens 

ultimately earns the police more trust than the crime-reduction benefits of a 

technological solution.  

Apart from the reduced interaction with the citizens, the deployment of smart 

SOSTs may also change other police activities, as the case of CCTV shows. While 

for some police forces in the UK the introduction of the optical-electronic 

equipment meant a relief, as in the case of West Yorkshire Police in Bingley (Gras, 

2003, p. 219), others complained about the additional work of watching the 

monitors, analysing the data, as well as increased demand due to CCTV-related 

detections of crimes (Fay, 1998, p. 239). Similar issues were reported by 

practitioners in London as presented in Chapter 4, who voiced concerns about 

increased demand, additional workloads, and long training periods. Here, most 

SOSTs differ from traditional systems as due to the use of AI and increased 

automation they normally only require minimal human attention to be operated. 

In addition, while hypothetically, the use of AI could mean increased fairness and 

more objective decision-making, it likely has the opposite effect in practice. As 

research indicates, there is a risk that algorithms may reproduce or even enhance 

bias which could lead to the wrongful accusation or even conviction of innocent 

people (Ammicht Quinn et al., 2015; Lee, 2018; Noor, 2020). Bias or even just the 

perception of bias amongst citizens has the potential to devastate trust in police and 

could increase resistance against all forms of police surveillance. A decline in police 

legitimacy may also lead to non-compliance with the law and reduced cooperation 

with authority (Sunshine & Tyler, 2003). 

This would be highly problematic as this thesis demonstrates that low trust in the 

police and the government and concerns about data protection serve as important 
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mediating factors and significantly influence the social acceptability of new SOSTs. 

This, in turn, means that a good relationship between police and the community 

they serve is key for ensuring the acceptability of new technologies. While this 

research finds that acceptance for both traditional and more intrusive smart systems 

is overall high, existing efforts could still be jeopardised by a too intrusive 

surveillance system, especially in places where the relationship between community 

and police is already strained.  

To counteract this, several studies argue that surveillance should be transparent, 

and citizens need to know what data is being collected and how it is used (Dix, 

2016; Nesterova, 2020; Omrani & Soulié, 2020; Purtova, 2018; Winkler, 2011). Not 

only is this crucial in normative terms and for several ethical issues but also for 

practical reasons such as ensuring procedural justice and maintaining and fostering 

trust in police. In addition, this thesis emphasises technologies must be tested to 

ensure that potential bias is as low as practically possible and that systems are 

reliable enough for deployment. Thus, policymakers need to create clear and 

rigorous oversight structures to anticipate challenges and unintended consequences 

such as possible blowback and implications for police legitimacy and police-

community relations. 

7.3.1.2. The Nature of Policing 

Not only the relationship with citizens might be impacted by the increased 

smartification of urban spaces. The dynamics created by smart cities and growing 

privatisation also have the potential to change the very nature of policing that takes 

place in the city. Because smart cities are aimed at ensuring a smooth operating of 

urban services and flows of people, they aim to avoid disruption at all costs. As 

such, smart city policing might emphasise what Shearing and Stenning (1985) 

referred to as ‘Disney policing’, i.e., willing cooperation rather than coercion 

through guns, batons, or handcuffs (Joh, 2019b). The approach aims to be 

‘embedded, preventative, subtle, cooperative, and apparently non-coercive and 
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consensual’ (Shearing & Stenning, 1985, p. 304). In many respects, Disney policing 

describes many practitioners’ ideal case of policing in the smart city. It relies heavily 

on control strategies embedded in the environment and requires less active 

intervention.  

Similar to the smart city, control structures in Disney World also have further 

functions that overshadow the control function. Shearing and Stenning (1985) 

describe for example how water features and flower beds serve as aesthetic objects 

but also do direct visitor flows and how even though most employees are engaged 

in other activities, all of them are also there to maintain order. In smart cities, this 

is also the case. Elements of the urban environment might serve other primary 

functions but contribute in part to the overall maintenance of security and order. 

Through this, control functions are embedded in the fabric of the city so that their 

presence is unnoticed, but their effects are visible, allowing coercive practices to be 

reduced. 

Though such developments might not be undesirable altogether and might have 

benefits for trust in police, both positive and negative unintended consequences are 

important to anticipate. Opportunities for better policing in smart cities should be 

considered from the onset of any new developments but need to be critically 

evaluated against evidence base and possible risks to liberties and privacy.  

In the case of Disney, the subtle, non-coercive, and consensual nature of the system 

relies heavily on two factors. Firstly, Disney world is a private space where although 

control mechanisms are disciplinary, they are non-carceral and ultimately 

determined by Disney Productions rather than the moral or absolute. Secondly, 

individuals subjected to the pervasive surveillance at Disney want to maintain access 

to the space for breaking the rules may result in expulsion from Disney World 

altogether. Thus, even though there may be some benefits associated with such a 

style of control and security, it ultimately relies on exclusionary practices that are 

not suitable to implement in public urban environments. 
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7.3.1.3. Public-Private Partnerships and Policing 

Another common thread throughout all chapters of this thesis is the question of 

public-private partnerships. In the academic debate around smart cities, this issue 

is discussed from various perspectives and either framed as a great opportunity or 

the biggest threat to urban life and civil liberties. Often, however, studies maintain 

that the smartification of cities necessarily brings increased privatisation with it. 

This is due to the fact that deploying SOSTs as part of a fully integrated and 

comprehensive smart city requires various technological advancements that are 

necessary to make sense of the immense amounts of data, such as improved 

algorithmic analyses methods. Such advancements will, for the most part, be created 

by private companies. This means that much of the smart city technology is 

privately developed products sold to public (and private) customers (Joh, 2019b).  

As a result, policing will rely increasingly on public-private partnerships, as 

embedding policing in the smart city means embedding it in an infrastructure that 

is both public and private (Joh, 2019b). In addition, increasing automation, which 

is a key feature of most smart technologies, also means increased reliance on and 

influence of private interests (Wexler, 2018, p. 1349). While such partnerships may 

be useful to some extent as they can save costs and make processes faster and more 

inclusive, they can also create new challenges to crime prevention and policing 

efforts, as discussed in Chapter 4. Practitioners interviewed in this thesis 

emphasised the danger for security and policing efforts when partnerships fail or 

do not benefit the public because economic interests of new developments have 

been prioritised. While this thesis only reports small-scale examples of issues in 

public-private partnerships, many other examples exist that highlight the danger of 

failing partnership arrangements. Especially the recently failed Toronto Waterfront 

project has been portrayed as a heap of miscommunication and broken 

relationships between the municipal government and Alphabet Inc.’s Sidewalk Labs 

(Carr & Hesse, 2020). 
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Increased privatisation of infrastructure might, however, also have implications for 

the nature of policing and security taking place in the city if relationships function 

well as they might mean an increased reliance on private security personnel for daily 

surveillance work in joint projects between the police and the private sector. This 

privatisation of surveillance work is not without problems: the inconsistent 

qualifications of private service personnel are difficult to verify. In addition, the 

police’s own rules do not necessarily apply to the privately hired security guards, so 

that the daily monitoring activities might not follow basic legal requirements as less 

or no public accountability exists. In addition, privatised surveillance of cities brings 

up many questions about data ownership and governance which need to be 

addressed (Austin & Lie, 2021). As Chapter 6 demonstrates, privacy concerns are 

hugely important predictors of social acceptability and thus need to be considered 

in agreements between private and public bodies. Here, policymakers need to 

ensure that partnerships are set up to benefit the public and that private 

infrastructure is available to serve public needs. 

7.3.1.4. The Pitfalls of Automation 

Building smart cities also inevitably brings about another change for policing that 

has been mentioned on several occasions throughout this thesis, namely the 

increased reliance on automation which might make policing more instantaneous. 

Automated enforcement describes when AI automatically deploys actions if 

unwanted behaviour is detected. For example, the town of Maidstone, UK, has 

recently started to use an AI system to automatically detect and fine motorists who 

litter (Hellen, 2021), while in Shenzhen, China, a smart system automatically and 

immediately fines anyone jaywalking (Mohsin, 2020). While automated 

enforcement is in itself nothing new and already finds application in tax and traffic 

speed monitoring (Petit, 2018; Wells, 2008), smart cities may see this automated 

enforcement on a much larger scale for a wider variety of crimes. As mentioned 

before, this thesis touches upon this issue in several chapters. It has, however, yet 
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to discuss the benefits and pitfalls of such a system. One side-effect of algorithmic 

decision-making and the automated deployment of responses is that it creates a 

zero-tolerance enforcement policy, where crimes or unwanted actions are punished 

as soon as they occur, regardless of the situational circumstances. While such a 

(near) 100% detection and punishment rate may sound positive at first, it is critical 

to consider societal consequences and unintended effects. Firstly, the results of the 

study presented in Chapters 5 and 6 indicate that the effectiveness of an 

intervention in terms of crime reduction is likely not a significant predictor of the 

acceptability of a new SOST. Most citizens prefer contact with the police over mere 

interaction with a technology – at least in scenarios where they are not the subject 

of investigation. This is further supported by authors  such as Taylor and Lee (2019) 

and Clare et al. (2019) who find that a majority of arrestees is concerned about 

manipulation, modification, and misrepresentation in body-worn camera footage 

or even CCTV. Here, the fault lies (at least in the cases described in the research) 

within the interpretation and handling of footage by officers rather than the 

technology itself. 

Other research suggests that it is questionable whether a zero-tolerance 

enforcement policy would yield the desired effects, namely a change in behaviour 

by a majority of the population. Wells (2008) finds that this is exactly the case with 

traffic speed enforcement. While the automated issuing of tickets is far more 

efficient, most motorists rejected the practice, arguing it was too impersonal and 

did not consider situational factors (Wells, 2008). Even though humans are less 

efficient, they are more capable of ethical and contextualised decision-making than 

automated systems (Hartzog, Conti, Nelson, & Shay, 2015).  

Hartzog et al. (2015) argues that many of today’s laws are not created to be 

automatically enforced as they purposefully leave room for interpretation and 

leniency and Petit (2018) maintains that ‘some degree of discretion is inescapable 

to execute law’. As such, this thesis argues that the apparent benefits in terms of 
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efficiency and resourcing need to be treated with caution and potential negative 

side-effects assessed. In the worst case, automated enforcement can lead to a 

rejection of law enforcement and damage police-community relations (Joh, 2007).  

7.3.1.5.  Procedural Justice and Due Process 

 The potentially drastic changes to policing and automated enforcement, described 

in the previous chapters also have a number of implications for some of the most 

basic principles of good policing and fair criminal justice. Practitioners should, for 

example, ask the question what the automated response to unwanted behaviour 

such as the automatic triggering of actuators in the city or automatic fines for illegal 

behaviour (e.g., littering, speeding) means for procedural justice. Questions of what 

happens when urban infrastructure itself controls crime or makes some forms of 

crime impossible are not only important for discussions of ethics but need to be 

faced by policymakers. Can automated processes ensure a fair process, and can 

automation distinguish between different scenarios? 

While there are certainly some benefits in terms of demand management, many 

authors paint a negative picture of automated enforcement practices in smart cities. 

Individuals perceived to be offenders by an automated system could be barred from 

entering certain places20 (Joh, 2019b), autonomous robots might deploy stun guns 

if deeming citizens a threat (Lin & Singer, 2016), and autonomous cars might make 

it impossible to speed or run red lights without being able to fully judge every 

situation (Joh, 2019b). If done right, such systems might improve security and safety 

for all; if not, they might undermine fundamental principles of democracy and the 

rule of law. Especially the automation of decision-making preceding the restriction 

of a certain action, or the deployment of a response measure is problematic. On 

several occasions, this thesis warns of the creation or use of ‘black boxes’, which 

 

20 While similar practices already exist that ban sex offenders or shop-lifters from certain places, 
such measures are usually the result of a conviction and put in place by judges rather than an AI. 
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specifically applies to the decision-making processes of AI but also to most other 

technological solutions to crime. Especially with the growing inclusion of AI and 

machine learning in SOSTs, there might be growing uncertainty about how the 

technology reaches its decisions, leading to severe implications for transparency and 

procedural justice (Bennett Moses & Chan, 2018). 

At the same time, the use of new SOSTs in smart cities offers opportunities to 

improve fairness and justice. Such opportunities are, however, only possible if due 

process regardless of the level of automation and technological sophistication of 

the interventions is ensured. This can be done through human oversight or the 

possibility of plausible reasoning by the system (Sunshine & Tyler, 2003).  

As the relevance of the topic is only bound to increase (Haggerty, 2004; Patterson, 

2004; Seddon, 2004) and as the deployment of smart SOSTs will grow, 

policymakers should set clear boundaries and create clear legislation early on.  

7.3.1.6. Changing the Foundations of Surveillance 

While the primary goal of this thesis is to explore the opportunities and challenges 

of smart city technologies for crime prevention and surveillance, it also contributes 

to theory development. In particular, the findings have important implications for 

the theoretical underpinnings and philosophical concept of surveillance. The deep 

embeddedness of surveillance (here in the sense of crime prevention and 

deterrence) in the wider urban infrastructure changes several fundamental aspects 

of its functioning. The first one is that the inclusion of actuators and the use of AI 

introduces feedback loops that are not a part of traditional surveillance systems. 

This shifts the debate significantly, as surveillance is suddenly no longer considered 

a one-way exercise between watcher and observed. Instead of the panoptic 

uncertainty described by Bentham and Foucault (Galič et al., 2017; Parreno & 

Demeterio III, 2012), individuals subjected to the surveillance system know that 

they are always being watched as a decentralised camera system or an AI always 

‘watches’ and analyses each feed in real-time. While one might hypothesise that this 
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only increases the disciplinary effect of the surveillance, it might also contribute to 

the opposite.  

In the panoptic surveillance scenario, the observed is unaware whether his actions 

did not trigger a response because he happened not to be watched in that minute 

or whether the action was deemed acceptable.21 In the smart environment where 

individuals know that they are being watched, a lack of immediate feedback, i.e., no 

triggering of an actuator, may be understood as the action being acceptable. As 

such, a fundamental tenet of the philosophical concept of surveillance changes, 

shifting the debate away from the focus on uncertainty towards the question of 

what happens if constant surveillance is not only a possibility but a non-negotiable 

reality. While this thesis does its best to capture the nature of comprehensive smart 

SOSTs and measure what predicts their social acceptability, policymakers need to 

be aware that the results of such fundamental changes are hard to foresee.  

This is especially the case with the ubiquity of surveillance in the smart city context. 

As a tool of social control, surveillance technologies are often discussed as factors 

that increase feelings of insecurity (Watzinger, 2019). According to Watzinger 

(2019), these feelings of insecurity can often be traced back to the technological 

decentralisation of surveillance, as often the case in smart cities. This 

decentralisation means the disappearance of visible control, i.e., it is no longer clear 

who is being monitored, when and for what purpose. Reichardt (2016) and 

Watzinger (2019) also suggest that the changes to surveillance in the smart city 

context constitute a multiplication and condensation of surveillance. Surveillance 

becomes diffuse and less strategic, and as it is so all-encompassing, the boundaries 

of surveillance blur and merge. The spread of surveillance to other technologies and 

aspects of urban life, initially not focussed on surveillance, is what the literature calls 

 

21 It may also be the case that resources are not available. This is, however, irrelevant as the observed 
does not know why no response follows an action as he is in the constant state of surveillance. 
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‘surveillance creep’ (Fussey, 2007). Policymakers and practitioners need to be aware 

of these possibly shifting boundaries and should aim to set clear confines to prevent 

surveillance creep. 

7.3.2. Implications and Recommendations for Smart City Design 

The results of this thesis also have several implications for the design of smart cities 

in the future. As also discussed in the previous section, a range of technological 

solutions are available to tackle all problems of urban life today, including issues of 

insecurity and crime. As such, developing smart cities is, for the most part, not a 

question of the availability of technologies but one of finding appropriate solutions 

that solve problems adequately while respecting privacy and civil liberties. 

Ultimately, the implications for surveillance and policing and those for smart city 

design are, to some extent, two sides of the same coin. This thesis identifies both 

benefits and drawbacks with regards to using the smart city environment for 

surveillance. Especially the latter is the case for issues of privacy protection and 

social acceptability. Here the nexus of smart cities and surveillance has a circular 

character as smarter surveillance that promises many benefits for policing only 

works if citizens have sufficient trust in police and find interventions acceptable. 

This acceptability is, however, undermined by more intrusive interventions.  

7.3.2.1. Social Exclusion as an Unintended Consequence 

While the use of smart city sensors and infrastructure for the purpose of policing 

and crime prevention can have several benefits for police, it may also produce 

unintended consequences for citizens and smart cities as a whole. This includes 

especially the furtherance of social exclusion and discrimination. 

That surveillance practices can be unfairly discriminatory is nothing new, as Norris 

and Armstrong (1999) point out that surveillance work in control rooms is often 

carried out selectively. Stereotypes based on gender, skin colour, or clothing are 

often reproduced and influence who is targeted by surveillance (Graham, 1998; 
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Wehrheim, 2012, p. 91). Personal prejudices of operators often influence the 

interpretation of certain behaviours and for the classification of persons. The 

decisive factor for selection is often not the behaviour itself, but the appearance of 

those under surveillance, which can be associated with a certain (undesirable) 

pattern of behaviour (Wehrheim, 2012, p. 91). As this thesis discussed on several 

occasions, stereotyping and biases are often also present when using AI and 

automated systems. As such, video surveillance not only serves as a means of 

preventing security incidents, but in most cases inevitably leads to the exclusion of 

individuals and discrimination against certain social minorities that do not pose a 

direct threat to society but are perceived as such by the majority of the population. 

These mechanisms once again echo the concept of military urbanism, first 

discussed in Chapter 2, which suggests that the use of urban infrastructure for 

security purposes can lead to social division and discrimination (Graham, 2009; 

Iveson, 2010).  

7.3.3. Ensuring Fairness in Public-Private-Partnerships 

Such exclusionary practices link directly to the increased involvement of private 

partners in the design, creation, and administration, which also has important 

implications. While the widespread use of SOSTs by police may in some instances 

be justified by crime and the security needs of citizens, private interests are more 

focused on making locations safer and more attractive for residents and consumers. 

In this context, SOSTs serve to provide a feeling of safety and a pleasant 

atmosphere for consumers and potential customers, while deterring ‘undesirable 

fringe groups’ such as rough sleepers or drug users (Wehrheim, 2012, pp. 91-93). 

Such exclusionary practices raise many questions about the ownership of public 

space. While these questions are already relevant today, they will gain significance 

in the future because smart cities rely to a greater extent on private infrastructure 

than traditional urban spaces.  
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To address these concerns of inequality, policymakers need to ensure smart cities 

are, as the definition used in this thesis suggests, ‘citizen focused’, i.e., open and 

inviting environments for all citizens. It is important to ensure explicitly that diverse 

groups of people have access to all facilities and are not targeted due to external or 

behavioural characteristics. Furthermore, while the creation of safe and inviting 

environments should be in the interest of all, it should not lead to the exclusion of 

groups deemed ‘unfit’ by private business interests. 

The increased influence of private interests may also impact the procurement of 

smart city components and technologies, companies might seek to ensure customer 

loyalty or dependence on their products (Joh, 2017b). This was a concern also 

expressed by stakeholders interviewed in Chapter 4. Especially where existing 

infrastructure is being retrofitted, private solutions might be more attractive than 

costly public projects. In the Spanish city of Jun, for example, citizens can use 

Twitter to do everything from filing crime reports to booking appointments in 

municipal services (Morales & Rubio Sánchez, 2017). While the project so far has 

been a success in reducing administrative burdens on the municipality and the local 

police, it has also made the city to some extent dependent on the tech giant. To 

avoid this, policymakers need to ensure flexibility and great enough competition to 

enable low costs and the greatest possible benefit for the public. 

Furthermore, as trust in the security of one’s own personal information that are 

collected in the smart city is key to ensuring public acceptability of surveillance, 

deciding on appropriate data governance structures is key. While many different 

suggestions and models exist, even the most promising solutions, such as the Urban 

Data Trust created as part of the recently failed Toronto Waterfront development, 

have attracted significant public criticism (Artyushina, 2020; Austin & Lie, 2021). 

As such, bespoke solutions are required, that ensure the greatest possible utility of 

the collected data while protecting personal information and ensuring as much 

privacy as possible.  
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7.3.3.1. The Issue of Retrofitting 

As discussed throughout this thesis, most cities in the UK and Europe aspiring to 

become smart cities of some kind have to retrofit their existing infrastructure. This 

process can save costs and help to ease the transition for both operators and citizens 

alike. It might, however, also lead to issues of compatibility, where new and old 

systems are not interoperable in practice and thus cannot be used to their full 

potential. Compatibility issues may also occur between smart technologies procured 

from different suppliers. These issues, as highlighted by many practitioners 

(discussed in Chapter 4), are especially problematic in the field of policing and crime 

prevention but apply to all areas of urban life. Because in the smart city all services 

are heavily interconnected, compatibility issues at only one place can mean 

significant parts of the system do not function as intended. Here, practitioners and 

policymakers, especially on a local level, need to ensure that new systems are able 

to communicate with one another and that compatibility is ensured not only within 

individual realms of city services but across all.  

In addition, current administration structures are likely to hinder the effective and 

efficient deployment of new SOSTs. This is especially the case in the UK, where 

the fragmentation of police forces and local administrations and councils often 

leads to a lack of interoperable systems across local administrations. These 

problems are once again already known and have been highlighted both in Chapter 

4 and in real life examples of smart city projects. The latter includes South Korea’s 

Songdo Business District, often dubbed ‘the world’s first smart city’ (Yoo, 2017). 

While the project was overall less successful than expected, some developers 

stopped putting out updates for apps relevant for using some of Songdo’s smart 

services (Yoo, 2017).  

7.3.3.2. Safety and Security as a Foundation 

As discussed in Chapter 2, smart cities describe cities that use ICTs and all other 

technologies available to improve the effectiveness and efficiency of city services in 
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order to save resources and to improve the quality of life for citizens. In order to 

meet the expectation of increased quality of life, smart city developers need to 

consider not only the final goal of a (nearly) crime-free and safer urban environment 

but also maximise questions of liberty and privacy in their designs in order to enable 

citizens to lead good lives. Here, practitioners should consider the aforementioned 

points on the dangers of automated enforcement in smart cities and should ask the 

question what kind of urban environment they want to create. As highlighted in 

Chapter 4, strategies that promise the most effective reduction of crime might not 

be those best implemented due to unforeseen consequences. This is further 

supported by the literature as Wells (2008) who discusses traffic speed enforcement 

suggests that the goal should be to dissuade or deter offending behaviours rather 

than to reach 100% crime detection rates. As such, police and other security services 

need to be included in the planning of smart cities to anticipate risks and maximise 

the utility of new infrastructure.  

At the same time, Chapter 3 highlights that security and safety should not be seen 

as separate issues but rather as a prerequisite for any smart city. To unleash the full 

potential of the smart city crime prevention concept, security and safety need to be 

engrained in the fabric of the urban environment and be considered as foundations 

in the planning process. Thus, integrating crime prevention fully in the smart city 

design requires a new way of thinking about how cities are planned and 

implemented. This should be done in a positive manner, ensuring equality and 

focussing on citizen needs rather than social control (Vitalij et al., 2012). This 

echoes the Safe City concept introduced in the beginning of this thesis as well as 

approaches from the literature. Chiodi (2016) suggests that security and crime 

prevention aspects should be evaluated as underlying conditions for every urban 

planning and design project. 

This thesis identifies benefits of using smart city infrastructure for surveillance 

purposes and stresses that security and safety functions should be embedded in 
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smart city infrastructure. Nonetheless, clear boundaries need to be set to ensure 

privacy rights and prevent an unnecessary securitisation of processes as emphasised 

in Chapters 5 and 6.  

7.3.3.3. Streamlined and Evidence-Based Administration  

This thesis highlights that practitioners face, in many instances, bureaucracy and 

lengthy and inflexible processes that make the procurement and use of innovative 

technologies slow and cumbersome. While in the spending of public funds, some 

bureaucratic process is necessary, it does not create a fertile ground for innovation 

as the interviews reported in Chapter 4 discuss. This study further shows that 

decision-making often seems to be arbitrary and not based on evidence, especially 

with regard to acceptability thresholds of new SOSTs. As such, this thesis 

recommends that policymakers improve and streamline existing decision-making 

and procurement processes to adapt to the pace of technological innovation and to 

make cities future ready. Individual assessments of new technologies are necessary 

to ensure public support for new interventions. This is especially necessary as the 

rejection of surveillance in the realm of crime prevention may also spill over to 

other city services or because function creep could lead to the use of data from 

other services such as waste management by the police (Joh, 2019b). In fact, a 

number of smart city projects, most notably including Toronto’s Waterfront 

development, have failed because public resistance grew too big or because 

community trust was missing from the onset (Mann, Mitchell, Foth, & Anastasiu, 

2020).  

7.4. Scenarios for the Responsible Use of Smart Surveillance 

Thus far, the chapter has summarised the findings from the three studies as well as 

the resulting implications and recommendations for future surveillance and smart 

city policy in the UK. The question remains, however, how systems can harness 

technological possibilities to improve policing and crime prevention, while ensuring 

an ethical and responsible usage that does not violate the privacy of those subjected 
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to the system. To answer this question and to further illustrate the findings of this 

thesis, two possible use cases are described in the following. Scenario 1 focuses on 

potential negative impacts of surveillance for trust in police and police-community-

relations. Scenario 2 proposes a system that emphasises data protection while 

maintaining even the most intrusive surveillance functions. Each of the scenarios 

highlights a specific aspect or best practice, meaning that they are not mutually 

exclusive but can be combined for best fit.  

7.4.1. Managing Demand and Improving Police-Community-Relations 

There are various suggestions for harnessing the opportunities that the close 

integration of policing and surveillance in urban infrastructure offers. One of these 

suggestions is moving away from using surveillance for deterrence and emphasising 

the third function of SOSTs, namely the management of resources. Such a system 

places an increased focus on increasing procedural justice and trust in police and 

improving police-community relations. Especially in the context of smart cities, 

which by design require increased reliance on automation and technology, it feels 

almost counterintuitive to focus increasingly on the human component. This 

contrasts the notion of increased automation in policing or what McGuire (2020) 

calls the ‘end of policing’ as we know it. 

7.4.1.1. Trust in Police and Social Acceptability 

Because trust in police is best fostered through (positive) in-person interaction 

between officers and citizens (Van Damme, 2017), this scenario highlights the need 

for the increased physical presence of officers. In doing so, this scenario does not 

argue that the use of automated SOSTs in smart city environments is not useful. 

Instead, it seeks to emphasise that the resulting implications of more ample 

opportunities for surveillance do not need to be harsher, more intrusive, and less 

community-oriented policing.  
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As discussed on several occasions in this thesis, a lack of social acceptability can 

quickly lead to a deterioration in police-community relations and trust in police 

(Wells, 2007). This effect is even greater if the relationship between police and 

citizens is already strained or with individuals who are disproportionately affected 

by crime and fear of crime (Kochel, 2018). Trust in police and government and 

previous experiences with the police form a foundation for the social acceptability 

of new SOSTs. The idea behind this proposal is to use surveillance and the 

significant amounts of data not for person-specific surveillance but rather to 

improve police resourcing. Instead of tackling crime directly, such a system aims to 

address the inefficient use of resources or the lack of resources by deploying them 

more efficiently. Smart cities create opportunities to counteract the negative effects 

of austerity and resource shortages, while at the same time helping forces to address 

police demand better. Through the wealth of available data, police forces will be 

able to better predict demand for services and plan resource spending accordingly. 

Thus, smart cities allow police management to take a more proactive and future-

oriented role. The system thus does not aim to reduce personnel cost overall but 

rather to reinvest saved resources to engage with citizens and improve trust in police 

and police-community relations. 

Given that the transformation to the smart city often requires significant physical 

changes and redesign of urban infrastructure, this approach could be coupled with 

increased use of CPTED principles in the design of future cities. This could lead to 

a reduction of crime and thus overall police demand, freeing up further resources. 

Here, surveillance systems could have a double function. Firstly, they could, as 

described, allow for increased police patrols, which aim to increase the most 

valuable asset of police, citizen consent and cooperation, through direct contact 

(Silverman & Della-Giustina, 2001). Secondly, the systems could serve to improve 

guardianship by making citizens feel safer and increasing foot traffic, i.e., eyes on 

the street and natural surveillance (Gill & Spriggs, 2005; McLean et al., 2013; Spriggs 
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et al., 2005). In the sense of the latter, this means especially visible systems would 

be useful that are physically present and improve the feeling of safety (Rothmann, 

2010). 

7.4.1.2. Use Cases and Real-Life Examples 

SOSTs, especially with the focus of engaging with the community and improving 

the feeling of safety, have shown to be in some instances a vital part in revitalisation 

efforts for crime-ridden and otherwise socially disadvantaged neighbourhoods 

(Klauser, 2007; Wheeler, 2016; Wiig, 2018). An example of this is the case of 

Camden, New Jersey. There, an integrated smart city strategy that included security 

and crime prevention efforts as a foundational element led to the revitalisation of 

the city (Wiig, 2018). The historically crime-plagued city tackled their issues with a 

data-driven policing strategy that allowed officers on the street to operate in tandem 

with a control room monitoring the city (Wheeler, 2016; Wiig, 2018). Police and 

local administration relied on the dual effects of managing resources and engaging 

with citizens, and the success of this strategy meant not only that crime was falling 

but also that other smart city initiatives in the realms of transportation and waste 

management could be realised, attracting further outside investment (Wiig, 2018). 

This, in turn led to higher citizen engagement, the revitalisation of entire 

neighbourhoods, and more significantly falling crime numbers, even in areas that 

were not directly affected by policing initiatives (Wiig, 2018).  

This means that security and crime prevention can create the foundation for 

revitalisation efforts but need to be accompanied by social, housing, and city 

planning strategy to ensure the creation of new districts to attract multinational 

knowledge and innovation-focused industries (Cretu, 2012; Wiig, 2018).  

The scenario described here emphasises the citizen-focus of smart cities and 

highlights the need for human interaction as an underlying criterion for the success 

of smart cities (Cardullo & Kitchin, 2019; Mandl & Schaner, 2012). The approach 
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puts a focus on the goal of smart cities to make the urban environment and 

infrastructure reactive to the presence and needs of citizens (Vanolo, 2014, 2016). 

7.4.2. A Privacy-Delimited System 

Alternative approaches to security that integrate CPTED and community policing 

as described in the first scenario are, however, neither always suitable nor always 

part of the political agenda or wanted by practitioners or citizens. As such, the 

second scenario describes the case of a fully integrated SOST deployed in the smart 

city of the future. This hypothetical system has all possible capabilities and as such 

comes with a range of drawbacks in terms of social acceptability, privacy protection, 

personal liberties, and ethics. The following will thus describe a method that, while 

not addressing all concerns, might help to make the system and its use more ethical 

and socially acceptable. The option described here is a multi-level privacy-delimited 

system based on the principles of the ‘privacy by design’ concept first introduced 

by Cavoukian (2009b). The core idea behind such a system is that while 

practitioners have all technological solutions at their disposal, they can only be used 

if certain situational criteria are satisfied, and potential criminal action has been 

detected. 

7.4.2.1. Practical Design of the System 

Practically, the system combines surveillance technologies with privacy-enhancing 

technologies to implement data protection through technical procedures. Roßnagel, 

Desoi, and Hornung (2011) offer a starting point for such a system that is not only 

socially acceptable but conducive to the responsible and proportionate deployment 

and use of surveillance infrastructure. They discuss a method by which only some 

functions of a smart surveillance system are available all the time while others can 

only be used for instances where a crime is suspected or has occurred. This is done 

to maximise privacy while allowing for the benefits of smart surveillance in terms 

of crime detection and prevention. To achieve an appropriate balance between 

security and freedom, a three-tier model is suggested. In the first stage, the system 
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is severely limited in its power and only basic functions are available to the operator 

to observe the monitored area. The aim of this level is to give the operator as good 

an overview as possible without interfering with the rights of the observed. To 

protect privacy, the videos shown to the operator can be protected by suitable 

image manipulation methods, such as pixelation. The change to the second stage 

occurs either automatically, i.e., when an algorithm observes suspicious behaviour, 

or at the direct request of the operator. In the second stage, i.e., if an illicit activity 

is suspected, more intrusive procedures are available for assessing the situation. For 

example, the operator can now zoom in on cameras at will and make use of 

advanced algorithms, such as automatic people tracking. Even at this stage, the right 

to informational self-determination of the person being observed should be 

preserved as far as possible. The system continues to avoid displaying the face of 

the person concerned and does not allow the extraction of biometric templates that 

could be used for later personal recognition. The change to the third stage can again 

be made by an algorithm or at the request of the operator. 

In the third stage, it is highly likely that a criminal offence has been committed or 

that a concrete danger exists that can only be averted by the intervention of security 

personnel. It is primarily used to preserve evidence and to coordinate with 

emergency forces on site. The video surveillance system now also reveals the faces 

of the persons concerned and allows the operator to extract a biometric template, 

which can also be used for person identification. The application proposed by 

Roßnagel et al. (2011) clearly demonstrates how the power of the system, and thus 

also its potential encroachment on the rights of those affected, can be compared 

with the current situation. If a situation threatens to escalate, it justifies deeper 

intervention but limits this to a certain amount of time and a small group of people. 

7.4.2.2. Need for a Regulatory Framework 

While the application of a privacy-delimited system could ensure that drawbacks in 

terms of privacy and civil liberties are reduced, it does not eliminate them entirely. 



Chapter Seven Discussion: Opportunities, Challenges, and Future Scenarios 

 254 

In addition, with increased reliance on AI, such a system could be biased, meaning 

that certain groups are more often subject to surveillance than others (Noor, 2020). 

These potential issues highlight that no perfect system for surveillance exists and 

that trade-offs between privacy and security are (at least with regards to public 

surveillance) still a real issue. The use of a privacy-delimited system as a 

technological compromise does, however, need to be accompanied by appropriate 

legislation. Such legislation should aim to create a balance between the requirements 

of electronic data processing in governmental and non-governmental contexts on 

the one hand and the protection needs of individuals and their personal rights on 

the other (Kammerer, 2016). As legislative initiatives are often late in relation to 

developments in information technology, they require an extraordinary amount of 

foresight and anticipation. In addition, current inconsistencies of data protection 

legislation at the local, regional, and national levels need to be addressed 

(Kammerer, 2016). 

In addition, to further even the scales between observers and observed, 

governments need to implement a strong duty of all data-processing institutions 

(governmental or non-governmental) to provide information to data subjects on 

request about what personal information they hold about them. This obligation also 

extends to visual information, e.g., recordings from surveillance cameras.  

Such a freedom of information policy, as it is already in place in the UK, should not 

only include the raw data but also information about how data is processed and on 

what basis decisions are reached (Degeling, 2014). 

7.5. Limitations and Avenues for Future Research 

This thesis has provided important insights into the use of SOSTs in smart city 

environments and provided valuable recommendations for practitioners and 

policymakers. Nevertheless, there are a number of limitations that arise from the 

design of individual studies and this thesis as a whole. The following section 

discusses these limitations and presents avenues for future research.  
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One key limitation that was acknowledged on several occasions throughout this 

thesis is the limited transferability of the findings as they may depend heavily on the 

national context and the socio-cultural environment within which the research was 

conducted (Menichelli, 2014). As the literature suggests that attitudes between 

regions and countries may differ greatly, specifically with regards to the use of new 

SOSTs (Banisar & Davies, 1999; Brandl et al., 1994; Norris et al., 2004; van Heek 

et al., 2017), it would be useful to see to what extent the findings presented here 

can be applied abroad. For this purpose, two kinds of evaluations come to mind. 

Firstly, it would be interesting to explore the extent to which the results can be 

generalised and whether something like an international or at least regional baseline 

for social acceptability of new SOSTs can be found. As such, comparison studies 

should be conducted in other socio-cultural contexts. Secondly, research examining 

the implications of the installation of new SOSTs in environments with currently 

and historically less surveilled societies might help to determine the importance of 

cultural factors and provide further insights for developing proactive approaches 

for policymaking in this field.  

Another point is that this thesis provides policy recommendations rather than 

concrete design guidelines or system architectures. This choice reflects the 

previously mentioned iceberg of issues associated with crime prevention and 

surveillance in smart cities. There are many scientific engineering papers on the 

subject of smart video surveillance. They often focus on the acquisition and 

evaluation of image data or scaling system architectures. The question of how to 

increase the acceptance of these systems is only examined by a few groups, whereby 

this is almost always to be achieved through increased anonymisation. The 

engineering literature can further be divided into two sub-groups. On the one hand, 

work that deals with the protection of video data, and on the other hand, work that 

looks at the design, development, and deployment of overall systems. While this is 

obvious – after all, the biggest criticism of (smart) CCTV is regarding privacy – it 
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does not cover the full range of issues, especially those of more practical nature 

such as implementation frameworks and institutional realities. Once again, there is 

an abundance of specific technological solutions, while general principles that guide 

the deployment are missing, a gap that this thesis addressed. Nonetheless, it would 

be useful to apply existing studies to the smart city context. One example of a 

concrete list of recommendations for the socially acceptable design of SOSTs has 

been introduced by Nissen (2014). Adapting the framework by Nissen (2014) for 

the smart city context and combining these results with the relevant 

recommendations from this thesis would provide a comprehensive frame on both 

the policy and technology level for socially acceptable SOSTs in smart cities. 

Another limitation of this thesis is that while it was only able to show the existence 

of red lines that may not be crossed if interventions aim to be acceptable, it could 

not fully locate where exactly they are drawn. Though especially Chapters 5 and 6 

offer insights into the factors that can impact social acceptability, the findings 

suggest that the context of the deployment of new SOSTs matters greatly and that 

individual evaluations of social acceptability for each project are vital. Here, once 

again the before-mentioned recommendations by Nissen (2014) can serve as a 

foundation. Nonetheless, risks of social acceptability need to be considered, and 

citizens should be consulted on the deployment of SOSTs to ensure maximum 

cooperation and acceptance within the population. Future research should consider 

the creation of a standardised framework, the foundation of which can be found in 

this thesis. 

While the scenarios described in the previous section offer a starting point for 

socially acceptable surveillance that respects individual privacy rights, it is important 

to recognise that such approaches only cover part of what the smart city is. It is for 

example also important to keep an eye on developments in the private sector, 

especially since smart cities rely in many areas on private infrastructure (Liu et al., 

2020b). This means that formal government surveillance will be increased and that 
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many private businesses will rely more and more on automated surveillance 

mechanisms. Like the smart city, private businesses will use automated facial 

recognition and other sensors to streamline and improve their services. 

A prime example of this is the concept of Amazon Go, a checkout-less supermarket 

that entirely relies on sensors and facial recognition to bill customers for their 

shopping (Huberman, 2021; Wankhede, Wukkadada, & Nadar, 2018). Here 

surveillance fulfils the function of loss prevention but at the same time is an integral 

part of the business concept. Thus, it is important to expand the horizon of the 

research examining the nexus of surveillance and smart cities. In order to truly 

conceive a smart city concept that respects the privacy and the concerns of citizens, 

private companies and businesses must be included in any comprehensive strategy.  

Lastly, due to limited funding and time, this thesis was only able to capture a 

snapshot of the debate surrounding the installation of new SOSTs, the practical 

implications for policing, and their social acceptability. It focused on surveillance as 

it is a core function of both smart cities and current crime prevention strategies in 

the UK. By doing so, however, it did not discuss other crime prevention initiatives 

in detail. Many more research topics aiming to explore either of these realms of the 

debate exist and will exist in the future as the discussion of this issue is only 

beginning. Amidst all these topics and all the future research that is to come, it is 

important not to forget the contribution that this thesis has provided to the 

academic field. As an author, I hope that this thesis does inspire further 

investigation of this interesting and important nexus and sparks new research ideas 

that provide valuable insights and shape policy developments in the UK and abroad.  

It is difficult to predict how the use of smart SOSTs will develop in increasingly 

sophisticated and technology-driven urban environments when increasingly privacy 

and data protection concerns dominate the debate. It is safe to assume, however, 

that practitioners in London and the UK as a whole will have difficulty resisting the 

trend of increasing smartification also in the policing sector and that many debates 
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and protests lie ahead. Accordingly, despite increasing public awareness and 

pressure of privacy rights and data protection, it can be assumed that the use of 

technology in everyday urban life will not decrease but rather steadily increase. For 

this reason, it is important not to work against the respective use of technology but 

to develop new ideas on how to use technologies responsibly and to create legal 

and ethical frameworks for their deployment.
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9.APPENDIX 1: Interview Questions 

Overall aim and objectives 

1. Realistic scenarios 

• Are you aware of any smart city initiatives? 
• What are possible deployment scenarios in London? 
• Which alternatives are most feasible? — financially, ethically, practically…? 
 

2. The current process 

• How long does it take to deploy a new technology? 
• What things are primarily considered in the process? 
• What kinds of consultations are being held before? 
• Are issues of ethics and social acceptability considered before? 
• I know that many councils now try to buy new security technologies in 

bulk/together, has this changed the evaluation and consultation process in any 
way? 

 

3. Suggestions for the future 

• Where do you see room for improving the current consultation processes? 
• (This is kind of inevitable.) In an ideal world what would smart security 

systems look like? 
 


