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Abstract 

Homeostatic plasticity allows the brain to correct deviations from physiological levels of activity 

to maintain long term stability. Despite this remarkable level of control, epilepsy is a disease 

characterized by both cellular and circuit hyperexcitability that homeostatic plasticity seemingly 

fails to suppress. In this thesis, I demonstrate that during both acquired and genetic 

epileptogenesis, neurons display numerous changes consistent with homeostatic responses to 

nascent hyperactivity and that early stages of genetic epileptogenesis are characterized by 

increased levels of homeostatic response.  

In Dravet syndrome, a severe genetic epilepsy of infancy, loss-of-function mutations to the 

voltage-gated sodium channel NaV1.1 are found in the majority of patients. These mutations 

generate network hyperactivity due to loss of inhibitory interneuron excitability. Using a mouse 

model of Dravet, I demonstrate that the first cells to display altered intrinsic properties may in 

fact be excitatory pyramidal cells. I demonstrate that both diminished intrinsic excitability and 

increased responsiveness to altered activity levels are seen in pyramidal cells at early stages of 

Dravet. I then show that the later onset of inhibitory hypofunction generates synaptic 

excitation/inhibition imbalance and hyperactivity. This hyperactivity appears to drive diminished 

intrinsic excitability and synaptic downscaling in pyramidal cells, amongst other changes 

consistent with homeostatic plasticity.  

I also demonstrate the viability of a future approach to better assess homeostatic responses to 

models of acquired epileptogenesis. This approach can contribute to answering the much 

debated questions about both the pathophysiology of acquired epilepsy and the much 

understudied mechanisms of homeostatic responses to hyperactivity.  
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Impact Statement 

Epileptogenesis is a poorly understood process that currently has no clinically viable prophylactic 

interventions to prevent the emergence of seizures. How neuronal circuits becomes capable of 

generating the hyperactive, hypersynchronous activity that characterizes seizures is even harder 

to understand given the array of homeostatic mechanisms that the brain employs to keep 

neuronal activity and excitability to within a narrow band of physiologically optimal levels. 

Understanding how epileptogenesis and homeostasis interact will shed new light on both the 

physiology of homeostatic plasticity and the pathophysiology of epileptogenesis. 

Dravet syndrome is a severe genetic epilepsy ŎƻƴǎƛŘŜǊŜŘ ǘƻ ōŜ ŀƴ άƛƴǘŜǊƴŜǳǊƻƴƻǇŀǘƘȅέ ŀǎ ƛǘ ƛǎ 

thought to be driven by a loss of inhibitory interneuron excitability. The initial work in this thesis 

explores how postnatal development, the gradual emergence of interneuron dysfunction, and 

homeostatic plasticity intertwine during the epileptogenesis phase of Dravet syndrome. I 

demonstrate previously unseen alterations to pyramidal cell intrinsic physiology that precedes 

the onset of interneuron dysfunction. This raises many new questions about where the earliest 

pathophysiological manifestations of Dravet-associated mutations occur. Later stage 

epileptogenesis can be seen to generate hyperexcitability alongside changes to neuronal 

properties that may be consistent with homeostatic plasticity. This work also establishes a new 

model to evaluate responses in ex vivo slices to prolonged pharmacological induction of altered 

activity. This protocol supports the theory that genetic epilepsies are characterized by altered 

homeostatic responses. 

Experimental induction of homeostatic plasticity in vivo has so far centred around 

experimentally decreasing activity levels due to the comparative ease of understanding where 

and when homeostatic plasticity is likely to manifest. This thesis also provides an initial 

demonstration of a new model to that may be indicative of in vivo homeostatic plasticity driven 

by epileptogenesis-associated hyperactivity. 
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1. Defining epilepsy 

1.1 Practical definitions of epilepsy  

Whilst the clinical manifestations of epilepsy in humans are extremely broad, with perhaps as 

many combinations of symptoms and underlying causation as there are patients, all patients 

with epilepsy share recurrent seizures as the defining feature of their condition. As defined by 

the International League Againsǘ 9ǇƛƭŜǇǎȅΩǎ όL[!9ύ нллр ǊŜǇƻǊǘΣ ŜǇƛƭŜǇǎȅ ƛǎ άΧa disorder of the 

brain characterized by an enduring predisposition to generate epileptic seizures, and by the 

neurobiologic, cognitive, psychological, and social consequences of this condition. The definition 

of epilepsy requires the occurrence of at least one epileptic seizureέ (Fisher et al., 2005). Key to 

this definition is the fact that the seizures must be unprovoked by acute neurological 

disturbances (Beghi et al., 2010; Gunawardane and Fields, 2018). The fact that epileptic seizures 

arise spontaneously is indicative of the fact that epilepsy involves chronic alterations to 

fundamental aspects of brain physiology. 

1.2 Diagnosis and management of epilepsy 

In addition to a conceptual definition, the ILAE provides an operational definition for clinical use: 

άEpilepsy is a disease of the brain defined by any of the following conditions: 

1. At least two unprovoked (or reflex) seizures occurring >24 h apart 

2. One unprovoked (or reflex) seizure and a probability of further seizures similar to the 

general recurrence risk (at least 60%) after two unprovoked seizures, occurring over the next 

10 years 

3. Diagnosis of an epilepsy syndromeέ (Fisher et al., 2014). 

Diagnosis is followed by attempted treatment with antiepileptic drugs (AEDs). Initial choice of 

AED therapy may fail to adequately supress seizures and a trial-and-error approach involving 

mono- or polydrug therapy may be needed to optimize seizure control (Feely, 1999; Schmidt, 
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2009; Schmidt et al., 2002; van Dijkman et al., 2016). In as many as 30% of patients, seizures 

continue despite optimal medication (Kalilani et al., 2018) and other treatment options may 

have to be explored such as surgical intervention, most commonly in the form of resection of 

brain tissue to remove the epileptic focus (Cascino, 2004; Engel, 2003). 

1.3 What is a seizure? 

Seizures are the defining feature of epilepsy. Turning to the 2014 ILAE report, epileptic seizures 

ŀǊŜ ŘŜŦƛƴŜŘ ŀǎ άΧa transient occurrence of signs and/or symptoms due to abnormal excessive or 

synchronous neuronal activity in the brainΦέ (Fisher et al., 2014). Each section of this definition 

offers insight into the nature of seizures.  

1.3.1 Transiency of seizures 

Despite the άŜƴŘǳǊƛƴƎ ǇǊŜŘƛǎǇƻǎƛǘƛƻƴ ǘƻ ƎŜƴŜǊŀǘŜ ŜǇƛƭŜǇǘƛŎ ǎŜƛȊǳǊŜǎέ (Fisher et al., 2005) that 

characterizes epilepsy, for most people with epilepsy seizures occur only rarely. The sporadic 

nature of epileptic seizures means that the vast majority of the patientsΩ life is spent in the 

interictal (between seizures) state. It is important to note that the interictal period does not 

mean no abnormal activity is occurring, with interictal epileptiform activity hypothesized to be 

an important driver of damage and alterations to neuronal circuits (De Curtis and Avanzini, 2001; 

Pillai and Sperling, 2006). The transition from the interictal state to a seizure is termed 

ictogenesis and can occur in a quasi-random fashion usually without warning. The precise 

mechanisms of ictogenesis and seizure termination are not firmly established. 

1.3.2 Signs and/or symptoms of seizures 

TƘŜ ǿƻǊŘ άǎŜƛȊǳǊŜέ ƭƛƪŜƭȅ ŜǾƻƪŜǎ ƛƳŀƎŜǎ ƻŦ Ŧǳƭƭ ōƻŘȅ ŎƻƴǾǳƭǎƛƻƴǎ. However, this is but one of 

many outward signs of seizure occurrence, specifically a generalized tonic-clonic seizure (Zifkin 

and Andermann, 2010). Generalized seizures are seizures that occur in both hemispheres 

simultaneously, with widespread activity seen in all regions of cerebral cortex. In contrast, focal 

seizures occur in a limited region of the brain. External signs of seizures correlate with the 
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function of brain regions that the seizure is affecting (Devinsky et al., 2018; Fisher et al., 2017). 

The division between seizure subtypes is complicated by the fact that seizures may initially 

involve one brain area and then spread and invade other areas, resulting in a change in the signs 

occurring during the same seizure. Focal seizures can even spread to become generalised, 

termed secondary generalized seizures (Fisher et al., 2017).   

1.3.3 Excessive and synchronous activity during seizures 

Seizures represent the collective activity of many millions, or even billions, of neurons (Tatum 

et al., 2018) and during seizures, the activity and synchronicity of neurons increases ς termed 

hyperactivity and hypersynchrony. Initial evidence for hypersynchrony derives from the earliest 

technique to record in vivo neuronal activity during seizures, the EEG, which was first employed 

to investigate epilepsy in 1935. Interictal EEG is often notably altered, reflecting the permanency 

of elevated cortical synchrony despite only sporadic generation of seizures (Pillai and Sperling, 

2006).  

1.4 Varieties of epilepsy 

The broadest division in epilepsy syndromes is in the underlying aetiology, divided primarily 

between genetic epilepsies such as Dravet syndrome, the epilepsy syndrome studied in Chapter 

2 and acquired epilepsies, studied in Chapter 3. In many cases, the underlying aetiology is not 

readily identifiable (Scheffer et al., 2017; Shorvon, 2011).  

1.4.1 Acquired epilepsies 

Acquired epilepsies develop following a precipitating event such as traumatic brain injury (TBI) 

or stroke (Shorvon, 2011). Commonly seen mechanisms of pathophysiology in acquired 

epilepsies include aberrant neurogenesis, activation of glial cells, mossy fibre sprouting, blood-

brain barrier dysfunction, neuroinflammation, and changes to expression/functionality of ion 

channels (Devinsky et al., 2018). The overall effect of acquired epileptogenesis is to render the 

nascent epileptic network hyperexcitable and hypersynchronous and, by definition, capable of 
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generating spontaneous seizures. For a more detailed discussion of mechanisms of acquired 

epileptogenesis, see Chapter 3, section 1.2.  

1.4.2 Genetic epilepsies 

DŜƴŜǘƛŎ ŜǇƛƭŜǇǎƛŜǎ ŀǊŜ ǘƘƻǎŜ ŜǇƛƭŜǇǎƛŜǎ ǘƘŀǘ ǊŜǎǳƭǘ άŘƛǊŜŎǘƭȅ ŦǊƻƳ ŀ ƪƴƻǿƴ ƻǊ ǇǊŜǎǳƳŜŘ ƎŜƴŜǘƛŎ 

mutation in which seizures are a core symptƻƳ ƻŦ ǘƘŜ ŘƛǎƻǊŘŜǊέ (Scheffer et al., 2017). A general 

overview of genetic epilepsies will now be discussed before the pathophysiology Dravet 

syndrome is analysed in detail. 

1.4.2.1 Diagnosing genetic epilepsies 

The most obvious consideration in diagnosis of genetic epilepsy is a lack of obvious precipitating 

event i.e. ruling out acquired epileptogenesis. Key factors suggesting genetic causation of 

epilepsy are an early age of seizure onset, presence of additional symptoms which are often 

neurological, and in some cases a family history of seizures (Poduri, 2017). Combined with 

seizure phenotype, EEG features, and associated co-morbidities, the identification of gene 

mutations helps form the basis of diagnosis of a specific epilepsy syndrome (Fisher et al., 2017; 

Pack, 2019). Confirmation of the causative mechanism that mutation results in can be further 

explored by in vitro and in vivo characterization.  

1.4.2.2 Monogenic epilepsies  

Monogenic epilepsies are defined by their Mendelian pattern of inheritability, which can be 

further classified as either autosomal or sex chromosome linked and as either dominant or 

recessive. Many cases of monogenic epilepsy are not inherited, but instead result from de novo 

mutations (Allen et al., 2013; Heron et al., 2010; Kodera et al., 2016; Syrbe et al., 2015). The 

exact rate of inherited versus de novo mutation varies between epilepsy syndromes. For 

example, de novo mutations account for around 85% of cases of Dravet syndrome (Marini et al., 

2011; Rosander and Hallböök, 2015) whilst in patients with Genetic Epilepsy with Febrile 

Seizures Plus (GEFS+), de novo mutations account for just 3.7% of cases (Meng et al., 2015). 
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It was not until 1995 that the first autosomal dominant epilepsy-associated mutation was 

identified with the discovery of a mutation to ǘƘŜ ƴƛŎƻǘƛƴƛŎ ŀŎŜǘȅƭŎƘƻƭƛƴŜ ǊŜŎŜǇǘƻǊ ʰп ǎǳōǳƴƛǘΣ ƛƴ 

a large Australian family with a high prevalence of autosomal dominant nocturnal frontal lobe 

epilepsy (Steinlein et al., 1995). Many of the subsequent genes identified in monogenic 

epilepsies also encode ion channels (Kullmann, 2010; Nicita et al., 2012; Perucca et al., 2020) 

and that result in altered channel function. These phenotypes can range from altered voltage 

dependence of channel gating (Syrbe et al., 2015) or altered gating kinetics (Bianchi et al., 2002) 

to complete loss of functional expression due to nonsense-mediated decay of the mRNA or loss 

of trafficking to the neuronal membrane post-translation (Ceulemans et al., 2004; Ohmori et al., 

2006). Even within the same monogenic epilepsy syndrome, mutated channels exhibit a wide 

variety of alterations to function ranging from moderate impairments to complete loss of 

channel functionality. Understanding how the mutation seen relates to severity of phenotype, 

and how to predict phenotype from identified genotype, remains a challenge in many examples 

of monogenic epilepsies but increasing understanding of the molecular mechanisms of ion 

channel function allows better predictions to be made (Kluckova et al., 2020; Zuberi et al., 2011).  

1.4.3 Voltage-gated sodium channelopathies: Dravet syndrome et al. 

The relevant class of monogenic channelopathy to be discussed in this thesis are those arising 

from loss-of-function mutations of voltage-gated sodium channels, such as Dravet Syndrome, 

the topic of Chapter 2. 

1.4.3.1 Function of voltage-gated sodium channels 

Sodium channels mediate the rapid influx of sodium cations that results in the depolarization 

phase of neuronal, along with cardiac and muscle, action potentials and are therefore key to all 

aspects of CNS function given the all-or-nothing coding that neurons employ via action potential 

firing. The driving force that provides the energy for this rapid influx is generated by the action 

of the Na+/K+-ATPase, an antiporter pump, which extrudes sodium from and imports potassium 

into the cytosol in an ATP-dependent fashion, with a 3:2 ratio between the two ion species per 
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molecule of ATP utilised (Pivovarov et al., 2018). As a result of its action, there is a resting 

external sodium concentration of around 145-150mM and an internal cytoplasmic 

concentration of just 5-15mM in neurons and a resting neuronal membrane potential of around 

-70mV. This electrochemical gradient generate the rapid influx of sodium seen upon sodium 

channel activation (Alberts et al., 2002). 

Voltage-gated sodium channels are typically activated by depolarization of the membrane to 

around -55 to -50mV. Once an action potential has been initiated, it generates ŀ άŎƘŀƛƴ-ǊŜŀŎǘƛƻƴέ 

through which the initial wave of sodium drives membrane depolarization, which in turn 

activates more sodium channels and further propagates the flow of positive charge into and 

subsequently along the axon of the neuron (Purves et al., 2001). Movement along the axon 

occurs through depolarization of the axonal membrane and thus sodium channel activation, 

driving depolarization in subsequent regions of axonal membrane (Debanne et al., 2011). The 

site of action potential initiation is, in CNS neurons, the axon initial segment, a region of axon 

around 30-50µm from the soma that is a specialized structure with an elevated density of 

sodium channels (Bender and Trussell, 2012; Kole et al., 2008). Once opened, sodium channels 

remain open for just milliseconds and undergo a period of subsequent inactivation during which 

the channel cannot be re-opened. This prevents back-propagation of action potentials from the 

axon back towards the cell soma (Yu and Catterall, 2003). Once the wave of depolarization 

reaches the presynaptic terminal, it depolarizes that terminal and activates voltage-gated 

calcium channels which trigger fusion of neurotransmitter containing vesicles with the 

presynaptic membrane (Catterall, 2011; Dolphin, 2021). 

1.4.3.2 Structure of voltage-gated sodium channels 

The structure of the voltage-gated sodium channels is similar to many other ion channels and is 

most closely related to the voltage-gated calcium channel family (Catterall et al., 2020). It 

consists of a single large pore-ŦƻǊƳƛƴƎ ʰ ǎǳōǳƴƛǘ ǿƘƛŎƘ ŘŜŦƛƴŜǎ ǘƘŜ ƛŘŜƴǘƛǘȅ ƻŦ ǘƘŜ мл ǾƻƭǘŀƎŜ-

gated sodium channel subtypesΦ ¢ƘŜ ʰ ǎǳōǳƴƛǘ Ƙŀǎ a pseudotetrameric structure, with four 
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homologous regions that each contain six transmembrane domains (Catterall et al., 2020). 

Voltage-dependency of activation is driven by the movement of the S4 domain, which contains 

5-6 positively-charged arginine residues that provide transmembrane voltage sensitivity to this 

region. Movement of this region provides electromechanical coupling that generates pore 

opening via movement of the S6 domain which, along with S5 domain and the loop that forms 

between them, constitutes the transmembrane pore region (Payandeh et al., 2011; Yarov-

Yarovoy et al., 2012). Sodium ions are selectively permitted into the opened pore, filtered by a 

selectivity filter present on the S5-S6 linker that conveys preference for conducting sodium 

versus potassium or other cations (Naylor et al., 2016; Payandeh et al., 2011). The rapid 

inactivation that follows pore opening is conveyed by the movement of an intracellular domain 

between transmembrane domains 3 and 4 (Motoike et al., 2004).  

1.4.3.3 Neuronal sodium channelopathies 

The family of voltage-gated sodium channels is highly conserved and mutations to sodium 

channel genes are a major cause of inherited neurological disease, with a 2018 study identifying 

sodium channel mutation in 5% of individuals with epileptic or neurodevelopmental disorders  

(Lindy et al., 2018; Meisler et al., 2021). Due to their dominant role within the CNS, I will focus 

on SCN1A (NaV1.1), SCN2A (NaV1.2), and SCN8A (NaV1.6) channelopathies, with several thousand 

variants of SCN1A thus far found as causative to various epilepsy phenotypes (Kluckova et al., 

2020) and familial forms of migraine (Fan et al., 2016), variants of SCN2A causing various forms 

of epilepsy and intellectual disability with or without autism (Wolff et al., 2019), and rare cases 

of SCN8A mutations causing epileptic encephalopathies (Meisler et al., 2016). Given the 

indispensable role of voltage-gated sodium channels in shaping neuronal excitability, the 

extensive impact sodium channelopathies have on brain function is unsurprising.  

1.4.3.3.1 SCN2A channelopathies 

SCN2A, encoding Nav1.2, is a gene associated with increased risk of autism spectrum disorder 

(ASD) (Ben-Shalom et al., 2017; Sanders et al., 2012; Wolff et al., 2019), with SCN2A mutations 
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seen in autistic individuals resulting in protein truncation and SCN2A haploinsufficiency. These 

changes result in impaired dendritic excitability and excitatory synaptic function (Spratt et al., 

2019), consistent with the hypothesis that ASD arises from excitation/inhibition imbalance 

(Antoine et al., 2019; Rubenstein and Merzenich, 2003). Epilepsy and autism are highly co-

incident disorders, with the risk of autism in patients with epilepsy, and vice versa, estimated to 

be around 20% (Besag, 2017). Less frequently, SCN2A channelopathies can manifest as a severe 

epileptic encephalopathy of childhood, accounting for around 1% of all epileptic 

encephalopathies (Wolff et al., 2019). Both gain-of-function and loss-of-function mutations have 

been noted to most aspects of channel physiology, rendering the hypothesized mechanisms of 

epileptogenesis hard to generalize (Hedrich et al., 2019). Gain-of-function mutations result in 

early-onset encephalopathy, with seizures commencing under 3 months of age, whilst loss-of-

function mutations lead to higher prevalence of ASD with a later age of seizure onset in cases of 

epileptic encephalopathy (Ben-Shalom et al., 2017; Reynolds et al., 2020). 

1.4.3.3.2 SCN8A channelopathies 

Mutations to SCN8A, encoding Nav1.6, has been recently identified as a causative channelopathy 

underlying some developmental and epileptic encephalopathies (Estacion et al., 2014; Ohba et 

al., 2014; Vaher et al., 2014). The prevalence of SCN8A mutants in epileptic encephalopathies 

has been estimated to be around 1% (7/683 patients assessed) (Larsen et al., 2015). A distinct 

phenotype associated with SCN8A mutation has not yet been described, with age of seizure 

onset between day of birth to 18 months of age and seizure phenotype ranging from epileptic 

spasm to convulsive or non-convulsive status epilepticus (Larsen et al., 2015). Compared to more 

common sodium channelopathies, mutated SCN8A channel phenotypes have not been as 

frequently characterized. Mutant channels that have been characterized display a mixed 

phenotype, with a reduced maximal current amplitude but a hyperpolarized shift in voltage-

conductance relationship. Despite the reduced current amplitude, the increased Nav1.6 activity 

at less depolarized voltages resulted in a higher prevalence of cells exhibiting spontaneous firing 
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at resting membrane potentials (see Fig. 1.4.1). The overall increase in neuronal excitability this 

causes provides a suitable explanation for how SCN8A mutations can generate epileptogenesis 

(Estacion et al., 2014). 

Figure 1.4.1. The mixed effects of an epileptogenic Thr767Ile mutation on Nav1.6 function a. 
depicts the location of the identified mutation in the Nav1.6 protein structure. b. and c. show that 
mutant Nav1.6 produces a reduced maximal amplitude of voltage activated sodium conductances 
whilst simultaneously shifting the activation threshold of sodium currents to hyperpolarized 
voltages in cell lines expressing mutant and wild type SCN8A. The overall effect of this mutation 
is shown in d., with a  dramatic increase in spontaneous action potential discharge noted. Adapted 
from Estacion et al., 2014. 

 

1.4.3.4 SCN1A channelopathies ς Dravet syndrome and beyond 

Mutations to SCN1A were amongst the first voltage-gated channelopathies to be identified as 

causative in genetic epilepsies, with the discovery of multiple de novo SCN1A mutations in 

2000/01 (Alekov et al., 2000; Claes et al., 2001; Escayg et al., 2000). Since those initial 

discoveries, the number of SCN1A mutants associated with genetic epilepsies has now increased 

to over one thousand (Meng et al., 2015) and they are considered to be one of the most common 

channelopathies in inheritable epilepsies (Meisler et al., 2010). SCN1A mutations do not 

generate a single disease phenotype and genetic epilepsies caused by SCN1A mutation are not 

homogenous, ranging from relatively benign self-limiting febrile seizures to catastrophic 

developmental and epileptic encephalopathies, such as Dravet syndrome, that result in severe 

disability and reduced life expectancy (Scheffer and Nabbout, 2019; Wheless et al., 2020). 
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1.4.3.4.1 Clinical features of Dravet syndrome 

Mutations and deletions in SCN1A can be found in an almost all Dravet syndrome patients 

(Marini et al., 2011; Rosander and Hallböök, 2015), but not all epileptic patients with SCN1A 

variants fall into the Dravet classification. Additionally, Dravet syndrome shares many clinical 

features with other genetic childhood epilepsies ς so, what defines Dravet syndrome? 

Dravet syndrome was first classified as a distinct epilepsy syndrome in 1978, initially termed 

severe myoclonic epilepsy of infancy (SMEI) (Dravet, 1978), and formally recognized as an 

independent epilepsy syndrome by the ILAE in 1989 (Eslava-Cobos and Naririo, 1989). Dravet 

syndrome is characterized by multiple seizure types ς generalized clonic seizures, generalized 

tonic-clonic seizures, unilateral tonic seizures, myoclonic seizures, atypical absence seizures and 

focal seizures - that typically emerge at between 4 and 8 months of age, with an average age of 

onset at 5.19 months (Dravet, 2011). This earlier age of onset is one of the distinguishing 

features of Dravet syndrome when contrasting it to other SCN1A-associated epilepsies (Cetica 

et al., 2017). Seizure emergence in Dravet follows a stereotyped pattern which is well 

recapitulated by rodent models of Dravet. The first seizure is often prolonged and may even 

manifest as status epilepticus, typically occurring during episodes of elevated body temperature, 

most often fevers, with spontaneous non-febrile seizures soon following, but seizure sensitivity 

to body temperature persists into the spontaneous phase (Delgado-Escueta, 2005; Ohki et al., 

1997). As children age, seizure frequency can potentially reach many hundreds of seizures per 

day that are often unresponsive to antiepileptic drug treatment.  

1.4.3.4.2 Genetic features of Dravet syndrome 

Mutations and deletions to SCN1A can be found in an estimated 70-90% of Dravet syndrome 

patients, with 85% of those variants being de novo (Marini et al., 2011; Rosander and Hallböök, 

2015), with the remaining cases caused by other gene mutations or are currently considered 

cryptogenic (Escayg and Goldin, 2010; Marini et al., 2011). Mutations in the SCN1A gene have 

been detected in almost all regions of SCN1A, distributed in a largely random fashion with few 
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examples of replicated mutations between different Dravet patients. Although the location of 

the mutation is seemingly random, the variety of mutation is not. There is an overrepresentation 

of frameshift, nonsense, and splice site mutations when Dravet-associated mutations are 

compared with SCN1A mutants that generate less severe epilepsy syndrome such as GEFS+. Such 

mutations render the protein entirely non-functional and thus generate functional SCN1A 

haploinsufficiency. GEFS+-associated SCN1A mutations are mostly missense mutations that alter 

but do not abolish SCN1A function (Escayg and Goldin, 2010; Lossin, 2009; Meisler and Kearney, 

2005). A study of 8 Dravet patient SCN1A mutations demonstrated that 75% of them produced 

non-functional channels when expressed in cultured human cell lines, with the remaining two 

showing greatly reduced conductance (Ohmori et al., 2006). In cases of Dravet syndrome that 

do result from missense mutations, the distribution of mutation site is no longer as random. 

Missense mutations tend to cluster around pore forming and voltage-sensing regions of the 

channel, i.e. those regions that are most important in mediating NavмΦмΩǎ ŦǳƴŎǘƛƻƴ ŀǎ ŀ ǾƻƭǘŀƎŜ-

gated ion channel (Catterall et al., 2010). Regardless of mutation type, the severity of SCN1A-

associated epilepsy is well correlated with the extent of SCN1A loss-of-function. 

1.4.3.5 Epileptogenesis and Scn1a 

Voltage-gated sodium channels are crucial to action potential discharge, so how could 

reductions or complete loss of Nav1.1 function result in increased neuronal activity and seizures? 

The answer has only emerged in the past 2 decades and crucial to that understanding has been 

the development of experimental animal models of Dravet syndrome that recapitulate its core 

features. For Dravet syndrome, key to almost all models is genetic manipulation of SCN1A to 

generate either knock-in of human mutations or heterozygous knock-out of SCN1A to re-

capitulate the functional haploinsufficiency that many Dravet patients have. These models have 

made it clear that a vital part of SCN1A mutant pathogenicity comes from the differing 

distribution of sodium channels between different cell types.  
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1.4.3.5.1 Loss of Nav1.1 generates impaired interneuron excitability 

Dravet syndrome was first modelled by Yu et al. in 2006 using Scn1a knock-out via targeted 

disruption of the final coding exon of Scn1a used to generate both homozygous (Scn1a(-/ -)) and 

heterozygous (Scn1a(+/-)) knock-out mice (Yu et al., 2006). Homozygous mice developed ataxia 

and seizures by postnatal day 9 (P9) and had a 100% mortality rate by P15. Importantly given 

the heterozygosity of Dravet syndrome mutations in humans, heterozygous knock-out mice also 

developed spontaneous seizures, delayed in onset to P21-27 and by ~P100, heterozygotes 

exhibited a 40% mortality rate. Crucially, this study contrasted sodium currents in hippocampal 

pyramidal cells versus hippocampal GABAergic interneurons. It was demonstrated that in both 

homozygous and heterozygous mice, pyramidal cell sodium currents were unaltered when 

compared to wild type currents whereas interneuron sodium currents were significantly 

reduced, with a ~75% and ~50% reduction in mean current density in homozygotes and 

heterozygotes respectively, as shown in Figure 1.4.2. This reduced current density translated 

into impaired action potential generation in interneurons. Since Nav1.1 comprises just 10% of 

total hippocampal sodium channels (Gordon et al., 1987) and this study demonstrated a 75% 

reduction in total interneuron sodium current, it demonstrates the selective localisation of 

Nav1.1 to GABAergic interneurons and the comparatively minimal contribution of Nav1.1 to 

pyramidal cell sodium currents. This demonstration of impaired interneuron excitability has 

since been confirmed in multiple subtypes of GABAergic interneuron (Almog et al., 2021; Goff 

and Goldberg, 2019; Ogiwara et al., 2007a; Tai et al., 2014)(see Figure 1.4.3), leading some to 

term Dravet syndrome ŀƴ άƛƴǘŜǊƴŜǳǊƻƴƻǇŀǘƘȅέ (Catterall, 2018). These findings providing a 

strong explanation for how Scn1a loss of function translates into network hyperexcitability. 

Immunohistochemical analysis of Nav1.1 expression within the hippocampus and cortex has 

provided further demonstration of the selective expression of Nav1.1 by GABAergic 

interneurons, enriched at the axon initial segment (Ogiwara et al., 2007a; Tai et al., 2014).  
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Figure 1.4.2. Disruption of Scn1a selectively disrupts interneuron excitability in cultured neurons 
a. In both heterozygous (+/-) and homozygous (-/-) Scn1a knockout cultured neurons, sodium 
current density is selectively impaired in interneurons, whilst pyramidal cell sodium currents are 
unaffected. b. This loss of current density significantly impairs interneuron action potential 
generation. c. Scn1a heterozygosity is sufficient to generate spontaneous seizures in mice, with 
each * representing the timing of a different behavioural manifestation of ictal activity. Adapted 
from Yu et al., 2006. 

 

A causative role of interneuron hypoexcitability in the Dravet phenotype has been demonstrated 

through the use of a Dlx-Cre transgenic mouse line (Potter et al., 2009), which allows for selective 

genetic manipulation of forebrain GABAergic interneurons. Selectively inducing Scn1a 

ƘŜǘŜǊƻȊȅƎƻǎƛǘȅ ƛƴ ƛƴǘŜǊƴŜǳǊƻƴǎ ǿŀǎ άboth necessary and sufficient to cause epilepsy and 

premature deathέΣ ǘƘǳǎ ǊŜŎŀǇƛǘǳƭŀǘƛƴg two of the defining features of both human Dravet 

syndrome and mouse models that utilize global Scn1a knock-out (Cheah et al., 2012).   

Other Cre-driver mouse lines have allowed for further dissection of the role of specific 

interneuron subtypes in Dravet pathophysiology. Selective deletion of one copy of Scn1a in 

parvalbumin-positive (PV) interneurons was sufficient to generate thermally-inducible seizures 

from P35 onwards, as well as autistic-like behaviours. Spontaneous seizures and premature 

death were only seen when homozygous knock-out was performed. Selective deletion in 

somatostatin-positive (SST) interneurons also generated a febrile seizure phenotype but of a 

milder nature. Temperature threshold for thermally-induced seizures in homozygous knock-out 
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was higher than in PV-selective deletion and induced seizures were shorter in duration. Even in 

homozygous SST interneuron-selective knock-out, spontaneous seizures and premature death 

was not seen, demonstrating the comparative importance of PV-positive interneuron 

hypofunction in seizure generation and severity in Dravet syndrome. Of specific relevance to 

this thesis, excitation-inhibition imbalance in hippocampal circuitry was only noted following PV-

selective knock-out (Rubinstein et al., 2015). It is worth noting that together PV- and SST-positive 

interneurons comprise around 60-70% of the total interneurons present in CNS circuitry 

(Gonchar et al., 2008; Tremblay et al., 2016). 

 

Figure 1.4.3. Multiple interneuron subtypes display hypoexcitobility in Scn1a heterozygous mice 
All interneuron subtypes tested thus far display a similar firing phenotype in Scn1a heterozygotes, 
with diminished firing seen in all cases and often manifesting at both low and high amplitude 
current injections. Parvalbumin-positive (PV) and somatostatin-positive (SST) firing data is 
adapted from Tai et al., 2014. Vasoactive intestinal peptide-positive (VIP) firing data is adapted 
from Goff and Goldberg, 2019. Stratum oriens (SO) interneuron firing data is adapted from Almog 
et al., 2021. 

1.4.3.5.2 The developmental impact of SCN1A  ς the road to seizure onset 

In Dravet syndrome, patients develop normally until the onset of seizures at around 4-8 months 

of age (Cetica et al., 2017; Dravet, 2011) and at around P21 in mouse models of Dravet syndrome 
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(Yu et al., 2006). Given that SCN1A haploinsufficiency is present from birth, what causes this 

delay? During both late-stage embryogenesis and the initial weeks of postnatal development in 

mice, mRNA and membrane protein levels of Nav1.1 are low, with little to no detectable 

expression, whilst levels of Nav1.3 (Scn3a) are elevated at birth but drop rapidly during the first 

two weeks of life. In contrast, levels of Nav1.1 start to increase at P10 and by ~P16 begin to 

overtake expression levels of Nav1.3 (Beckh et al., 1989; Cheah et al., 2013), as shown in Figure 

1.4.4.  

 

Figure 1.4.4. The expression of Nav1.1 and Nav1.3 are differentially regulated during early 
postnatal development a. Cerebral cortex protein levels of Nav1.3 decline with age, dropping to 
nearly 0 by P20 onward. Nav1.1 upregulation begins between P10 and P15, seemingly still 
increasing at P30. b. Spontaneous seizures and premature death in Dravet mice both begin after 
Nav1.1 expression has reached near adult levels in WT mice. Adapted from Cheah et al., 2013 

 

This interplay between Nav1.1 and Nav1.3 is of note due to the compensatory upregulation of 

Nav1.3 that occurs in interneurons following loss of Nav1.1 expression. Although this 

upregulation is insufficient to maintain interneuron excitability, it demonstrates that 
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compensatory upregulation of alternate sodium channel subtypes can occur (Yu et al., 2006). 

The minimal levels of Nav1.1 expression in interneurons during the first two weeks of postnatal 

development is confirmed by longitudinal electrophysiological studies looking at the intrinsic 

excitability of PV-positive interneurons in the somatosensory cortex in Scn1a heterozygous 

mice. At P10, no deficit in excitability can be seen in heterozygotes when compared to wild type 

littermates. Impaired excitability emerges in these cells by P18-21, the age at which both febrile 

and spontaneous seizures start to occur. This finding, whilst important in confirming the 

expected impact of developmental regulation of Scn1a expression in Dravet syndrome 

progression, was overshadowed by the finding that PV-positive interneuron hypoexcitability is 

in fact transient, with no deficit in firing noted during later life (P35-56) despite the persistence 

of spontaneous and thermally-induced seizures in mice that survive to that time point. 

Interneuron excitability at each time point is shown in Figure 1.4.5. This suggests that a transient 

loss of inhibitory activity may be sufficient to result in a permanently altered network structure 

that means seizures persist even when inhibition is restored (Favero et al., 2018). Similar results 

have been demonstrated for stratum oriens interneurons (O-LM) of the hippocampus. Initial O-

LM excitability in Dravet syndrome mice matches wild type mice at P14-16, before the 

emergence of hypoexcitability at P20-25, and a subsequent stabilization phase during which O-

LM interneuron excitability increases in Dravet syndrome mice to restore firing back towards 

wild type level by P33-45 (Almog et al., 2021). 
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Figure 1.4.5. Interneuron hypoexcitability seen in Dravet mice manifests transiently when 
assessed in ex vivo slices a., b.. and c. show the firing evoked in PV-positive interneurons in 
response to current injections of 250pA, 750pA, and 750pA respectively at 3 different ages. ai., 
bi., and ci. show the action potentials evoked at each current step in both WT (blue) and Scn1a 
heterozygotes (red). Adapted from Favero et al., 2018. 

 

1.4.3.5.3 In vivo recordings in models of Dravet syndrome  

The most extensive set of in vivo recordings in Dravet mice were published in 2016, in which 

both cortical local field potential and juxtacellular recordings of cortical pyramidal cells, PV-

positive interneurons, and SST-positive interneurons were recorded in anaesthetized and, for 

certain experiments, awake mice. Recordings were performed during the epileptogenic phase 

in Dravet mice at between P16-18, or in age-matched wild type controls. Despite the clear 

reduction in interneuron excitability at this age when whole-cell current clamp is used to evoke 

action potentials, local field potential was unaltered in the cortex in both anaesthetized and 

awake mice. More surprisingly, the spontaneous discharge of action potentials, assessed via 2-

photon guided in vivo juxtacellular recordings, was unaltered in both PV-positive and SST-

positive interneurons, albeit recorded in urethane-anaesthetized mice (see Figure 1.4.6)(De 

Stasi et al., 2016). This may seem at odds with other recordings used to demonstrate 

interneuron hypoexcitability (see Fig. 1.4.5), but it is worth considering that in most of these 
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recordings Dravet interneurons only deviate from wild type interneuron excitability at high 

(>150pA) amplitude current injection. Although changes to action potential initiation threshold 

have been noted, they are just a few millivolts (Rubinstein et al., 2015).  

Figure 1.4.6. In vivo spontaneous firing dynamics are unaltered in Dravet mice in both PV-positive 
and SST-positive interneurons ai. depicts the in vivo juxtacellular recording of a TdTomato-tagged 
PV-positive interneuron. aii. shows the representative firing dynamics of PV-positive interneurons 
in both WT and Dravet mice, with no differences in interspike intervals noted between the two 
genotypes (aiii.). bi shows the representative firing dynamics of SST-positive interneurons in both 
WT and Dravet mice. Again, when quantified via ISI no differences can be seen between the two 
genotypes. Adapted from de Stasi et al., 2019. 

 

1.4.3.6 Pyramidal cells and Dravet syndrome 

Most studies on the cellular and synaptic physiology of Dravet syndrome have focused largely, 

or exclusively, on changes to inhibitory interneurons due to the clear evidence of their central 

role in the pathogenesis of Dravet. It is clear that they express Nav1.1 at high levels (Ogiwara et 

al., 2007; Yu et al., 2006), that this preferential expression generates a strong cellular phenotype 

when Nav1.1 expression is reduced (Tai et al., 2014; Yu et al., 2006), and, perhaps most 

convincingly, that selective ablation of Nav1.1 in interneurons or even in select interneuron 

subtypes can recapitulate most of the core features of Dravet syndrome (Cheah et al., 2012; 

Rubinstein et al., 2015).  

Why study pyramidal cells in Dravet? Firstly, due to the fundamental structure of neuronal 

circuits in the mammalian brain, it is often meaningless to study interneurons in isolation as their 

role in those circuits can only be defined in relationship to the pyramidal cells that they form 
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reciprocal connections with. It is therefore vital to understand how changes to the intrinsic 

properties of interneurons affects the manner in which they interact with pyramidal cells, and 

vice versa. This can include understanding how inhibitory transmission onto pyramidal cells is 

altered by interneuron hypoexcitability and how this affects the properties of the circuits that 

those cells form. Secondly, there is evidence that the properties of both pyramidal cells and 

interneurons are highly flexible and that the activity of one class of cell can alter the intrinsic 

and synaptic properties of the other ǘƻ Ƴŀƛƴǘŀƛƴ ǿƘŀǘ ƛǎ ƻŦǘŜƴ ǘŜǊƳŜŘ ά9κL ōŀƭŀƴŎŜέ (Bannai et 

al., 2015; Hartman et al., 2006; He and Cline, 2019; He et al., 2016; Zhou et al., 2014). It therefore 

seems unlikely that the apparent diminution of inhibitory activity during postnatal development, 

and the hyperactivity of the circuit that this disinhibition causes, will not affect the 

developmental trajectory of pyramidal cells. Collectively, the adaptation of cellular and synaptic 

ǇǊƻǇŜǊǘƛŜǎ ǘƻ Ƴŀƛƴǘŀƛƴ ŀŎǘƛǾƛǘȅ ƭŜǾŜƭǎ ŀǘ ŀ άǎŜǘ Ǉƻƛƴǘέ Ŏŀƴ ōŜ ǘŜǊƳŜŘ ƘƻƳŜƻǎǘŀǘƛŎ ǇƭŀǎǘƛŎƛǘȅΦ  

So far, relatively few studies have explicitly studied the properties of pyramidal cells in Dravet 

syndrome. In the initial characterization of Scn1a heterozygous and homozygous mice, no 

significant change in pyramidal cell sodium current density was noted and as a result the authors 

did not investigate overall firing properties (Yu et al., 2006). Subsequent studies have 

demonstrated that intrinsic properties of hippocampal pyramidal cells are moderately altered 

in a developmentally regulated way. A 2021 study into developmental changes in the intrinsic 

properties of both stratum oriens interneurons and hippocampal pyramidal cells divided Dravet 

syndrome development into 3 stages ς pre-epileptic (P14-16), severe (P20-25), and stabilization 

(P33-45), divided on the basis of seizure frequency. In this study a moderate increase in the 

excitability of Dravet mouse pyramidal cells was noted during the pre-epileptic phase, whilst 

interneuron excitability was only reduced at the severe stage. Whilst no overall changes to 

evoked firing were seen at the severe stage, CA1 pyramidal cells did exhibit a slight increase in 

action potential initiation threshold at this time point. This same study also looked at threshold 

for synaptic input evoked firing in pyramidal cells and noted a decrease at P14-16 and an 

increase at P20-25. These data indicate that pyramidal cells are hyperexcitable during the earlier 
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stages of Dravet syndrome in a manner that literature suggests cannot be due a direct 

consequence of changes to Nav1.1 expression by pyramidal cells themselves (see Figure 1.4.7). 

The increase in action potential initiation threshold may be indicative of homeostatic 

compensation to the ongoing hyperactivity that characterizes ǘƘƛǎ άǎŜǾŜǊŜέ ǎǘŀƎŜΣ ŘǳǊƛƴƎ ǿƘƛŎƘ 

seizure frequency is highest (Almog et al., 2021). Excitatory synaptic transmission has also been 

assessed through recording of miniature excitatory postsynaptic currents (mEPSCs) in Scn1a 

heterozygotes in a mixed culture of pyramidal cells, interneurons, and astrocytes. No changes 

to either amplitude or frequency of mEPSCs was detected (Uchino et al., 2021).  

 

Figure 1.4.7. CA1 pyramidal cell excitability is altered between P14-16, despite seemingly not 
expressing Nav1.1 Voltage responses to both -100pA and +100pA current injections are shown 
for WT (grey) and Dravet (blue) mice at pre-epileptic (P14-16), severe (P20-25), and stabilization 
(P33-45) phases of Dravet syndrome epileptogenesis along with the input-output curves for each 
genotype at each age group. Firing is significantly increased at P14-16 in Dravet mice. b. Increased 
excitability at P14-16 also may arise from the slight decrease in threshold for firing evoked by 
Schaffer collateral evoked currents, with amplitude also significantly increased at this age group. 
Adapted from Almog et al. 2021. 

 

2. Postnatal development of hippocampal circuits 

2.1 Dravet syndrome epileptogenesis and postnatal development 

The developmental shift in dominant interneuron sodium channel subtype is by no means the 

only developmental change that occurs during the first 3 weeks of postnatal life. Changes in 

expression levels of ion channels and ion transporters occurs and both excitatory and inhibitory 

synapse are formed and adjusted in an activity-dependent manner during this period. Once 

again, the changes to pyramidal cells and interneurons do not occur in isolation of one another 
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and defective maturation of one cell type, as seen in Dravet syndrome, may have a profound 

impact on developmental maturation of the other cell types in the circuits they participate in. 

As previously noted,  interneuron hypoexcitability in Dravet syndrome is transient (Favero et al., 

2018) yet seizures persist outside of this transient phase. This strongly suggests that transient 

loss of interneuron excitability is sufficient to perturb postnatal development in such a way as 

to render the brain permanently hyperexcitable. Whilst the hippocampus is not the only region 

that is affected by Dravet syndrome-associated mutations (Tai et al., 2014), its relevance to 

seizure generation in both Dravet (Stein et al., 2019) and other forms of epilepsy (Avoli, 2007; 

Chatzikonstantinou, 2014) is clear. Its use in all experimental paradigms employed in this thesis, 

and in most papers investigating cellular and circuit physiology in Dravet, means that postnatal 

development of the hippocampus will be the focus of this chapter. 

2.2 Postnatal development of CA1 circuitry 

All regions of the hippocampus undergo a protracted phase of postnatal development that can 

be characterised by changes to their intrinsic and synaptic properties (Cohen et al., 2000; Cossart 

and Khazipov, 2022; Khalaf-Nazzal and Francis, 2013). Although comparable changes occur in 

other hippocampal regions, examples of postnatal changes will focus on the development of the 

CA1 subfield of the hippocampus. The properties of both excitatory and inhibitory transmission 

will be discussed along with postnatal developmental changes that establish the appropriate 

balance between the two systems. 

2.2.1 Postnatal maturation of CA1 pyramidal cell intrinsic properties  

Intrinsic electrical properties, determined primarily by patterns of membrane ion channel 

expression, change throughout postnatal life in both an activity dependent and independent 

manner. When investigated with whole-cell current clamp recordings, the overall direction of 

postnatal development in CA1 pyramidal cells is increased excitability with increased action 

potential amplitude and decreased action potential half-width that correlates with an increase 
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in rate of action potential discharge across the first month of life (Sánchez-Aguilera et al., 2020; 

Spigelman et al., 1992). The most prominent aspects of the postnatal changes to the intrinsic 

properties of CA1 pyramidal cells are to more passive aspects of their electrophysiology. Input 

resistance is consistently seen to decrease during the first month of postnatal life, showing a 

linear trajectory of decline. A similar trend is seen in resting membrane potential (RMP) 

(Spigelman et al., 1992). Changes are also seen to hyperpolarization-activated cyclic nucleotideς

gated (HCN) channel-mediated Ih currents, which are key regulators of both passive membrane 

properties e.g. RMP and active events such as burst firing (Biel et al., 2009). Earlier studies have 

identified increases in Ih amplitude during the first postnatal month, identifying changes to both 

absolute amplitude, onset kinetics, and sensitivity to cyclic AMP (cAMP) (Bender et al., 2001; 

Vasilyev and Barish, 2002), with these changes supported by both electrophysiological, 

immunohistchemical, and mRNA-labelling studies, whilst more recent work has demonstrated 

the opposite trend, with a notable decrease in HCN-mediated currents between P15 and P25 in 

CA1 pyramidal cells (Dougherty, 2020). 

2.2.2. Postnatal development of CA1 interneurons 

Postnatal upregulation of Scn1a and downregulation of Scn3a between P10 and P20 is key to 

increasing the intrinsic excitability of interneurons in the hippocampus and key to the delayed 

onset of seizures in Dravet syndrome (Beckh et al., 1989; Cheah et al., 2013). A difficulty in 

discussing the developmental changes seen in interneurons is the diversity of interneuron types 

present in the hippocampus. Although pyramidal cells also display an increasingly recognised 

heterogeneity of property and function, it does not compare to the heterogeneity seen within 

interneuron populations. Unlike pyramidal cells, relatively few studies have focused specifically 

on physiological postnatal development of the intrinsic properties of interneurons in the 

hippocampus, with more work done on cortical interneuron development. Although specific 

differences in postnatal developmental of interneuron properties are bound to exist between 
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different regions of the brain, the overall developmental trajectory is likely to be similar so these 

studies will be used to discuss likely changes to hippocampal interneurons.  

2.2.2.1 Postnatal maturation of PV-positive interneuron intrinsic properties 

PV-positive interneurons are important to many aspects of hippocampal physiology and 

pathophysiology, including that of Dravet syndrome (Rubinstein et al., 2015), and constitute 30-

50% of total interneurons (Tamamaki et al., 2003). The electrophysiology of PV-positive 

interneuron allows them to mediate rapid onset, temporally precise inhibition with a powerful 

influence over the pyramidal cells they innervate. When summarising the electrophysiological 

properties of  PV-ǇƻǎƛǘƛǾŜ ƛƴǘŜǊƴŜǳǊƻƴǎΣ ǘƘŜ ǿƻǊŘ άŦŀǎǘέ ƛǎ ǳǎŜŘ to describe almost all aspects of 

their electrophysiological phenotype (Hu et al., 2014). When matured, like all hippocampal 

interneuron subtypes, they receive fast excitatory input (Geiger et al., 1997), express fast 

deactivating potassium channels that mediate fast repolarization thus allowing for fast action 

potential discharge (Rudy and McBain, 2001), exhibit fast axonal propagation of action 

potentials due to high density Nav1.1 clustering at the axon initial segment (Hu and Jonas, 2014; 

Ogiwara et al., 2007), and express fast activating presynaptic calcium channels and exocytic 

machinery to mediate rapid exocytosis of GABA-containing vesicles upon presynaptic 

depolarization (Bucurenciu et al., 2008, 2010; Zaitsev et al., 2007) in both cortical and 

hippocampal tissue. From the results discussed earlier (see section 1.4.3.5.2), it clear that these 

properties emerge during the first month of postnatal development and in part the emergence 

of the mature fast-spiking phenotype results from upregulation of Nav1.1. Another key aspect 

of the electrophysiology of fast-spiking interneurons is the expression of the Kv3 channel family. 

These channels are characterized by a depolarized voltage threshold of activation and by rapid 

deactivation kinetics. They are crucial in generating short spike width and rapid firing 

frequencies (Boddum et al., 2017; Rudy and McBain, 2001), the firing phenotype seen in PV-

positive interneurons, and the high level of expression is one of the features that distinguish PV-

positive from SST-positive interneurons in the neocortex (Chow et al., 1999). The expression of 



42 
 

Kv3.1 in hippocampal PV-positive interneurons dramatically increases between P10 and P20, 

contributing to maturation of the spike waveform in PV-positive interneurons during early 

postnatal hippocampal development (Du et al., 1996).  

2.2.2.2. Postnatal maturation of SST-positive interneuron intrinsic properties 

Somatostatin-positive (SST) interneurons are a diverse group of cells, with different subgroups 

displaying differences in electrophysiological, morphological, and synaptic properties. A 

common feature of all subgroups are the dendrite-targeting synapses that they form onto local 

pyramidal cells, allowing them to gate incoming excitatory signals in both a feedforward and 

feedback manner (Honoré et al., 2021; Katona et al., 1999; Müller and Remy, 2014; Yavorska 

and Wehr, 2016). As with PV-positive interneurons, SST-positive interneurons exhibit 

hypoexcitability in Dravet syndrome mice, indicating the importance of Nav1.1 expression for 

their postnatal maturation (Tai et al., 2014). In general, maturation of cortical SST-positive 

interneurons follows similar patterns to PV-positive cells. Overall excitability, quantified as 

maximal firing rate, increases progressively from ~15-20Hz at P3-5 until stabilizing at ~50Hz by 

P15-17, with other parameters such as action potential duration and amplitude showing similar 

trajectories, decreasing and increasing respectively until stabilizing by between P15-20. 

Throughout this period, the input resistance and resting membrane potential of SST-positive 

neocortical interneurons falls sharply (Pan et al., 2016).  

2.2.3 Synapse maturation during postnatal development 

Overall levels of neuronal activity and the patterns of neuronal activity within a circuit emerge 

from the interplay between the intrinsic properties of neurons and the properties of the 

synapses that form between them. The balance between excitatory transmission and inhibitory 

transmission is critical in determining the net excitability of the network (Avoli et al., 2016; 

Bateup et al., 2013; Gibson et al., 2008) and in the proper functioning of networks, with 

imbalances implicated in epilepsy (Fritschy, 2008; Shao et al., 2019), autism (Antoine et al., 2019; 
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Rubenstein and Merzenich, 2003), and schizophrenia (Calvin and Redish, 2021; Gao and Penzes, 

2015). 

2.2.3.1 Development of excitatory transmission in CA1 

Excitatory synaptic input into the CA1 subfield arises from CA3 via the Schaffer collaterals and 

from the entorhinal cortex via the temperoammonic pathway. Synapses often form onto 

specialized postsynaptic structures termed dendritic spines. During postnatal development, 

initial spine growth begins at between P6-7, increases steadily with age, and approaches adult 

levels by P20-22. During this period, spine density increases from around 0.2 spines/µm of 

dendrite to around 1.1 spines/µm of dendrite, with 1.4 spines/µm of dendrite in adult (P60-82) 

mice (Harris et al., 1992; Kirov et al., 2004). Electrophysiological analysis of Schaffer collateral-

mediated transmission can also be used to assess synaptic density in CA1 pyramidal cells. These 

recordings demonstrate that frequency of miniature EPSCs (mEPSCs), reflective of total synapse 

count, increases from under 0.2Hz at P4-6 to 0.4Hz by P16-19 whilst the amplitude of mEPSCs 

remains relatively stable, dropping from around 10.5pA at P4-6 to around 8pA by P16-19 (Hsia 

et al., 1998). During postnatal week 2 to postnatal week 3, the dominant AMPA receptor 

(AMPAR) subunit switches from GluA1 to GluA3 and there is a large upregulation of 

transmembrane AMPA receptor regulatory proteins (TARPs) that interact with AMPA receptors 

to alter their functional properties. These switches contribute to generating AMPAR-mediate 

currents that are wider and larger in amplitude and the overall increase in CA1 postsynaptic 

excitability that occurs with age (Blair et al., 2013; Durand and Zukin, 1993). Presynaptic 

physiology is also altered during postnatal development, with a non-linear trajectory seen in 

changes to presynaptic release probability. Release probability is initially high during the first 

postnatal week then undergoes a slight decline during postnatal week 2, before climbing once 

again to reach adult levels by P30. Sensitivity of transmission to extracellular calcium 

concentration also increases with age, (Bolshakov and Siegelbaum, 1995; Dumas and Foster, 



44 
 

1995; Muller et al., 1989). Some of the changes seen during postnatal glutamatergic 

development are highlighted in Figure 2.2.1. 

 

 

 

Figure 2.2.1. Summary of changes to 
pre- and post-synaptic glutamatergic 
function that occurring during early 
postnatal life Changes represented in 
the top panel are indicative of 
general direction of change to each 
property over time and are not 
representative of magnitude of 
change. In the lower panel, dendritic 
branches and spines are shown in 
blue. A fully formed presynaptic 
terminal is shown in red, whilst a 
nascent glutamatergic synapse is 
shown in yellow. Changes indicated 
are representative examples of 
changes seen between birth and the 
first month of life.  

 

 

 

 

 

2.2.3.2 The exciting role of GABA during perinatal development? 

The chloride gradient that exists across neuronal membranes during early postnatal life, from 

birth until ~P8, is suggested to result in efflux of chloride anions when GABAA receptors are 

activated and therefore generate a depolarizing current (Ben-Ari et al., 1989). This is due to the 

dominance of the Na-K-Cl cotransporter 2 (NKCC2), which imports chloride into the neuronal 

cytoplasm, in setting the transmembrane chloride gradient during early postnatal life. The 

postnatal upregulation the of K-Cl cotransporter 2 (KCC2), which exports chloride out of the 

cytoplasm, reverses the direction of the chloride gradient, resulting in hyperpolarizing, inhibitory 
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GABAA receptor-mediated currents emerging in the second week of postnatal life. The 

upregulation of KCC2 starts from birth and reaches adult levels by P9 (Rivera et al., 1999), with 

NKCC2 expression peaking at P7 and decreasing significantly by P20 when studied in cortical 

tissue (Dzhala et al., 2005). This story has been dominant in neuroscience literature for many 

decades now, but more recent work has suggested that depolarizing GABA-mediated 

transmission may not occur in vivo and that earlier recordings are artefacts of ex vivo recording 

techniques (Dzhala et al., 2012; Holmgren et al., 2010; Rheims et al., 2009). 

Despite this mixed data, the evidence that GABAergic signalling influences both synaptic and 

network development during early postnatal development is strong and almost all of that 

evidence, gathered over the last 30 years, is very difficult to reconcile with a non-depolarizing 

effect of GABAergic transmission. Discussion of GABAergic development will be divided into 

early stage (supposedly depolarizing transmission, < P10) and late stage (hyperpolarizing 

transmission, > P10) due to the abundance of literature on early postnatal development that 

assumes that perinatal GABAergic transmission is depolarizing. 

2.2.3.3 Early stage development of inhibitory transmission in CA1 

Unlike the majority of mature glutamatergic synapses, GABAergic synapses can form onto both 

dendritic spines and directly onto a spine-free region of post-synaptic membrane. The majority 

of GABAergic synapses onto pyramidal cells form directly  the dendritic tree, although both 

somatic and axonic synapses are also common (Pelkey et al., 2017). A population of GABAergic 

synapses form direct contact with dendritic spines, enabling them to mediate a powerful 

inhibitory effect over incoming glutamatergic transmission (Chiu et al., 2013; Kwon et al., 2019). 

The genetic and spatiotemporal regulation of interneuron subtypes (Tricoire et al., 2011) and 

the stereotyped patterns of synapse distribution that each subtype forms with respect to the 

pyramidal cell compartment they target (Kullmann, 2011; Pelkey et al., 2017) suggests that the 

overall pattern of innervation is somehow innate to each subtype. GABAergic synapse specific 

CAMs and scaffolding proteins have been identified, perhaps most importantly the neuroligin2-
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gephyrin-collybistin complex that is crucial to clustering and trafficking of GABAA receptors to 

the synapse and forms transsynaptic interactions with the presynaptic terminal (Lee et al., 2013; 

Mishra et al., 2014; Pettem et al., 2013; Poulopoulos et al., 2009; Takahashi et al., 2012; 

Varoqueaux et al., 2004). However, the molecular mechanisms by which each subtype forms 

those stereotyped patterns of synapse distribution are still largely unclear. A system could be 

imagined by which subtype-specific expression of certain axonal guidance molecule receptors 

or CAMs ensure GABAergic axons find and anchor to the correct postsynaptic target. This CAM-

mediated target specificity has recently been demonstrated on the postsynaptic side, with 

reduction in the expression of the CAM L1 (L1CAM) in pyramidal cells selectively reducing 

axoaxonic GABAergic synapses that are known to be provided exclusively by cortical chandelier 

cell. Although this accounts for how axoaxonic synapses are stabilized, the molecular mechanism 

by which chandelier cells can selectively project their axons to reach the axon initial segment in 

the first place is still unknown (Tai et al., 2019). 

GABAergic synapses generally begin to form before glutamatergic synapses in both the rodent 

(Ben-Ari et al., 2007; Deng et al., 2007) and primate brain (Khazipov et al., 2001). This early, in 

part embryonic, synaptogenesis does not mean that synapse formation does not persist into 

later stages of development, with mIPSC frequency continually increasing between the first and 

second postnatal week and not reaching adult frequencies until P15-21 (Cohen et al., 2000). 

Taking both the order of synapse formation and the nature of early GABAergic synapse function 

into account, early stage postnatal development is characterized by a predominance of 

supposedly depolarizing, GABAergic synapses. The role of depolarizing GABAergic transmission 

extends beyond triggering depolarizations and is now recognized to be an important organizer 

of both GABAergic and glutamatergic circuit development. Early axon elongation (Ageta-Ishihara 

et al., 2009) and dendrite formation (Barbin et al., 1993; Gascon et al., 2006) are enhanced by 

GABA depolarization-triggered calcium influx into the neuron during early postnatal life and 

following adult neurogenesis (Gascon et al., 2006). Blocking early GABA-mediated 

depolarizations in vivo results in permanently altered sensorimotor gating, seemingly stemming 
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from altered cortical neuron morphology and reduced levels of excitatory transmission (Wang 

and Kriegstein, 2011). GABA signalling not only influences the properties of excitatory cells and 

synapses but is also self-regulatory. GABAergic depolarization influences formation of new 

GABAergic synapses, with rapid accumulation of both functional GABAA receptors and markers 

of GABAergic synapses induced by brief pipette application of GABA to cortical dendrites. This 

was confirmed to also occur following endogenous release of GABA from interneurons during 

development (Oh et al., 2016). The same role for GABAergic signalling in initiating GABAergic 

synapse formation has also been demonstrated in cell cultures (Chattopadhyaya et al., 2007; 

Fuchs et al., 2013). In addition to its role in neuronal development and synapse formation, many 

of the early patterns of hippocampal network activity are thought to be driven by depolarizing 

GABAergic activity, such as the synchronous bursting events termed giant depolarizing 

potentials (GDP) that emerge at around P2 and cease by P10 (Griguoli and Cherubini, 2017; Sipilä 

and Kaila, 2008). Although similar patterns of neuronal activity have been noted in vivo, these 

events have also been suggested to be early forms of sharp wave ripple (Leinekugel et al., 2002; 

Valeeva et al., 2019), and may not share the same pattern of activity or mechanism of generation 

as the spontaneous GDPs that have only been observed in ex vivo slices. 

2.2.3.4 Late stage development of inhibitory transmission in CA1 

Although functional GABAergic synapses are important determinants of early stage 

development, most GABAergic synapses form after this phase. Between P7 and P21, the number 

of GABAergic synapses, quantified via density of the vesicular inhibitory amino acid transporter 

(VIAAT), increases over 4-fold in CA3 and over 6-fold in CA1 (Marty et al., 2002). This time course 

of synapse development correlates with the increase in mIPSC frequency discussed previously, 

which also increases by around 6-fold between P8-14 and P15-21 in CA1 pyramidal cells (Cohen 

et al., 2000). An increased temporal precision of GABAergic transmission across postnatal 

development can be demonstrated by paired recordings between PV-positive interneurons and 

dentate gyrus granule cells, with action potentials triggered in the interneuron by one electrode 
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being recorded as inhibitory postsynaptic currents in the other. This study demonstrated that 

the latency of synaptic transmission, the probability of failing to evoke a current, and the 

variance of latency all decrease between P5 and P25, whilst during the same period the decay 

constant decreases and the probability of connectivity both increase (Doischer et al., 2008). In 

other words, more precise, faster-acting inhibitory transmission. 

This maturation of GABAergic transmission results in part from the intrinsic maturation of 

interneurons discussed above (see section 2.2.2), but both pre- and post-synaptic changes are 

also important to this process. Overall production of GABAA receptors in non-human primates 

peaks between the second and fourth month of life, and subsequently undergoes a decline 

(Lidow et al., 1991). In rodents, more precise patterns of developmental regulation of GABAA 

receptors have been identified. At birth the dominant GABAA ʰ ǎǳōǳƴƛǘǎ ŜȄǇǊŜǎǎŜŘ ƛƴ ŎƻǊǘƛŎŀƭ 

and hippocampal ǘƛǎǎǳŜ ŀǊŜ ʰнΣ ʰоΣ ŀƴŘ ʰр. The expression levels of all 3 subsequently decline 

ŘǳǊƛƴƎ ǘƘŜ ŦƛǊǎǘ о ǿŜŜƪǎ ƻŦ Ǉƻǎǘƴŀǘŀƭ ŘŜǾŜƭƻǇƳŜƴǘΣ ŎƻƴŎǳǊǊŜƴǘƭȅ ǿƛǘƘ ǘƘŜ ǳǇǊŜƎǳƭŀǘƛƻƴ ƻŦ ǘƘŜ ʰм 

subunit (Fritschy et al., 1994; Laurie et al., 1992). The importance of this shift can be 

ŘŜƳƻƴǎǘǊŀǘŜŘ ōȅ ƳǳƭǘƛǇƭŜ ǎǘǳŘƛŜǎ ƛƴǘƻ ǘƘŜ ŜŦŦŜŎǘ ƻŦ ʰм ǎǳōǳƴƛǘ ƪƴƻŎƪ-out. In both the 

ƘƛǇǇƻŎŀƳǇǳǎ ŀƴŘ ƻǘƘŜǊ ŀǊŜŀǎΣ ōƻǘƘ ŎƻǊǘƛŎŀƭ ŀƴŘ ǎǳōŎƻǊǘƛŎŀƭΣ ƭƻǎǎ ƻŦ ʰм ŜȄǇǊŜǎǎƛƻƴ ǊŜǎǳƭǘǎ ƛƴ 

delayed maturation of GABAergic transmission and retention of immature GABAA receptor-

mediated current kinetics (Bosman et al., 2005; Goldstein et al., 2002; Jüttner et al., 2001; Okada 

et al., 2000)Φ Lƴ /!мΣ ƭƻǎǎ ƻŦ ʰм ƛƴŎǊŜŀǎŜǎ ǘƘŜ ŘŜŎŀȅ Ŏƻƴǎǘŀƴǘ ƻŦ ƳLt{/ǎ ƛƴ ōƻǘƘ ǇȅǊŀƳƛŘŀƭ ŎŜƭƭǎ 

and interneurons and decreases the average amplitude of mIPSCs in pyramidal cells alone. Loss 

ƻŦ ʰм ŀƭǎƻ ŘǊŀƳŀǘƛŎŀƭƭȅ ŀƭǘŜǊŜŘ ǘƘŜ ǎŜƴǎƛǘƛǾƛǘȅ ƻŦ D!.!A mediated currents to benzodiazepine 

application, with the almost no change in mIPSC amplitude seen in ʰм ƪƴƻŎƪƻǳǘ ƳƛŎŜ ǿƘƛƭǎǘ ǿƛƭŘ 

type mIPSC amplitude increased by almost 50% in interneurons (Goldstein et al., 2002). 

Presynaptic changes are less well characterised. Expression levels of the vesicular GABA 

transporter (VGAT) increase between P0 and P15, by which point immunoreactivity for VGAT is 

comparable to adult levels (Minelli et al., 2003). Although various form of pre-synaptic and post-

synaptic LTP and LTD can occur at both glutamatergic synapses onto GABAergic interneurons 
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and in GABAergic synapses themselves (Castillo, 2012; Castillo et al., 2011; Kullmann et al., 

2012), the age of onset for functional GABAergic LTP or LTD has not been addressed in the way 

it has for glutamatergic transmission. Some of the changes seen during postnatal GABAergic 

development are highlighted in Figure 2.2.2. 

 

 

 

Figure 2.2.2 Summary of changes 
to pre- and post-synaptic 
GABAergic function that occur 
during early postnatal life 
Changes represented in the top 
panel are indicative of general 
direction of change to each 
property over time and are not 
representative of magnitude of 
change. In the lower panel, a 
pyramidal cell soma is shown in 
orange. A fully formed 
presynaptic terminal is shown in 
green, whilst a nascent GABAergic 
synapse is shown in blue. Changes 
indicated are representative 
examples of changes seen 
between birth and the first month 
of life.  

 

 

 

 

 

2.2.4 Inhibitory motifs in hippocampal circuits 

Although there is an increasing recognition of the diversity of pyramidal cells within CA1, these 

differences primarily manifest along the dorsal-ventral axis rather than between proximal cells 

(Dougherty, 2020; Dougherty et al., 2012, 2013; Fanselow and Dong, 2010). In comparison, 

interneurons within a small volume of the hippocampus will display a high degree of functional 
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and morphological heterogeneity. Interneurons are often divided on the basis of differential 

expression of various proteins e.g. parvalbumin (PV), somatostatin (SST), vasoactive intestinal 

peptide (VIP) etc. (Harris et al., 2018; Pelkey et al., 2017), which broadly correlate with the 

functional properties of those cells.  

2.2.4.1 Feedforward and feedback inhibition 

Feedforward inhibition (FFI) is evoked by inputs onto the local interneurons of a given region 

and results in inhibitory transmission onto neurons other than those that initially fired to 

activate those interneurons. For example, CA3 Schaffer collaterals activate interneurons in CA1 

and evoke disynaptic inhibitory currents onto CA1 pyramidal cells. Feedback inhibition (FBI) is 

inhibition that is evoked by pyramidal cell input to local interneurons that results in inhibitory 

input back onto the pyramidal cell that initially stimulated those interneurons (Kullmann, 2011).  

In terms of interneuron subtypes that mediate FFI and FBI, most of the more common subtypes 

are capable of mediating both. For example, the fast-spiking PV-positive and CCK-positive basket 

cells, that mediate somatic and perisomatic inhibition, receive input from local CA1 pyramidal 

cells and from the Schaffer collaterals (Bezaire and Soltesz, 2013; Hu et al., 2014). Other cells 

are thought to be primarily specialised to mediating either FFI or FBI. The Schaffer collateral-

associated interneurons, that reside in stratum radiatum and contact the basal dendrites of CA1 

pyramidal cells, are often suggested to be specialized in mediating FFI from CA3 to CA1, although 

this appears to be primarily based on the location of their soma and dendrites, which overlap 

with the spatial distribution of Schaffer collateral axons, rather than any conclusive 

electrophysiological demonstration of this role (Cope et al., 2002; Klausberger, 2009). Ivy cells 

and bistratified interneurons, both of which provide dendritic input to CA1 pyramidal cells 

(Pelkey et al., 2017), are also thought to provide feedforward inhibition due to the inputs they 

receive from CA3 (Armstrong et al., 2012; Kullmann, 2011). Similarly, neurogliaform (NGF) 

interneurons are thought to primarily mediate feedforward inhibition from the entorhinal 

cortex via the temperoammonic path. These cells are located in the S-LM, have profusely 
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branching axons, and are thought to primarily mediate inhibition via volume transmission rather 

than release of GABA directly onto postsynaptic sites (Armstrong et al., 2012). In contrast, O-LM 

interneurons are believed to be specialized providers of feedback inhibition in CA1. These cells, 

positioned in stratum oriens, project to the distal dendrites of CA1 pyramidal cells in stratum 

lacunosum-moleculare (Blasco-LōłƷŜȊ ŀƴŘ CǊŜǳƴŘΣ мффрΤ {Ŝƪǳƭƛŏ ŀƴŘ {ƪƛƴƴŜǊΣ нлмтύ. 

In addition to the pattern of inputs that they receive, other properties that functionally define 

interneurons include their electrophysiological properties e.g. fast-spiking versus regular 

spiking, adapting versus non-adapting, the pyramidal cell compartment that they innervate e.g. 

dendritic, somatic, axonic, and the presence of co-transmitters e.g. cholecystokinin (Pelkey et 

al., 2017). All of these properties come together to determine the patterns of activity that 

interneurons control and participate in (Antonoudiou et al., 2020; Stark et al., 2014). 

2.2.4.2 Compartmental targeting of inhibitory synapses 

One of the defining features of different interneuron subtypes is the pyramidal cell 

compartment that they innervate, with PV-positive cells and SST-positive cells displaying 

relatively selective somatic/perisomatic and dendritic targeting respectively. Due to the distinct 

roles these compartments play in pyramidal cell physiology, this targeting results in PV-mediated 

and SST-mediated inhibition playing different roles in the local microcircuits that they participate 

in. Perisomatic targeting is a characteristic of both PV-positive and CCK-positive basket cells 

(Bartos and Elgueta, 2012). Given the crucial role of the soma and perisomatic regions in input 

integration and action potential generation, this targeting pre-disposes the powerful inhibitory 

synapses provided by basket cells to playing a crucial role in regulating pyramidal cell firing and 

intra-pyramidal cell synchronicity (Buhl et al., 1994; Cobb et al., 1995; Miles et al., 1996; Pouille 

and Scanziani, 2001). Their ability to synchronize populations of pyramidal cells means that 

basket cells play a key role in the generation and/or propagation of various patterns of 

hippocampal oscillatory field potentials (Carlén et al., 2012; Klausberger et al., 2005; Wulff et 

al., 2009). This role is aided by the gap junction coupling commonly seen between PV-positive 
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interneurons that helps synchronize local inhibitory inputs (Bartos et al., 2007; LeBeau et al., 

2003). 

Somatostatin (SST)-positive interneurons are the most prevalent class of predominantly 

dendrite-targeting interneurons in the hippocampus (Pelkey et al., 2017). The dendritic tree of 

pyramidal cells is the major site of glutamatergic, and indeed GABAergic, input (Klausberger, 

2009). The interaction between incoming glutamatergic transmission and GABAergic 

transmission allows dendrite-targeting interneurons to play a role of modulating input 

integration (Klausberger, 2009; Lovett-Barron et al., 2012). In the hippocampus, silencing SST-

positive interneurons generates a dramatic increase in spontaneous firing rate, in part via an 

increase in NMDAR-dependent dendritic bursting (Lovett-Barron et al., 2012). SST-positive 

interneuron mediated inhibition also regulates the initiation of long-term plasticity at 

glutamatergic synapses as they can inhibit dendritic calcium influx (Bar-Ilan et al., 2013; 

Scheyltjens and Arckens, 2016).  

Whilst undoubtedly an over-simplification, the dichotomy often drawn between perisomatic 

versus dendritic inhibition is between powerful, sudden inhibition to silence cells versus more 

subtle inhibitory modulation of incoming excitatory input to finetune both excitatory 

transmission and plasticity.  

2.2.4.3 Disinhibitory interneurons 

Disinhibitory interneurons, also termed interneuron-specific interneurons, specialize in 

providing inhibitory input to other interneurons, the most common of which are VIP-positive 

and calretinin-positive (CR) interneurons in both the hippocampus and neocortex (Pi et al., 

2013). CR-positive interneurons are found in stratum radiatum, pyramidale, and oriens and 

innervate the somatodendritic compartment of other interneurons. They are innervated by both 

CA3 and CA1 pyramidal cell axons. VIP-positive interneurons are found in stratum radiatum and 

lacunosum-moleculare and innervate CCK-positive basket cells and other disinhibitory 

interneurons. A third class of disinhibitory interneuron express both VIP and CR and innervate 
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SST-positive and O-LM interneurons (Pelkey et al., 2017). By inhibiting other interneurons, these 

cells function to increase overall firing activity. Types of interneurons not specialized in 

mediating disinhibition, such as PV-positive basket cells, can also innervate other interneurons, 

but such synapses are only a small fraction of their total synaptic output (Freund and Gulyás, 

1997). 

2.3 Excitation/inhibition balance  

So far, the postnatal development of excitation and inhibition have been discussed separately. 

However, during physiological activity they are innately intertwined and considering them in 

isolation can only bring you so far in understanding how synapses mature to form functional 

circuits that are neither too excitable nor too inhibited. This concept is usually termed 

excitation/inhibition balance (E/I balance). 

2.3.1 How to define E/I balance 

When someone refers to excitatory and inhibitory transmission existing in balance, it does not 

mean that for each excitatory current there is an equal and opposite inhibitory current that 

occurs simultaneously. It also does not mean that the number of excitatory and inhibitory cells 

in a given network is equal, nor the number of excitatory and inhibitory synapses. It seems fair 

to say that E/I balance means different things in different studies, largely dependent upon the 

methodology that is being used to assess it and the question that methodology is being used to 

answer. Even if we consider E/I balance only in the context of single-cell electrophysiology 

recordings, E/I balance could be taken to mean the ratio between excitatory and inhibitory 

current amplitude evoked by a single, defined event e.g. following electrical/optogenetic 

stimulation or during a defined moment in a behavioural task or could mean the number and 

amplitude of spontaneous excitatory and inhibitory events recorded in a given time frame. 
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2.3.1.1 Experimental definitions of E/I balance 

Whilst the general definition above can be used to understand the scope of this section, more 

specific definitions of E/I balance can be used for different phenomena. Some authors 

distinguish between global and temporal E/I balance in order to refine discussion of E/I balance 

and the roles it plays in circuit functionΦ Dƭƻōŀƭ 9κL ōŀƭŀƴŎŜ Ŏŀƴ ǊŜŦŜǊ ǘƻ άthe bulk measurement 

of relative contributions of excitatory and inhibitory synaptic currents received by a specific 

neuronέΣ ǿƘŜǊŜŀǎ ǘŜƳǇƻǊŀƭ ōŀƭŀƴŎŜ ǊŜŦŜǊǎ ǘƻ άthe relative magnitudes of excitatory and 

inhibitory synaptic currents are matched in a point-to-point manner on a fast time scaleέ (Zhou 

and Yu, 2018). 

Global E/I balance has been investigated in multiple cortical regions. For example, a 2003 study 

into the generation of prefrontal cortex ά¦tέ states, spontaneous periodic bursts of synaptic 

activity and action potential discharge, recorded both excitatory and inhibitory activity received 

by layer 5 pyramidal cells during those up states. When the net conductance for both excitatory 

and inhibitory transmission during each up state were plotted, a clear linear relationship 

between the two can be seen across multiple cells with an average slope of 0.68. These UP states 

represent periods of recurrent transmission between both pyramidal cells and interneurons. The 

authors argue that this indicates that even during periods in which activity levels abruptly 

increase, the recurrent excitatory and inhibitory transmission recruited by that increase is 

proportionate. However, when external stimulation is delivered i.e. input from a region outside 

of the recurrent cortical network in the UP state, it recruits inhibitory cells with more efficacy 

than excitatory cells, providing a mechanism by which recurrent activity can be terminated (Shu 

et al., 2003), shown below Figure 2.3.1. Exploration of E/I balance in the visual cortex, assessed 

by recording EPSCs and IPSCs in the same cell and evoked by either visual or optogenetic 

stimulation, demonstrate that the average ratio between excitation and inhibition differs 

between cortical layers and that the probability of optogenetic stimulation-evoked firing is 

proportionate to the E/I balance for each layer, with higher ratios resulting in higher firing rates. 
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Layers 2/3, 4, and 5 were recorded in response to optogenetic activation of either layer 4 or 5, 

with E/I ratio also influenced on the layer from which incoming input arose (Adesnik, 2018). 

Cellular E/I balance is often probed in this manner, by recording both excitatory and inhibitory 

currents evoked by stimulation of the same population of inputs. When layer 2/3 pyramidal cells 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3.1 Cortical UP states generate rapid increases in activity but maintain E/I balance 
Cortical UP states were recorded in acute slices, occurring both spontaneously and in response 
to electrical stimulation. a. A representative trace of both extracellular (top) and intracellular 
(bottom) recordings during both UP and DOWN states. b. Averaged waveform of both inhibitory 
(blue) and excitatory (red) currents recorded during UP states, along with several raw traces 
recorded at +30mV (green). c. A plot of UP state inhibitory conductance (Gi) versus excitatory 
conductance (Ge) for recorded neurons. Note the linear relationship between Ge and Gi in all cells, 
regardless of the slope of that relationship. Adapted from Shu et al., 2003. 

 

were recorded simultaneously and layer 4 was stimulated via channelrhodopsin, the absolute 

amplitude of both EPSCs and IPSCs exhibited a high degree of variance between neurons whilst 

the ratio between those amplitudes was considerably more stable (Adesnik, 2018). This is an 

important consideration ς E/I balance does not necessarily mean that the strength of excitation 

and inhibition received by different cells is similar in absolute amplitude, but that the ratio 

between E and I amplitudes is conserved between cells. Similar results have been demonstrated 

via optogenetic stimulation of CA3 neurons whilst recording from pyramidal cells in CA1, thus 

quantifying E/I balance at the Schaffer collateral synapse in adult mice. This study expanded 

upon the basic paradigm of single stimulation coupled with single recordings of EPSCs and IPSCs 
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by using laser activation of channelrhodopsin-2 in a random combination of cells in a grid 

centred on the CA3 pyramidal cell body layer. Despite the random generation of different 

combinations of inputs, E/I balance was maintained in response to all inputs (Bhatia et al., 2019). 

Both V1 and CA1 E/I balance experiments are shown below (see Figure 2.3.2). 

Figure 2.3.2 E/I balance can be observed in different brain regions and when assessed via 
different experimental paradigms a. E/I balance is quantified via total excitatory and inhibitory 
charge transfer recorded in layer 2/3 pyramidal cells in vivo. E/I balance is maintained during 
visual stimulation across a variety of increasingly strong contrast gratings. b. Layer 4 optogenetic 
stimulation results in a very similar distribution of charge transfer in layer 2/3 cells recorded in 
acute slices, with excitatory and inhibitory charge ratio maintained again when incrementally 
stronger optical stimulation is delivered. Adapted from Adesnik, 2018. c. Experimental paradigm 
used to record Schaffer collateral-evoked monosynaptic excitation and monosynaptic inhibition 
in CA1 pyramidal cells. CA3 neurons are transfected with channelrhodopsin, with a grid pattern 
centred around CA3 stratum pyramidale used to define stimulation patterns. di. Five random 
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squares on the stimulation grid are targeted for each recording, with each combination eliciting 
excitatory and inhibitory currents at a consistent ratio. dii. E/I ratio is maintained when the 
number of squares being stimulated is incrementally increased from 1 to 9. diii. E/I amplitude 
ratio during incrementally increasing stimulation intensity shows supralinear gain. Adapted from 
Bhatia et al., 2019. 

2.3.1.2 Activity-independent emergence of E/I balance 

The general trend for both glutamatergic and GABAergic transmission during the first month of 

postnatal development is more synapses, greater intrinsic excitability, more temporally precise 

transmission, and more plastic synapses. As a result, both excitation and inhibition undergo 

extensive changes over a relatively short space of time during which external sources of input 

to the brain greatly increase as sensory systems develop and the young animal must learn and 

adapt to its surroundings. All of this must happen whilst generating the E/I balance that is seen 

by adulthood. 

The emergence of E/I balance begins early, with initial patterns of neurogenesis able to influence 

future network connectivity. Demonstrations of this principle have been made in cultured cells 

in which network emergence has been tracked over time in a mixed cell population of excitatory 

and inhibitory neurons, with manipulation of the proportion of inhibitory cells present in the 

culture used to assess how early neurogenesis could alter long term network properties. 

Increased proportions of interneurons generated networks that generated bursts of activity at 

an increased frequency, with interneuron depleted cultures generating burst events less often 

and failing to undergo the maturation of burst properties noted in non-depleted cultures. When 

synaptic E/I balance was quantified, the presence of more interneurons was not found to have 

altered the properties of isolated spontaneous EPSCs and IPSCs and the balance between them 

when contrasted with cultures with decreased interneuron density. However, E/I balance during 

multisynaptic bursts was significantly altered, with E/I balance shifted upwards reflecting a 

potentiation of EPSC charge transfer. This suggests intrinsic mechanisms that can adjust simple 

synaptic properties, such as altered intrinsic properties or synaptic strength, can act to maintain 

E/I balance during relatively quiescent periods but when many cells are recruited in synchrony, 
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early patterns of neurogenesis are reflected in that activity as altered E/I balance (Xing et al., 

2021).  

Some of the basic mechanisms that underlie formation of excitatory and inhibitory synapses 

have been found to act in concert, with key signalling molecules that underlie the two processes 

interacting and influencing synaptic balance. A much studied example is the effect of modulation 

of the excitatory synapse-associated proteins PSD-95 and Neuroligin-1, which are not found at 

inhibitory synapses (El-Husseini et al., 2000; Song et al., 1999). Despite their selective positioning 

at excitatory synapses, altering expression levels also modulates the formation of inhibitory 

synapses. Upregulation of PSD-95 generates an increase in excitatory synapses, yet also 

generates a strong decrease in inhibitory synapses whilst upregulation of Neuroligin-1 

upregulates the formation of both. Knockdown of PSD-95 generates the opposite effect, 

generating an upregulation of inhibitory synapses formation and downregulation of excitatory 

synapse formation (see Figure 2.3.3)(Prange et al., 2004).  

 

Figure 2.3.3 Manipulation of neuroligin-1 and PSD95 alters the ratio between excitatory and 
inhibitory contacts All experiments were conducted in neuron cultures prepared from 
hippocampi, transfected with neuroligin-1, PSD95, or both simultaneously. a. The size and 
number of VGAT clusters is greatly enhanced by transfection with neuroligin and PSD95 and 
enhanced even further by neuroligin transfection alone. The number of VGAT positive clusters 
was greatly enhanced by neuroligin alone but not be dual transfection. Both size and number of 
VGLUT positive clusters are enhanced by neuroligin, with dual transfection not producing a 
greater degree of change than neuroligin alone. This means that dual transfection results in a 
relative imbalance of GABAergic synapse formation. b. These changes are reflected in 
electrophysiological changes. Transfection with neuroligin-1, PSD95, or both simultaneously 
increases mEPSC frequency, but neuroligin alone increases IPSC frequency. Indeed, transfection 
with PSD95 supresses mIPSC frequency. No transfections altered IPSC amplitude, whilst PSD95 
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appears capable of inducing upregulation of EPSC amplitude. This indicates that glutamatergic 
synaptic components can influence GABAergic synapse formation and activity and generate 
potential E/I imbalance if upregulated. Adapted from Prange et al., 2004.  

 

The manipulation of GABAergic synapse-specific components also impacts upon both types of 

synapse, with overexpression of the cytoskeletal protein gephyrin, known to influence clustering 

of postsynaptic GABA receptors, generating not only the anticipated increase in GABA receptor 

clustering but also downregulating PSD-95-positive clusters (Lardi-Studler et al., 2007). It seems 

possible that the common metabolic processes and structural elements that are needed for 

synapse formation mean that upregulating formation of one synapse type downregulates the 

other type simply by limiting the availability of those key resources. The fact that upregulation 

of some excitatory synapse elements generates balanced changes to inhibitory synapse 

formation whilst other elements generate only imbalance suggests that this may not be the case 

(Prange et al., 2004). Regardless, it is still relevant to postnatal development as it would suggest 

that cells must be able to distribute those resources in a way that does not jeopardize formation 

of one synapse type at the expense of the other. Whilst these studies do not explain how 

synapse formation is balanced, whether by active homeostatic interaction between synaptic 

proteins or by metabolic regulation to prevent over formation of either type, they do make it 

clear that the two processes do not occur in isolation of one another.  

2.3.1.3 Activity-dependent emergence of E/I balance 

Neuronal activity, at both a single cell and network level, is vital to sculpting the postnatal 

emergence of E/I balance and indeed many other aspects of postnatal development. The role of 

activity in shaping postnatal circuitry is of particular relevance to Dravet syndrome, as this period 

of activity-dependent development overlaps with the upregulation of Scn1a and thus with the 

emergence of interneuron dysfunction and hyperactivity. It is important to consider that even 

activity independent plasticity/development would likely be altered in the absence of any 

neuronal firing whatsoever, so the extent to which any such plasticity is truly activity-

independent is questionable. However, for a form of developmental regulation to be considered 
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activity-dependent, I will consider phenomena that are either instigated by neuronal firing or 

modulated by changes in the level of  firing in the developing network. 

Synaptic transmission, both action potential driven and spontaneous vesicle release, has long 

been thought to impact upon early synapse formation and development (Andreae and Burrone, 

2014, 2018), with transmission contributing to dendritic branching and spine formation in a 

NMDA-receptor dependent manner (Lee et al., 2005; Sepulveda et al., 2010; Sin et al., 2002) 

and both glutamatergic and GABAergic release contributing to the growth of nascent axons and 

thus speculated to contribute to the formation of synaptic terminals (Demarque et al., 2002; 

Obrietan and Van Den Pol, 1996; Sernagor et al., 2010). How neuronal activity contributes to 

early aspects of E/I balance remains unclear, with some findings seemingly suggesting that early 

synapse formation may not follow homeostatic rules to balance excitability. A 2002 study in 

which cultured cells were sparsely transfected with Kir2.1 to selectively reduce activity in a 

subset of neurons prior to synapse formation demonstrated that Kir2.1 transfected cells received 

reduced synaptic input, quantified by both miniature and evoked EPSCs, rather than the increase 

that may be expected from a system under homeostatic regulation (Burrone et al., 2002).  

2.3.1.4 Homeostatic refinement of postnatal circuit development 

Activity-dependent development is more often associated with later stage circuit refinement 

rather than early initial development. This refinement is thought to be key to understanding 

how immature circuits emerge as mature circuits with E/I balance and represents a common 

άǎǘǊŀǘŜƎȅέ ƛƴ ƴŜǳǊƻƴŀƭ ŘŜǾŜƭƻǇƳŜƴǘ. Many processes, such as synapse formation, do not 

immediately result in adult circuitry forming, but instead seem to work by proceeding in a 

somewhat imprecise manner before activity-driven refinement generates mature circuits. Much 

of the work relating neuronal activity to synaptic refinement has been performed in areas of 

sensory cortex due to the relative ease with which activity levels can be manipulated by altering 

sensory experience. One of the earliest demonstrations of homeostatic circuit refinement in vivo 

was performed in 2002 and related directly to postnatal refinement of circuitry. In primary visual 
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cortex (V1), mEPSCs increase in frequency but decrease in amplitude between P12 and P23, 

suggesting that as synapse number increases, average synaptic strength decreases. In of itself 

this is suggestive of E/I balance as that reduction in strength would act to prevent the potential 

hyperexcitation generated by the doubling of excitatory synapses formed during that 11 day 

window. When animals were reared in the dark from P12 onwards, the increase in mEPSC 

frequency persisted but the decrease in amplitude was largely blocked, resulting in significantly 

greater amplitudes from P18 onwards (Desai et al., 2002). This work constituted the first 

demonstration of synaptic scaling in ex vivo tissue. This suggests that the compensatory decline 

in synaptic strength is not an innate result of increasing synapse density but is instead a product 

of the change in neuronal activity that that process generates, as can be seen from Figure 2.3.4. 

The locus of this plasticity was also developmentally regulated, with homeostatic effects of dark 

rearing initially manifesting in layer 4 but not 2/3 at P14-18 but subsequently reversing, with 

effects only noted in layer 2/3 but not 4 by P21-23 (Desai et al., 2002). Follow-up work has 

recently expanded upon these developmental differences in homeostatic profile. 24 hours of 

chemogenetic silencing in layer 2/3 during either development or adulthood induces differential 

responses. Developmental silencing resulted in homeostatic plasticity of both excitatory 

synaptic strength and intrinsic excitability, whilst adult silencing generated only changes in 

synaptic strength, with inhibitory synaptic strength also undergoing homeostatic changes that 

were absent during development (Wen and Turrigiano, 2021).  

Figure 2.3.4. Activity dependent development of excitatory transmission can be demonstrated 
via sensory deprivation a. When mice are kept in a completely dark environment, the normal 
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developmental decrease in mEPSC amplitude, noted by this ǎǘǳŘȅΩǎ authors and others, is blocked 
until considerably later in postnatal development. Monocular deprivation via intraocular TTX 
injection generates an even stronger effect, with an increase seen in mEPSC amplitude in layer 
2/3 cells of the visual cortex, as shown in bi and quantified in bii. Adapted from Desai et al., 2002. 

 

Other work has produced comparable results in other areas of sensory cortex, with sensory 

manipulations generating changes to the properties of excitation and/or inhibition (Barnes et 

al., 2015; Keck et al., 2013; Knott et al., 2002; Teichert et al., 2017). The role of the axon initial 

segment, critical to action potential initiation, in driving homeostatic changes in somatosensory 

cortex has recently been demonstrated. An age-dependent increase then decrease in AIS length 

could once again be manipulated by sensory deprivation, with whisker trimming decreasing the 

rate of decrease in AIS length. Once again, this speaks to the interaction between ongoing 

developmental changes and the actual changes in neuronal activity levels that those changes 

reduce (Jamann et al., 2021).  

Age-related changes in plasticity of GABAergic development have also been shown in vivo, with 

intraocular TTX injection resulting in reduced perisomatic inhibition  of layer 5 pyramidal cells in 

V1 when administered during postnatal week 3 but failing to produce any changes when 

administered during postnatal week 5 (Chattopadhyaya, 2004). Previous studies suggested that 

GABAergic synapse formation reaches adult levels by between P18 and P21 in hippocampal 

tissue (Cohen et al., 2000), whilst this study suggests that perisomatic synapse  count peaks at 

P28 and subsequently undergoes a slight decline by P40 (Chattopadhyaya, 2004). How the time 

course of synapse formation relates to windows of synaptic homeostasis is unclear. Comparable 

developmental changes have also been demonstrated during development in neuronal cultures, 

with activity suppression via TTX application at early stages reducing the formation  and strength 

of inhibitory synapses, with later stage TTX application modifying inhibitory synaptic strength 

but not number (Hartman et al., 2006).  

Importantly to E/I balance, development of excitatory and inhibitory transmission is 

bidirectionally related to one another with perturbation of one generating changes in the other. 
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Experimental impairment of AMPA receptor trafficking unsurprisingly generates diminished 

excitatory transmission, but also generates decreases in the frequency and amplitude of 

inhibitory currents that serve to limit the perturbation of neuronal activity levels. This occurs in 

part by modifying pre-existing inhibitory synapses and in part by enhancing the generation of 

new inhibitory synapses, in addition to changes to the intrinsic properties of interneurons with 

increased interneuron dendritic complexity also seen (He et al., 2018). Bidirectional homeostatic 

plasticity of excitatory transmission can also be induced by directly modifying interneuron 

numbers in vivo. Dlx(-/ -) mice display reductions in certain interneuron populations and a 

consequence of this interneuron hypofunction is corresponding homeostatic reductions in 

mEPSC frequency, decreased AMPA:NMDA receptor ratio during evoked glutamatergic 

transmission, and a decrease in CA1 pyramidal cell intrinsic excitability. These changes to 

glutamatergic transmission could be reversed back to control levels by replacing lost 

interneurons via directly transplanting interneuron progenitor cells into Dlx(-/ -) hippocampi 

(Howard et al., 2014), shown below in Figure 2.3.5. Whilst neither of these studies were 

performed in developing mice, indeed impairment of AMPA trafficking was performed in 

Xenopus Laevis tadpole retinotectal neurons, they demonstrate that changes to one 

neurotransmitter system can induce compensatory changes to the other. Whilst this has been 

demonstrated in cultured cells via pharmacological manipulation many years ago (Swanwick et 

al., 2006; Turrigiano et al., 1998), subsequent in vivo demonstration via more naturalistic 

modulation provides a strong demonstration that homeostatic regulation of both 

neurotransmitter systems are linked.  



64 
 

 

Figure 2.3.5 Excitatory cells undergo homeostatic changes in response to altered levels of 
inhibitory transmission This study utilised a Dlx(-/-) mouse line to reduce the number of 
interneurons in the hippocampi. This reduced inhibitory transmission, but also induces 
homeostatic alterations to both the synaptic and intrinsic properties of pyramidal cells. a. When 
assessed at P21-23, excitatory transmission was unaltered with both mEPSC frequency and 
amplitude unaltered (ai.). b. When re-assessed at P35-38, a decreased frequency of mEPSCs was 
seen which could be reversed by transplant of interneurons into the hippocampus (bi.). mEPSC 
amplitude was unchanged. ci. Loss of interneurons produced a decrease in input resistance in 
pyramidal cells and an increase in rheobase (cii), indicating a compensatory reduction in 
pyramidal cell excitability. Adapted from Howard et al., 2014. 

 

2.3.2 E/I imbalance in epilepsy 

E/I imbalance in epilepsy has long been considered key to its pathophysiology, with shifts in 

favour of excitation over inhibition often demonstrated and already discussed above. Genetic 

epilepsies in which interneurons or GABAergic synapses are thought to be selectively impaired, 

such as Dravet syndrome or epilepsies arising from GABAA receptor loss-of-function mutations, 

provide a strong demonstration of the epileptogenic effects of inhibitory hypofunction. 

Given that most epilepsies do not arise from mutations that have such a clear cut impact on E/I 

balance, what other factors have led researchers to consider E/I balance as key to epilepsy? The 

pharmacology of epilepsy provides strong indication that E/I imbalance is epileptogenic, with 

most pharmacological models of acute seizures relying on either inhibiting inhibitory 

transmission or increasing neuronal excitability (Dhir, 2012; Heuzeroth et al., 2019; Löscher, 

2011), and many anti-epileptic drugs acting via enhancement of GABAergic transmission e.g. 
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benzodiazepines (Riss et al., 2008) or GABA reuptake inhibitors (Bauer and Cooper-Mahkorn, 

2008). This pharmacological evidence has been expanded on by research using both animal 

models of epilepsy, ex vivo human tissue, and in vivo EEG recordings from epileptic patients. 

Commonly used models of temporal lobe epilepsy, such as the intrahippocampal kainate model, 

often cause high levels of cell death within the hippocampal formation. This death, driven in part 

by excitotoxicity (Vincent and Mulle, 2009), affects both pyramidal cells and interneurons but it 

appears that interneurons are more vulnerable to excitotoxic damage than pyramidal cells and 

given the relative sparseness of interneurons compared to pyramidal cells, loss of interneurons 

is thought to be key to the emergence of seizures in this and other models of epilepsy, as well 

as in acquired epilepsies in humans (Cossart et al., 2001; Knopp et al., 2008; de Lanerolle et al., 

1989; Marx et al., 2013; Shetty et al., 2009; Tóth and Maglóczky, 2014). Other evidence for a 

crucial role of E/I imbalance comes from other genetic models of epilepsy in which the 

underlying genetic cause is not directly related to either excitatory or inhibitory transmission, 

but still results in E/I imbalance e.g. models of Tuberous Sclerosis (Bateup et al., 2013), Rett 

syndrome (Banerjee et al., 2016), and Focal Cortical Dysplasia (Calcagnotto, 2005). This indicates 

that E/I imbalance is a common endpoint in models of genetic epilepsy, regardless of the primary 

causality. 

Despite the strong evidence that interneuron number and activity level are often decreased in 

epileptic tissue, there has been much discussion recently over the contradictory roles of 

interneurons in seizure initiation. Recent data has indicated that the onset of seizures may not 

be characterized by a reduction in interneuron activity but may instead be characterized by 

increased interneuron firing (Rich et al., 2020). However, this does not necessarily mean that E/I 

balance is shifted in favour of inhibition, with both post-inhibitory rebound phenomena and 

inhibition-mediated chloride overload resulting in the seizure itself being characterized by an 

overall loss of inhibition after an initial burst of interneuron firing (Chang et al., 2018; Elahian et 

al., 2018; Librizzi et al., 2017; Lillis et al., 2012). This is another example of how the definition of 

E/I balance can dramatically change the answer you receive, with momentary E/I balance shifted 
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in favour of inhibition potentially generating longer lasting shifts in E/I balance that favour 

excitation. The role of interneurons in epilepsy is undoubtedly more complex than simple failure 

to provide sufficient levels of inhibition, but there is sufficient evidence to say that interneuron 

function is altered in epilepsies, including Dravet syndrome as discussed in detail above.  

The homeostatic regulation of E/I balance may provide a route to understanding how decreased 

basal inhibitory activity and/or interneuron count could generate novel interneuron networks 

that have undergone homeostatic changes to compensate for those changes, resulting in 

networks capable of driving the abrupt transition to seizure states. Whilst highly speculative, 

compensatory changes to attempt to restore interneuron activity may have been noted in 

Dravet syndrome (De Stasi et al., 2016). Whether these changes are beneficial or not is unclear 

given that they fail to prevent seizure emergence. 

3. Homeostatic Plasticity 

Homeostatic plasticity (HSP) has been discussed above in the context of postnatal emergence of 

E/I balance. In this section it will be discussed more broadly, with mechanisms, methods of 

induction, and purpose all taken into consideration.  

3.1 What is homeostatic plasticity? 

Homeostatic plasticity relies on detecting prolonged perturbations to activity levels and inducing 

changes to cellular physiology to restore activity towards baseline levels. Homeostatic plasticity 

is therefore a negative feedback system by which deviations from baseline activity levels can be 

opposed to maintain the stable levels of activity that can be seen over long periods of time in 

the CNS (Desai, 2003; Turrigiano, 2011). Homeostatic mechanisms to control neuronal 

excitability have often been postulated as a necessary counterbalance to the potentially 

deleterious positive feedback loop that Hebbian plasticity could generate, with LTP or LTD 

increasing the probability of further LTP or LTD occurring (Keck et al., 2017; Turrigiano and 

Nelson, 2000). The necessity of homeostatic mechanisms to constrain spike-timing dependent 
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plasticity (STDP) to maintain a stable baseline activity level has been supported by modelling of 

neural networks, with networks capable of undergoing STDP without suitable mechanisms of 

homeostatic plasticity rapidly destabilizing and undergoing dramatic increases in overall activity 

(Tetzlaff et al., 2011; Zenke and Gerstner, 2017). One of the earliest mechanisms of homeostatic 

regulation of neuronal activity came in 1996, with the demonstration that preceding activity 

levels of the postsynaptic partner modulates the threshold for experimental induction of LTP 

and LTD. Prolonged light deprivation enhanced the degree of LTP induced, assessed via fEPSP 

recordings, in layer III visual cortex pyramidal cells, whilst the reverse was true for the degree of 

LTD induction (Kirkwood et al., 1996)Φ ¢Ƙƛǎ ǿƻǊƪ ǇǊƻǾƛŘŜŘ ƛƴƛǘƛŀƭ ŜȄǇŜǊƛƳŜƴǘŀƭ ǎǳǇǇƻǊǘ ŦƻǊ ά./a 

ǘƘŜƻǊȅέΣ ŀƴ ƛƴŦƭǳŜƴǘƛŀƭ ƛŘŜŀ ǘƘŀǘ suggested that a key aspect of learning and memory acquisition 

is the shifting of plasticity threshold in an experience dependent manner in order to stabilize 

time-averaged postsynaptic firing (Bienenstock et al., 1982; Cooper and Bear, 2012). 

3.2 Mechanisms of homeostatic plasticity  

The majority of studies into mechanisms of HSP have focused on plasticity of glutamatergic 

transmission and have focused on homeostatic responses to decreased activity i.e. plasticity 

designed to increase activity levels, both ex vivo and in vivo (Moulin et al., 2020). The 

mechanisms of homeostatic plasticity are believed to be bidirectional so there is no reason to 

assume that the mechanisms employed in response to decreased activity would not also be 

induced by increased activity, albeit in the opposite direction. 

3.2.1 Synaptic scaling ς divide and constrain 

Turrigiano has long been a leading figure in the study of homeostatic plasticity, starting with her 

discovery of synaptic scaling in 1998, which was amongst the first mechanisms of HSP to have 

been conclusively demonstrated. This study was performed in cultured neocortical neurons and 

utilised pharmacological manipulation of activity levels, with TTX (a voltage-gated sodium 

channel blocker) or CNQX (an AMPA receptor antagonist) applied to reduce activity level and 
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prevent glutamatergic transmission respectively and bicuculline (a GABAA receptor antagonist) 

applied to increase it. Following 48 hours of exposure, mESPCs were recorded and contrasted 

to control cultures. Each drug-exposed culture was found to have undergone a shift in AMPAR-

mediated current amplitude in a direction that would oppose the effect of the applied drug, with 

TTX exposed cultures exhibiting a 92% increase and bicuculline exposed cultures exhibiting a 

30% decrease in mEPSC amplitude. These changes acted to restore average spontaneous firing 

rate to pre-perturbation levels, were NMDAR-independent, and appeared to manifest via a 

global multiplicative or divisive shift in synaptic weighting. Each synapse present on a given cell 

appeared to be adjusted by the same scaling factor, thus preserving the relative weightings of 

inputs onto each neuron (see Figure 3.2.1)(Turrigiano et al., 1998).  

 

Figure 3.2.1 The original demonstration of synaptic scaling All recordings are derived from 
cultured neocortical pyramidal neurons. a. Following prolonged TTX application, the distribution 
of mEPSCs is shifted leftwards indicating that they have increased average amplitude. The reverse 
effect is seen following prolonged bicuculline application. b. Application of bicuculline to 
untreated neurons renders them hyperexcitable, tripling the rate of spontaneous spike discharge. 
Cells that have been exposed to prolonged bicuculline application are resistant to this increase, 
demonstrating that synaptic scaling can act to prevent hyperexcitability when E/I imbalance 
occurs. Adapted from Turrigiano et al., 1998. 

 

Whilst the idea of synaptic scaling  remains influential, and greatly appealing as it helps reconcile 

Hebbian and homeostatic plasticity, this idea has been called into question for a number of 

years. The original statistical methodology to identify uniformity of scaling, via rank-order 

histograms of cumulative mEPSC amplitude, has since been criticized as it required a correction 

factor to account for limitations of detection threshold.  
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Thus instead of synapse weight being adjusted via a single multiplicative transformation, an 

additive scaling term was included such that: 

ώ ὥὼ ὦ 

where a is the scaling factor, x is baseline synaptic strength, y  is post-HSP synaptic strength, 

and b is an additional additive scaling factor. The scaling factor a is thus defined as: 

ὥ  
ώ

ὼ ὦ
 

For pure multiplicative scaling, scaling would be defined simple as: 

ώ ὥὼ 

Ḉ ὥ  
ώ

ὼ
 

The inclusion of an additive factor means that stronger synapses are actually scaled up by a 

lesser factor than weaker synapses and is therefore not universal, with the authors of a 2012 

study suggesting better methodology to identify actual multiplicative scaling (Kim et al., 2012). 

These concerns are supported by data from neuronal cultures that also suggest a non-universal 

weighting to synaptic scaling (Hanes et al., 2020) and by in vivo observations that even uniform 

synaptic scaling defined using the original methodology does not persist beyond ~P35 (Goel and 

Lee, 2007) and only occurs at certain synapses, with lateral intracortical synapses between visual 

cortex layer 2/3 pyramidal cells undergoing upscaling following dark rearing whilst those 

between layer 4 and layer 2/3 were unaltered (Petrus et al., 2015). These data do not change 

the fact that synaptic strength is adjusted in response to global modulation of activity levels but 

indicates that the universal nature of the scaling factor may be overly simplistic or only apply at 

certain ages and/or certain synaptic connections. 

3.2.1.1 Mechanisms of excitatory synaptic scaling 

The list of proposed mechanisms for synaptic scaling include both pre- and post-synaptic 

alterations, key among them the adjustment of post-synaptic AMPA receptor number and type 
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(Turrigiano, 2008). Initial studies identified these changes as being driven primarily by trafficking 

of intracellular GluA1 subunits to or from the postsynaptic membrane, rather than via de novo 

synthesis ό[ƛǎǎƛƴ Ŝǘ ŀƭΦΣ мффуΤ hΩ.ǊƛŜƴ Ŝǘ ŀƭΦΣ мффуύ. The molecular mechanisms of homeostatic 

scaling require a wide range of intracellular and extracellular signalling molecules.  

The first extracellular molecule found to regulate homeostatic adjustment of AMPA receptor 

ŘŜƴǎƛǘȅ ǿŀǎ ǘƘŜ ƛƴŦƭŀƳƳŀǘƻǊȅ ŎȅǘƻƪƛƴŜ ǘǳƳƻǳǊ ƴŜŎǊƻǎƛǎ ŦŀŎǘƻǊ ʰ ό¢bCʰύΣ ǿƛǘƘ ¢¢·-treated 

culture media inducing homeostatic upscaling when applied to TTX-ƴŀƠǾŜ ŎǳƭǘǳǊŜǎ ƛƴ ŀ ¢bCʰ-

ǊŜŎŜǇǘƻǊ ŘŜǇŜƴŘŜƴǘ ƳŀƴƴŜǊ ŀƴŘ ƪƴƻŎƪƻǳǘ ƻŦ ¢bCʰ ǇǊŜǾŜƴǘƛƴƎ Ƴ9t{/ ǳǇǎŎŀƭƛƴƎ ƛƴ ōƻǘƘ ŎǳƭǘǳǊŜŘ 

ƴŜǳǊƻƴǎ ŀƴŘ ǎƭƛŎŜǎΦ ¢bCʰ ǊŜƭŜŀǎŜŘ ŘǳǊƛƴƎ ǎȅƴŀǇǘƛŎ ǎŎŀling was found to be derived from glia 

rather than neurons themselves (Stellwagen and Malenka, 2006). The non-neuronal origin of a 

mediator of synaptic scaling is significant, as whether homeostatic plasticity relies on detection 

of network-level changes or occurs in a neuron-specific manner remains ƛƴ ŘŜōŀǘŜΦ ¢bCʰ 

application rapidly (>15 minutes) induces AMPAR trafficking to the postsynaptic membrane, 

selectively enhancing GluA1 trafficking which upregulated calcium-permeable GluA2-lacking 

AMPA receptors  (Leonoudakis et al., 2008)Φ ¢bCʰ ŀƭǎƻ ŘŜŎǊŜŀǎŜŘ ǘƘŜ ǊŀǘŜ ƻŦ D!.!A receptor 

subunit trafficking, suggesting it can contribute to homeostatic control of both excitatory and 

inhibitory transmission (Stellwagen et al., 2005). ¢ƘŜ ǊƻƭŜ ƻŦ ¢bCʰ ƛƴ ǎȅƴŀǇǘƛŎ ŀŘƧǳǎǘƳŜƴǘ in vivo 

has been confirmed in visual cortex (Kaneko et al., 2008), auditory cortex (Teichert et al., 2017), 

and somatosensory cortex (Greenhill et al., 2015). Brain-derived neurotrophic factor (BDNF), 

also important in inducing the protein synthesis needed for late-stage LTP (Kuipers et al., 2016; 

Lu et al., 2008; Panja and Bramham, 2014), has been suggested to be important in homeostatic 

downscaling of mEPSCs. BDNF application blocks homeostatic upscaling of mEPSCs in pyramidal 

cells in response to TTX-induced activity deprivation and BDNF antagonism alone upscales 

mEPSC amplitude (Rutherford et al., 1998).  

Ca2+/calmodulin-dependent protein kinase IV (CaMKIV) is probably the most important 

intracellular signalling molecule identified in regulation of homeostatic plasticity. Members of 
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the  Ca2+/calmodulin-dependent protein kinase family are sensitive to rises in [Ca2+]i and drive 

transcription via phosphorylation of various transcription factors, along with other proteins 

(Swulius and Waxham, 2008). The first study to suggest a role of CaMK signalling was in 2008, 

showing that synaptic upscaling involved a reduction in CaMKIV signalling and a subsequent 

change in patterns of gene transcription. This work relied on inhibiting CaMKIV activity via 

transduction with a dominant negative form of CaMKIV to cell cultures, both with and without 

concurrent TTX-induced activity deprivation. Interestingly, this study found that inhibiting 

CaMKIV was sufficient in of itself to induce a comparable degree of upscaling as TTX application 

(Ibata et al., 2008).  

It is worth considering that many studies reveal novel regulators or signalling cascades that, in 

their hands, are found to be indispensable to successful induction of HSP. It is still unclear if 

there is simply a high degree of signalling redundancy underlying synaptic scaling, or if all of 

these pathways are in fact strictly necessary. Given that many of these studies utilise subtly 

different protocols to induce and measure synaptic changes e.g. ǘƘŜ ǊƻŘŜƴǘΩǎ age at which cells 

where harvested and cultured, brain area cells are taken from, choice of drug applied to induce 

HSP, length of time activity was changed for prior to measurements, it may also be possible that 

different circumstances induce different pathways even if the overall results that those 

pathways generate are comparable. 

Changes to synaptic strength are not isolated to the postsynaptic side of the synapse, with 

presynaptic changes also induced by HSP protocols. An early demonstration of hippocampal 

presynaptic plasticity showed that activity deprivation resulted in an increase in the size of the 

readily releasable pool of neurotransmitter vesicles and an increase in presynaptic release 

probability of ~50%, accompanied by an increased presynaptic terminal volume (Murthy et al., 

2001). Opposite changes, a decrease in vesicle pool and rate of vesicle replenishment, can be 

seen in response to increased activity levels (Moulder et al., 2006). The presynaptic changes 

induced by altered activity levels involve extensive remodelling of the presynaptic terminal, with 
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depletion of a wide variety of presynaptic scaffolding proteins and enrichment of various 

regulators of release probability e.g. RIM, synaptogamin-1, the vesicle fusion-associated protein 

SV2B, and the P/Q-type VGCC Cav2.1 seen in response to activity deprivation (Lazarevic et al., 

2011). The up or downregulation of calcium channels as a mechanism of homeostatic plasticity 

is firmly demonstrated as a key mechanism of presynaptic homeostasis, and changes in 

presynaptic calcium influx are an important part of HSP induction (Frank, 2014; Zhao et al., 

2011). Bidirectional homeostatic changes in the expression of neurotransmitter vesicular 

transporters for both glutamate (VGLUT1, VGLUT2) and GABA (VIAAT) has been demonstrated 

in neocortical cultures (Gois et al., 2005). Since most studies have utilised bath-application of 

drugs to alter activity, the potential spatial specificity of homeostatic plasticity is not tangible 

from these data. One study that did employ spatially restricted activity modulation, via a 

sparsely transfected cell culture in which presynaptic axons and their postsynaptic dendritic 

partners could be clearly identified, stimulated, and recorded from via calcium imaging of 

postsynaptic boutons, demonstrated that homeostatic plasticity can also occur at in a spatially 

limited manner. The study demonstrated that presynaptic release probability is dendritic branch 

specific and is correlated with the overall activity at the postsynaptic dendrite segment that 

ǘƘƻǎŜ ǇǊŜǎȅƴŀǇǘƛŎ ǘŜǊƳƛƴŀƭǎ ƛƴƴŜǊǾŀǘŜΦ ²ƘŜƴ ŀ ŘŜƴŘǊƛǘƛŎ ǎŜƎƳŜƴǘΩǎ ŀŎǘƛǾƛǘȅ ƛǎ ƛƴŎǊŜŀǎŜŘΣ ǘƘŜ 

presynaptic terminals that innervate that segment decrease in release probability whilst those 

terminals from the same axon that do not innervate that segment are unaltered (Branco et al., 

2008). Other studies have also indicated that homeostatic synaptic plasticity can occur in a 

spatially restricted fashion, to subsets of cells (Burrone et al., 2002), or even a subset of synapses 

formed by a single population of cells (Kim and Tsien, 2008). In this 2008 study, TTX was bath-

applied to an organotypic hippocampal culture and yet synapses formed between hippocampal 

subfields (DG to CA3 and CA3 to CA1) were strengthened whilst recurrent CA3 to CA3 synapses 

were depressed (Kim and Tsien, 2008). The mechanism by which synaptic function is related to 

global changes in activity and the functional significance of synapse-specific HSP is not known. 
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3.2.1.2 Synaptic scaling in vivo 

Although in vivo induction of synaptic scaling had been demonstrated as early as 2002 (Desai et 

al., 2002), the first demonstration of the correlation between synaptic scaling and in vivo firing 

rate homeostasis during came in a landmark study in 2013. This study utilised a now commonly 

used paradigm in which HSP is induced within the visual cortex through bilateral visual 

deprivation, ablating both sensory-evoked and spontaneous retinal input to the lateral 

geniculate nucleus of the thalamus and thereby greatly reducing activity within primary visual 

cortex. Chronic calcium imaging of the same layer 2/3 and layer 5 pyramidal cells over a period 

of 24-48 hours was used to track activity before and after visual deprivation, demonstrating that 

activity levels returned to pre-deprivation levels within 24 hours despite the persistent loss of 

sensory drive. mEPSC amplitude, quantified in ex vivo slices prepared from deprived mice, had 

significantly increased relative to pre-deprivation levels and the initial drop in mEPSC frequency 

that could be seen 18 hours post-deprivation had recovered by the same time point (see Figure 

3.2.2). The changes in mEPSC properties over time correlated with changes in volume of 

dendritic spines (Keck et al., 2013). Although this was not the first time synaptic scaling had been 

induced by in vivo sensory deprivation (Blackman et al., 2012; Goel et al., 2006; He et al., 2012; 

Kaneko et al., 2008; Mrsic-Flogel et al., 2007), it was the first clear demonstration that synaptic 

scaling correlated with and seemingly caused the restoration.  
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Figure 3.2.2 Binocular visual deprivation generates homeostatic plasticity in V1, restoring 
spontaneous calcium transients back to pre-lesion levels a. Maximal projection images from in 
vivo calcium imaging experiments, monitoring firing rates in layers 2/3 and layer 5 over time pre- 
and post-visual deprivation. Example calcium transients from -24hrs, +6rs, and +24hrs post-
deprivation are shown below. b. Activity is restored to pre-deprivation levels by +24hrs. This 
appears to result from homeostatic upscaling of mEPSC amplitude (ci.), with mEPSC frequency 
initially dropping before rebounding to reach near baseline levels. Adapted from Keck et al., 2013 

 

Similar results have now also been demonstrated in other regions of sensory cortex (Glazewski 

et al., 2017; Teichert et al., 2017). The relationship between synaptic scaling and altered activity 

levels are not as simple as perhaps once predicted. A 2018 study revealed that, contrary to the 

predicted effect, application of diazepam during dark exposure prevented rather than enhanced 

homeostatic changes to V1 mEPSC amplitude despite exacerbating the decrease in V1 firing rate 

induced by dark exposure. When lid suture, which alone is insufficient to induced mEPSC 

upscaling, was performed with concurrent administration of the benzodiazepine-binding site 

antagonist flumazenil to increase spontaneous firing, mEPSC upscaling was then observed. 

These data demonstrated that the increase in activity observed during homeostatic protocols is 

needed to induce scaling, rather scaling being required to induced increased activity. This 

increased spontaneous activity drives upregulation of the GluN2B NMDAR subunit which in turn 

is necessary for dark exposure-induced increases in mEPSC amplitude (Bridi et al., 2018). 

An emerging theme in homeostatic plasticity research, including in synaptic scaling, is the role 

of sleep/wake cycles in mediating homeostatic responses. It appears that even in mice that have 

not undergone any sensory deprivation, synapse size is scaled down during sleep in both adults 

(de Vivo et al., 2017) and pups (de Vivo et al., 2019). However, homeostatic adjustment of firing 

rates post-sensory deprivation have been shown to occur during periods of active wakefulness 

(Hengen et al., 2016; Pacheco et al., 2021). The role of sleep in homeostatic downscaling of EPSC 

amplitude has also been shown, dependent on Homer1a and metabotropic glutamate receptor 

signalling (Diering et al., 2017). The role of sleep is therefore still unclear, with both sleep and 

wake being identified as the behavioural state during which homeostatic regulation occurs. The 

spontaneous scaling down noted in de Vivo et al. and other works has led sleep to be 
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hypothesized as a period in which Hebbian changes to synapse strength that have occurred 

during wakefulness can be adjusted to prevent overexcitation, along with general homeostatic 

regulation of the CNS to maintain physiologically optimal conditions. The wake-driven upscaling 

of firing rate following sensory deprivation has led wake to be hypothesized as the period during 

which homeostatic responses are instigated. Perhaps both claims are true, with differential roles 

for sleep and wake depending on the nature and scale of homeostatic response required, with 

sleep providing fine tuning via scaling following slight perturbations during wake and wake 

providing large-scale activity-driven remodelling of networks to maintain firing rate after abrupt 

and dramatic changes to sensory input. It may also be possible that synaptic scaling that occurs 

during epochs of sleep does not immediately manifest as altered firing rate, with a lag between 

synaptic plasticity and the restoration of activity that it is aiming to restore that requires a period 

of wakefulness-associated activity to emerge.  

A potential caveat for the physiological relevance of such experimental demonstrations is the 

degree of sensory deprivation that may be required to successfully induce HSP responses. 

Although retinal ablation, TTX injection, or ocular enucleation have regularly been seen to 

induce synaptic scaling (Desai et al., 2002; Goel et al., 2006; He et al., 2012; Keck et al., 2013), 

eyelid suture has usually not been met with the same success (Bridi et al., 2018; He et al., 2012; 

Maffei and Turrigiano, 2008). Given that eyelid suture, unlike the other techniques, does not 

generate complete blindness and limited light sensitivity is retained, it seems that a high degree 

of sensory deprivation is needed to generate robust HSP, a degree of change most animals are 

unlikely to ever face. Whilst these studies provide a strong proof of principle of the amazing 

homeostatic capacity of the brain, work to reconcile homeostasis seen in response to extreme 

sensory deprivation paradigms with the relatively mild changes produced by altered sensory 

input or following Hebbian plasticity that most of us undergo during our life is needed. 

Considerably more research is needed to establish the role of synaptic scaling in responding to 

physiologically relevant degrees of altered activity.  
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3.2.2 Mechanisms of intrinsic homeostatic plasticity 

The overall excitability of a network is a product of both synaptic strength and the intrinsic 

excitability of the neurons within it. Intrinsic excitability is also under homeostatic control, with 

the two forms of plasticity often occurring concurrently with one another. The early 

demonstrations of intrinsic homeostatic plasticity once again came from pharmacological 

manipulation of activity levels in cultured neocortical neurons. Bath-application of TTX to 

generate 48 hours of reduced activity resulted in an increase in the amplitude of voltage-evoked 

sodium currents, correlating with an increase in current-injection evoked firing rates (Desai et 

al., 1999). Homeostatic intrinsic plasticity often manifests via changes in the expression levels of 

membrane ion channels, either with or without corresponding structural plasticity. In the initial 

study by Desai et al. the primary cause underlying increased intrinsic excitability was a TTX-

induced upregulation of sodium current density, a finding subsequently replicated in 

hippocampal slice cultures (Aptowicz et al., 2004). Potassium channel expression is also 

modified during homeostatic plasticity. Long-term auditory deprivation, via unilateral removal 

of the basilar cochlea membrane, resulted in redistribution of voltage gated potassium channels 

in auditory brainstem neurons, accompanied by a lengthening of the axon initial segment at 

which they can be found. Auditory deprivation led to decreased Kv1.1 current and increased 

Kv1.7 currents, with Kv1.1 replaced by Kv1.7 at the AIS. These changes were accompanied by an 

increase in probability of action potential generation in response to auditory stimuli (Kuba et al., 

2015). Kv1.1 expression was also modified by elevated activity, with the kainate model of TLE 

found to induce an upregulation of Kv1.1 expression dentate gyrus granule cells. The effect of 

this elevated expression was to delay action potential onset in response to injected current, with 

dominant role for Kv1.1 in controlling granule cell input-output responses in both control and 

kainate-injected animals. Upregulation of Kv1.1 was reversible, with bath application of KA to 

organotypic slice cultures inducing comparable changes to granule cell properties that could be 

returned to pre-KA levels once KA application was withdrawn (Kirchheim et al., 2013).  
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Organotypic slice cultures have also been used to demonstrate the bidirectional homeostatic 

regulation of hippocampal HCN channel expression, responsible for the hyperpolarization 

activated Ih current that influences resting membrane potential, membrane time constant, and 

post-inhibitory rebound firing. Since HCN channels exert a powerful influence over both intrinsic 

and synaptic properties of neurons, they can play a large role in determining overall patterns of 

activity and their altered expression can exert strong homeostatic pressure due to this dual role  

(Biel et al., 2009). Slice cultures were immersed in the glutamate receptor antagonist kynurenic 

acid or the GABAA receptor antagonist picrotoxin, to decrease and increase slice activity 

respectively. The general shift in action potential generation fitted with homeostatic regulation 

of excitability, and was found to stem in part from bidirectional changes in Ih expression (see 

Figure 3.2.3)(Gasselin et al., 2015).  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2.3 Homeostatic plasticity in hippocampal slice cultures generates large changes in HCN 
channel expression Bidirectional pharmacological manipulation of slice culture activity levels 
results in bidirectional intrinsic plasticity that relies on altered HCN channel expression. a. 
Excitability is increased by the glutamate antagonist kynurenate (Kyn) and decreased by the GABA 
antagonist picrotoxin (PiTx), quantified in ai. These changes correlate with bidirectional shifts in 
hyperpolariziation evoked sag-potentials (b.), which was demonstrated to result in altered input 
resistance (c.). Adapted from Gasselin et al., 2015. 

 

The changes in Ih seen in hippocampal slices also affected the waveform of incoming Schaffer 

collateral-evoked EPSPs (Gasselin et al., 2015), serving as a reminder of the bidirectional 
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relationship between intrinsic excitability and synaptic transmission. Given that both intrinsic 

and synaptic properties are under homeostatic control, how do these two aspects of 

homeostatic plasticity interact and when and where do they co-occur? Work published in 2008 

studied visual cortex responses to both lid suture and intraocular TTX injection and looked at 

both synaptic and intrinsic homeostatic responses to layer 2/3. As previously mentioned, this 

study demonstrated that feedforward excitation from layers 4 and 5 were potentiated whilst 

intralaminar layer 2/3 synapses were weakened. Even though lid suture and TTX injection 

produced comparable changes in layer 2/3 firing rate, only lid suture generated changes to 

intrinsic excitability, with a smaller degree of synaptic scaling occurring post-suture vs post-TTX. 

The intrinsic excitability of in layer 2/3 was upregulated in response to lid suture, although the 

underlying molecular mechanisms were not identified (Maffei and Turrigiano, 2008). In terms of 

coincidental occurrence, the circumstances under which intrinsic and synaptic homeostasis are 

simultaneously engaged in vivo has not yet been answered, but work in organotypic 

hippocampal cultures suggest that intrinsic homeostatic plasticity can be induced faster than 

synaptic homeostatic plasticity (Karmarkar and Buonomano, 2006).  

3.2.2.1 Homeostatic structural plasticity 

Synapses aside, the axon initial segment (AIS) is the most well characterized structural locus of 

homeostatic regulation. The length of, location of, and density of channels, both voltage-gated 

sodium channels and others, at the AIS can be adjusted in order to alter the threshold for action 

potential generation and thus provide homeostatic regulation of neuronal excitability (Yamada 

and Kuba, 2016). Early demonstrations of this activity-driven plasticity were provided in cultured 

hippocampal neurons in which both pharmacological and optogenetic modulation of culture 

activity levels resulted in bidirectional movement of the AIS, with increased activity driving 

movement of the AIS away from the soma and decreased activity driving movement towards it. 

These changes could be correlated with neuronal excitability on a cell-by-cell basis (Grubb and 

Burrone, 2010). Interestingly, when single-cell optogenetics was used to induce activity-
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dependent relocation of the AIS away from the soma, this change in AIS location was not 

accompanied by relocation of the axoaxonic inhibitory synapses that normally innervate them, 

at least not during the experimental window investigated, thus generating a mismatch between 

AIS location and AIS inhibition. Computational modelling of CA1 neurons were used to contrast 

AIS relocation with or without corresponding axoaxonic synapse relocation, with lack of 

relocation resulting in neurons exhibiting delayed, smaller amplitude action potentials, thus 

mediating homeostatic plasticity in response to elevated firing (Wefelmeyer et al., 2015). AIS 

plasticity has been demonstrated in response to both auditory (Kuba et al., 2010) and 

somatosensory (Jamann et al., 2021) deprivation. In the second study, AIS plasticity manifested 

as altered AIS length. During normal development, AIS within the barrel cortex decreased in 

length between P15 and P45. In mice with trimmed whiskers, this decline still occurred, but 

average AIS length was increased at all age groups investigated. AIS length could be 

bidirectionally regulated, with a 3 hour exposure to an enriched home environment sufficient to 

generate an increase in AIS. In both directions, changes in AIS length could be correlated with 

both threshold for action potential initiation and in overall firing rate (Jamann et al., 2021). 

Although the retraction, formation, or adjustment of dendritic spines could be considered a 

form of homeostatic structural plasticity (Barnes et al., 2017; Hobbiss et al., 2018), given their 

role as a vital component of glutamatergic synapses this form of plasticity is better discussed in 

the context of the synaptic scaling that it is usually co-incident with. 

3.2.2.2 Intrinsic properties rapidly respond to Hebbian synaptic plasticity 

Given that potential positive feedback loops induced by Hebbian plasticity are one of the aspects 

of CNS physiology that homeostatic plasticity is supposedly intended to prevent, can 

homeostatic responses be seen following induction of LTP or LTD? Changes have been noted but 

are often during a considerably shorter timescale than the changes induced by the deprivation-

induced protocols described above. Induction of LTD, via 3Hz stimulation protocol, has been 

seen to induce a counterbalancing increase in the intrinsic excitability of CA1 pyramidal cells 
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when assessed just 30 minutes later, again associated with downregulation of Ih. These changes 

were dependent upon mGluR1 and protein kinase C activation (Brager and Johnston, 2007). 

Induction of LTP, via a theta burst stimulation protocol, was similarly associated with supposedly 

compensatory downregulation of excitability occurring 30 minutes after the induction protocol 

had been applied and again via modulation of Ih. This required NMDA receptor activation (Fan 

et al., 2005). Whilst these data undoubtedly demonstrate that the protocols that induce LTP and 

LTD can also induce modulation of certain intrinsic properties, in my view they do not meet the 

requirements to be described as homeostatic plasticity. Firstly, no change in firing rate can be 

demonstrated which, as will shortly be discussed, is key to induction of homeostatic plasticity. 

Secondly, it seems improbable that Hebbian plasticity generates precise counterbalancing 

changes to intrinsic properties so as to prevent changes in neuronal activity, as by άdesignέ LTP 

should generate alterations to firing patterns. Thirdly, electrical stimulation protocols generally 

do not selectively target single synapses and instead likely activate tens of thousands of synapses 

simultaneously. The changes to the extracellular environment and the potential changes to 

neuronal activity this induces, and thus the potential homeostatic plasticity that it may cause, 

are likely to be unrepresentative of physiological strengthening of synapses in a controlled 

physiological manner.  

3.2.3 The homeostat ς what is being measured? 

Most aspects of physiology are under homeostatic regulation. Body temperature, blood 

pressure, blood glucose levels ς all are measured by the body and deviations from healthy 

parameters induce homeostatic responses to restore them to healthy levels. What parameter is 

being measured when it comes to neuronal homeostatic plasticity? The answer appears to be 

that firing rate is the parameter under homeostatic control, with individual neurons exhibiting 

stable firing rates over time that can be returned to with a relatively high degree of precision 

during homeostatic plasticity. Firing rate homeostasis was initially demonstrated in visual cortex 

following monocular deprivation (Hengen et al., 2013), with a follow-up study demonstrating 
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that despite V1 pyramidal cells exhibiting firing rates that differ by up to several orders of 

magnitude at baseline, post-deprivation homeostatic plasticity returns firing rates to pre-

deprivation cell-specific firing rates with remarkable accuracy. This process appeared to be 

driven by synaptic scaling and restoration of firing rates occurred during periods of wakefulness 

(Hengen et al., 2016). This return to baseline has also been demonstrated following increased 

activity, in a protocol that relies on prolonged eye suture followed by subsequent reopening to 

drive that increase in firing (Pacheco et al., 2021)Φ ¢ƘŜ ŦŀŎǘ ǘƘŀǘ ±м ƛǎ ƴƻǘ άƘƻƳŜƻǎǘŀǎƛǎ ƴŀƠǾŜέ ŀǘ 

that point, i.e. it has already undergone HSP in response to the initial lid suture, seems to make 

this method somewhat questionable in truly identifying the mechanisms of HSP in response to 

increased activity. Nevertheless, that precise return to pre-perturbation firing rate was 

confirmed. A core part of homeostatic regulation of firing rate appears to be mitochondrial 

signalling, with the inner membrane protein di-hydroorotate dehydrogenase (DHODH) being 

important in setting neuronal firing rate set-points and detecting changes in firing rate (Styr et 

al., 2019). Pharmacological inhibition of DHODH with teriflunomide generated a stable decrease 

in mean firing rate that appeared to represent a new set-point, as further perturbation with 

baclofen or TBOA, a blocker of glutamate re-uptake that enhances neuronal activity, resulted in 

a return to the new firing rate established post-DHODH inhibition. Lowering firing rate set-point 

in this manner also conferred decreased seizure susceptibility to both pharmacological seizures 

and thermal seizures in Dravet syndrome mice (Styr et al., 2019). Importantly DHODH inhibition 

did not alter ATP levels, although some changes to mitochondrial function did ensue. DHODH 

may detect firing rates through mitochondrial calcium spikes, which occur following action 

potentials and thus link firing rates to calcium concentration and firing homeostasis (see Figure 

3.2.4). 
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Figure 3.2.4 Firing rate is influenced by mitochondrial DHODH and mean firing rate set-point is 
altered by DHODH inhibition Recordings were taken from hippocampal slice cultures, using the 
drug Teriflunomide (TERI) to inhibit the mitochondrial enzyme DHODH. A. Bath application of TERI 
resulted in a decrease in intrinsic excitability, as assessed by input-output curves (ai.). This 
decrease in excitability also manifested as a decreased mean spontaneous firing rate (b.) that 
constituted a new homeostatic set-point, with baclofen application resulting in a homeostatic 
increase in firing rate that returned to the new post-TERI set-point (bi.). Adapted from Styr et al., 
2019. 

 

3.2.4 Homeostatic plasticity in interneurons 

So far all of the mechanisms and examples covered have discussed how glutamatergic pyramidal 

cells undergo homeostatic plasticity. Given the role of interneurons in controlling circuit 

excitability, the homeostatic regulation of inhibitory transmission is undoubtedly going to be 

important to understanding how overall activity levels are regulated. Since GABAergic 

interneurons function to reduce overall activity levels, their response to homeostatic induction 

protocols would be expected to be opposite to the response of pyramidal cells. The homeostatic 

plasticity of GABAergic interneurons is considerably less well studied than that of pyramidal 

cells, but it is clear that the general repertoire of homeostatic mechanisms is comparable 

between the two populations (Wenner, 2011). 
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3.2.4.1 GABAergic synaptic scaling 

The activity-dependent regulation of GABAergic synapse strength had previously been 

suggested by immunohistochemistry studies in which reduction in activity levels could generate 

a reversible decrease in GABAA receptor immunoreactivity in cultured neurons (Marty et al., 

1996; Rutherford et al., 1997). The first demonstration of synaptic scaling via mIPSC recordings 

demonstrated that TTX-induced activity deprivation generated a downscaling of mIPSC 

amplitude and a decrease in mIPSC frequency that correlated with a drop in GABAAR 

immunofluorescence (Kilman et al., 2002). These changes, observed in cultured neocortical cells, 

have been repeated in hippocampal cultures. This study also demonstrated that, unlike mEPSCs 

(Burrone et al., 2002), sparse transfection with Kir2.1 to selectively decrease activity in a small 

population of neurons did not generate scaling of mIPSCs that those neurons received (Hartman 

et al., 2006). Changes to mIPSC frequency are bidirectional, with elevated external potassium 

concentration or application of kainate driving GABAergic upscaling to compensate for the 

increased activity elicited, with GABAA ʰм ǎǳōǳƴƛǘ insertion key to that strengthening (Peng et 

al., 2010; Rannals and Kapur, 2011). The study by Peng et al. revealed that regulation of 

GABAergic synapses is dependent on feedback from their postsynaptic partners via retrograde 

BDNF signalling dependent on increased postsynaptic spiking (Peng et al., 2010).  

In vivo GABAergic scaling has also been demonstrated, but not always in the direction 

anticipated. Insertion of slow-release TTX, prepared by suspension of TTX in an ethylene-based 

polymer, into the hippocampus generated upscaling of both excitatory and inhibitory 

transmission, with age-dependent effects on the scaling of both mEPSCs and mIPSCs. Juvenile 

CA1 pyramidal cells underwent upscaling of mEPSC frequency but not amplitude, whilst adult 

CA1 pyramidal cells underwent upscaling of both. Conversely, adult cells underwent upscaling 

of both mIPSC frequency and amplitude whilst juvenile cells underwent upscaling of amplitude 

alone (Echegoyen et al., 2007). Regardless of age-related differences, this study demonstrated 

that activity blockade strengthened inhibitory transmission. This may be due to the method 
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employed resulting in global silencing of all cell types, including interneurons. Similar results are 

seen when putative fast-spiking (i.e. interneuron) cell firing rate was tracked over time before 

and after monocular deprivation, with a comparable degree of decline followed by recovery of 

firing rate to pyramidal cells (Hengen et al., 2013). These results suggest that decreasing activity 

in vivo does not always produce the change in inhibitory transmission that one may expect from 

ex vivo or culture-based studies. Other studies have demonstrated a directionality of GABAergic 

synaptic homeostasis that does fit better with the anticipated role of GABAergic inhibition. 3 day 

monocular deprivation during a critical phase of postnatal development of visual cortex results 

in a strengthening of the synaptic connection between cortical fast-spiking interneurons and 

layer 4 pyramidal cells, with both presynaptic and postsynaptic changes noted. The number of 

docked vesicles present at the presynaptic side of the synapse increased, along with an elevated 

density of postsynaptic GABAA receptors. The co-ordinated nature of these changes suggested 

transsynaptic signalling occurs to guide the GABAergic response to activity deprivation 

(Nahmani and Turrigiano, 2014). Unfortunately most in vivo studies into homeostatic plasticity 

did not assess inhibitory scaling in addition to excitatory scaling (Blackman et al., 2012; 

Glazewski et al., 2017; Goel et al., 2006; Teichert et al., 2017), so the same depth of knowledge 

about when GABAergic scaling occurs and in which direction it occurs during different paradigms 

is not available.  

In terms of underlying signalling cascades that control GABAergic scaling, once again there is less 

data available compared to glutamatergic scaling. The role of CaMKIV, a central hub in the 

control of both synaptic and intrinsic homeostasis of glutamatergic transmission, was 

demonstrated not to be important in GABAergic synaptic scaling (Joseph and Turrigiano, 2017).  

Lƴ ƛǘǎ ǇƭŀŎŜΣ /ŀaYLLʰ ŀƴŘ ǇǊƻǘŜƛƴ ƪƛƴŀǎŜ / όtY/ύ ǎƛƎƴŀƭƭƛƴƎ ƘŀǾŜ ōŜŜƴ ƛŘŜƴǘƛŦƛŜŘ ŀǎ ƛƳportant 

regulators of both gephyrin clustering, an important GABAergic synapse scaffolding protein, and 

the lateral diffusion of GABAA receptors from extrasynaptic to synaptic sites during 4AP-induced 

hyperactivity.  
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3.2.4.2 Mechanisms of intrinsic interneuron homeostatic plasticity 

Very little work has focused on intrinsic plasticity of interneurons during homeostatic plasticity 

induction paradigms. Activity deprivation induced via whisker trimming early in life (between P7 

and P15) results in downregulation of the parvalbumin protein and generates downscaling of 

mIPSC amplitude (Jiao, 2006). The same protocol also induces a decrease in the intrinsic 

excitability of fast-spiking interneurons in layer 4 of somatosensory cortex, resulting from an 

increase in action potential half-width and an increase in the amplitude of fast 

afterhyperpolarization that appeared to result from an upregulation of a 4AP-sensitive voltage 

gated potassium channel (Sun, 2009). Following ocular enucleation, one of the mechanisms that 

may contribute to the restoration of firing rate in visual cortex is a reduction in synaptic 

inhibition. mIPSC frequency and amplitude both exhibited a reduction in the 24-48 hours 

following enucleation, with the ratio between evoked IPSC and EPSC currents exhibiting a  

dramatic decline just 24 hours after enucleation. This effect did not seem to depend on an 

enhancement of the intrinsic excitability of V1 interneurons (Barnes et al., 2015). 

Some limited examples of interneuron structural plasticity have also been identified in response 

to manipulation of pyramidal cell activity. Chemogenetic inhibition of identifiable populations 

of pyramidal cells in layer 2/3 of somatosensory cortex generated reversible structural changes 

to the axonal projections of chandelier cells. These cells, the cortical equivalent of hippocampal 

axoaxonic interneurons, formed a reduced density of axoaxonic inhibitory synapses in inhibited 

circuits that correlated with reduced amplitude of chandelier cell evoked IPSCs and a higher 

probability of IPSC failure (Pan-Vazquez et al., 2018). 

3.2.5 Homeostatic plasticity and epilepsy 

Epilepsy is a condition associated with chronically altered patterns of neuronal activity, implying 

that homeostatic plasticity fails to maintain normal activity. The question of homeostatic 

plasticity during epileptogenesis and in the subsequent chronic phase of epilepsy has often been 

considered (André et al., 2018; Lignani et al., 2020; Queenan and Pak, 2013; Swann and Rho, 
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2014), but so far these discussions have failed to yield any conclusive answers due to the limited 

experimental evidence available to address the question and often result in differing conclusions 

due to the different assumptions each makes about the nature of epilepsy-associated activity 

and the definition of a homeostatic response. I will discuss available data pertaining to the role 

of homeostatic plasticity in epilepsy, with a focus on the epileptogenic stage where possible due 

to its relevance to this thesis, and the difficulties in assessing in vivo homeostatic responses to 

elevated activity compared to assessing responses to decreased activity. 

3.2.5.1 Epileptiform activity-induced homeostatic plasticity 

Whilst the overwhelming majority of examples of in vivo homeostatic plasticity have been in 

response to decreased activity via sensory deprivation, responses to increased activity have 

been demonstrated and discussed above. However, epileptiform activity is not simply defined 

by an elevated firing rate, such as that seen in response to eye re-opening after prolonged lid 

suture (Pacheco et al., 2021). Some experiments in cultured cells have produced quasi-

epileptiform activity i.e. high frequency bursts of synchronous action potential discharge via 

application of 4AP, the voltage gated potassium channel inhibitor, and have shown that after 

application of 4AP, the initial elevation in rate of action potential firing drops over the 

subsequent 24 to 48 hours concurrent with the suppression of epileptiform activity, quantified 

by calcium imaging and multielectrode array recordings respectively (Pozzi et al., 2013). This 

suppression resulted from a decrease in intrinsic excitability via sodium channel downregulation 

and was dependant on the action of the transcriptional repressor RE1-Silencing Transcription 

factor (REST) (Pozzi et al., 2013). Similar protocols also generated presynaptic homeostatic 

downscaling of glutamatergic synapses, again in a REST-dependent fashion (Pecoraro-Bisogni et 

al., 2018). The application of the GABAA antagonist picrotoxin (PTX) has also been employed to 

induce seizure-like activity in hippocampal slice cultures, generating an initial elevation of 

mEPSC amplitude that returns to within pre-PTX ranges by 12-18 hours post-application. This 

suppression and reversal of the potentiation of mEPSCs was dependent on the induction of polo-
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like kinase-1 activity (Seeburg and Sheng, 2008). Of note, the effectiveness of optogenetic 

stimulation employed to evoke activity-driven homeostatic changes to the AIS did not depend 

solely on the frequency of stimulation, but also on the pattern of stimulation delivered. 1Hz 

optogenetic stimulation at a uniform rate resulted in no significant changes in AIS length, whilst 

1Hz stimulation delivered in clustered bursts, more typical of epileptiform activity, generated 

increases in AIS distance from the soma (Grubb and Burrone, 2010).  

3.2.5.2 In vivo homeostatic responses to epileptogenesis 

The role of homeostatic plasticity in epileptogenesis is usually considered in one of three ways. 

The first is simply that homeostatic plasticity fails to be induced or induced sufficiently strongly 

to counteract the hyperactivity drive by an initial epileptogenic insult or mutation, the second is 

that it occurs in response to hyperactivity but is somehow poorly suited to respond and ends up 

contributing to epileptogenic network re-arrangement, and the third is that it occurs in response 

to decreased activity and therefore contributes to the strengthening of synaptic connections 

and the generation of a hyperactive network. Surprisingly, given the normal association between 

epilepsy and hyperactivity, the final hypothesis has the strongest level of experimental support 

but only under very specific circumstances. The other two are not well tested and much work 

will be needed to validate them. It is worth considering the often bewildering diversity of 

epileptogenic mechanisms in both acquired and genetic epilepsies (see section 1.2, above). This 

diversity may well mean that all three hypotheses are true under different circumstances. 

3.2.5.2.1 Homeostatic synaptic strengthening ς down then up 

The idea that the immediate aftermath of an epileptogenic insult is characterised by a quiescent 

phase of reduced activity has been much discussed in the context of post-traumatic 

epileptogenesis. This idea appears to result from the observation that cortical undercut i.e. the 

ǎŜǾŜǊƛƴƎ ƻŦ ŀƭƭ ƛƴǇǳǘǎ ǘƻ ŀ άslabέ of cortical tissue results in the emergence of epileptiform 

discharges and even focal seizure-like activity within a few days of undercutting (Grafstein and 

Sastry, 1957; Sharpless and Halpern, 1962). Severing of the Schaffer collaterals in hippocampal 
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slice culture generates similar results in CA1 (Mckinney et al., 1997). The hypothesis is that this 

deafferentation results in a decrease in activity, thus driving homeostatic upscaling and the 

eventual emergence of seizures as a result (González et al., 2015; Houweling et al., 2005). Whilst 

synaptic strengthening has been confirmed following cortical trauma-induced epileptogenesis 

(Avramescu and Timofeev, 2008) and network modelling demonstrated that synaptic scaling is 

sufficient to generate an epileptic network in the aftermath of deafferentation (Houweling et 

al., 2005), it has not yet been conclusively demonstrated that a loss of activity drives synaptic 

strengthening in vivo. Homeostatic strengthening at the mossy fibre synapses between dentate 

granule cells and CA3 has also been suggested to arise as a result of the large-scale endogenous 

opioid release that can occur following periods of intense neuronal activity. In a study that 

utilised an amygdala-kindling model of TLE, the authors suggested that inappropriate expansion 

of mossy fibre innervation of CA3 resulted from kappa opioid receptor activation that generated 

prolonged mossy fibre inactivity. Attenuation of this inactivity-induced expansion of the mossy 

fibre tract via administration of kappa opioid antagonists during the epileptogenic phase was 

shown to attenuate seizure emergence (Queenan and Pak, 2013). 

Indirect evidence for post-status epilepticus (SE) upscaling can be derived from assessing the 

release of the soluble mediators of synaptic scaling described above (see section 3.2.2.1). 

Epilepsy is associated with persistent neuroinflammation, with activation of both astrocytes and 

microglia (Rana and Musto, 2018; Sun et al., 2021)Φ .ƻǘƘ ǊŜƭŜŀǎŜ ¢bCʰΣ ŀ ƪŜȅ ƳŜŘƛŀǘƻǊ !at! 

receptor upscaling and GABA receptor downscaling (Stellwagen and Malenka, 2006; Stellwagen 

et al., 2005) ŀƴŘ ǇŜǊǎƛǎǘŜƴǘƭȅ ŜƭŜǾŀǘŜŘ ¢bCʰ ƭŜǾŜƭǎ ƘŀǾŜ ōŜŜƴ ǎŜŜƴ ǘƻ ƻŎŎǳǊ ōƻǘƘ ƛƴ ŎƘǊƻƴƛŎ 

epilepsy and in the immediate aftermath of status epilepticus (Li et al., 2011). Despite the clear 

ǊƻƭŜ ŦƻǊ ¢bCʰ ƛƴ ƳŜŘƛŀǘƛƴƎ ǎȅƴŀǇǘƛŎ ǎǘǊŜƴƎǘƘŜƴƛƴƎΣ ŘƛǊŜŎǘ ƛƴƧŜŎǘƛƻƴ ƻŦ ¢bCʰ Ŏŀƴ ǇƻǘŜƴǘƭȅ ǎǳǇǇǊŜǎǎ 

ǎŜƛȊǳǊŜǎ ŀƴŘ ƳƛŎŜ ǿƛǘƘƻǳǘ ¢bCʰ ǊŜŎŜǇǘƻǊ ŜȄǇǊŜǎsion in neurons develop prolonged seizures 

(Balosso et al., 2005)Φ Lƴ ŎƻƴǘǊŀǎǘΣ ƛƴǘǊŀǇŜǊƛǘƻƴŜŀƭ ¢bCʰ ƛƴƧŜŎǘƛƻƴ ǇǊƻƭƻƴƎŜŘ ŜǇƛƭŜǇǘƛŦƻǊƳ ŀŎǘƛǾƛǘȅ 

during epileptogenic kindling (Shandra et al., 2002)Φ ¢ƘŜ ŎƭŜŀǊ Ŏǳǘ ǊƻƭŜ ƻŦ ¢bCʰ ƛƴ ǎȅƴŀǇǘƛŎ 

upscaling has not yet been reconciled with its contradictory roles in epileptogenesis. 
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3.2.5.2.2 Homeostatic synaptic weakening ς up then down 

Surprisingly, no studies have directly addressed whether epileptogenesis-associated 

homeostatic downscaling occurs and even finding confirmation that epileptogenesis, either 

acquired or genetic, is associated with a prolonged hyperactivity is also surprisingly challenging, 

particularly demonstrations of prolonged elevations of spontaneous firing rate in vivo. 

The intraperitoneal injection of pilocarpine, a muscarinic agonist, is a model of acquired TLE. 

Using this model, CA1 excitability was assessed during the latent and chronic phase of 

epileptogenesis by recording field EPSPs (fEPSP) from the pyramidal cell layer whilst stimulating 

Schaffer collateral fibres. The slope of the evoked fEPSP was already elevated during the latent 

phase and in fact decreased slightly by the chronic phase, although other aspects of altered 

excitability seen during the latent phase e.g. generation of multiple spikes, enhanced paired-

pulse potentiation persisted into the chronic phase. The authors argue that this suggests that 

Schaffer collaterals are strongest during latency rather than post-seizure onset ό9ƭπIŀǎǎŀr et al., 

2007). A more thorough examination of epileptogenesis-associated hyperexcitability also made 

use to fEPSP measurements, in both CA1 and DG, following tetanic stimulation of the Schaffer 

collaterals to instigate epileptogenic kindling. In the immediate aftermath of status epilepticus 

(+4 hours, +24  hours), the amplitude of paired-pulse evoked fEPSPs was significantly supressed 

when contrasted to baseline recordings (Gorter et al., 2002). Unfortunately these results are 

confounded by the administration of pentobarbital 4 hours after status epilepticus was evoked. 

With a plasma half-life of up to 8.2 hours (Frederiksen et al., 1983), pentobarbital administration 

makes these results hard to consider as an example of a post-SE homeostatic response. The 

longer lasting trend in fEPSP amplitude, in both CA1 and DG, was a prolonged increase that 

remained stable throughout the remaining 6 week recording window (Gorter et al., 2002). 

Direct assessment of synaptic scaling during epileptogenesis is also lacking. Post-kainate 

spontaneous EPSC and IPSC (sEPSC/sIPSC) properties have been assessed, and although they do 

not offer the same insight into synaptic strength as the recording of miniature currents, they 
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demonstrated that various properties are altered. Recordings from CA1 pyramidal cells at 3-5 

days post-SE, 7-10 days post-SE, and the chronic stage of epileptogenesis demonstrated a small 

decline in sEPSC amplitude at days 3-5 relative to sham injected mice whilst sIPSC amplitude 

displayed no changes. sEPSC amplitude had returned to sham levels by days 7-10 and more than 

doubled by the chronic phase. Both sEPSCs and sIPSCs underwent a depression in frequency at 

3-5 days post-SE when contrasted to sham animals. By the chronic phase of epileptogenesis, 

sEPSC frequency more than doubled whilst sIPSC frequency had returned to sham levels. Both 

the decrease in spontaneous activity and the decrease in sEPSC amplitude is consistent with 

early post-SE synaptic homeostasis (El-Hassar et al., 2007). Despite these early changes, 

profound E/I imbalance eventually emerged through a gradual breakdown of GABAergic input 

and a persistent strengthening of excitatory activity by late-stage epileptogenesis, leading to 

seizure emergence (El-Hassar et al., 2007). 

3.2.5.2.3 Homeostatic maladaptation 

Homeostatic maladaptation is the concept that certain changes seen in epilepsy, or other 

neurological diseases, are a result of failed attempts to respond to novel intrinsic properties or 

ŜȄǘǊƛƴǎƛŎ ƛƴǇǳǘǎΣ Ƴƻǎǘ ƻŦǘŜƴ ǊŜǎǳƭǘƛƴƎ ƛƴ ǿƘŀǘ ŀǊŜ ǘŜǊƳŜŘ άŀŎǉǳƛǊŜŘ ŎƘŀƴƴŜƭƻǇŀǘƘƛŜǎέΦ The 

validity of classifying these changes as attempted homeostatic plasticity is somewhat 

questionable, as they seem to be almost always identified at a single point in the time course of 

epileptogenesis, often during the chronic phase, and their relationship to single cell or network 

level activity is never established. It seems equally likely that such changes result from 

transcriptomic changes induced by excessive activity or changes induced by the extracellular 

milieu of signalling molecules and inflammatory mediators than as the result of attempted 

homeostasis. This may simply be a matter of semantics, with any changes that result in less 

single-cell excitability in an epileptic network perhaps reasonably being considered a 

homeostatic change but relating those changes to quantifiable alterations in activity would 

greatly enhance the validity of their potentially homeostatic role. Most examples discussed are 
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ŘǊŀǿƴ ŦǊƻƳ ŀ ǘƘƻǊƻǳƎƘ ǊŜǾƛŜǿ ƻŦ ǘƘƛǎ ǎǳōƧŜŎǘ όάHomeostasis or channelopathy? Acquired cell 

type-specific ion channel chanƎŜǎ ƛƴ ǘŜƳǇƻǊŀƭ ƭƻōŜ ŜǇƛƭŜǇǎȅ ŀƴŘ ǘƘŜƛǊ ŀƴǘƛŜǇƛƭŜǇǘƛŎ ǇƻǘŜƴǘƛŀƭέΣ 

Wolfart and Laker, 2015), with the original studies not always attempting to relate their work to 

homeostatic plasticity. 

Changes in expression of certain ion channels that result in an increased excitability have often 

been noted in CA1 pyramidal cells. !ƴ ŜŀǊƭȅ άŀŎǉǳƛǊŜŘ ŎƘŀƴƴŜƭƻǇŀǘƘȅέ ǿŀǎ ƛŘŜƴǘƛŦƛŜŘ ǳǎƛƴƎ ǘƘŜ 

pilocarpine model of TLE. The excitability of CA1 pyramidal cells was enhanced by a 

downregulation of the A-type K+ conductance mediated by Kv4.2, leading to an increased ease 

of action potential back-propagation into the dendritic tree. Cells in epileptic hippocampi had a 

lower threshold for the transition from passive to active back-propagation (Bernard et al., 2004). 

Dendritic back-propagation is believed to contribute to both short term and long term plasticity 

(Bliss et al., 2003; Schiess et al., 2016; Sjöström et al., 2008). Another activity regulated switch 

in potassium channel expression can be seen following intraperitoneal kainate injection. Kv1.1 

levels show a bimodal distribution, with an increase in expression 14 days post-SE and a 

subsequent repression by 21 days post-SE, correlating with a decrease in action potential 

threshold (Sosanya et al., 2015). Despite the bimodal distribution in Kv1.1 expression, the 

increase in spontaneous seizure occurrence during the same time window was continuous 

(Sosanya et al., 2015), suggesting that the initial upregulation does not suppress seizures. The 

authors did not manipulate the causal pathways they identified in mediating these changes to 

test if preventing changes to Kv1.1 expression accelerated epileptogenesis. Dysregulation of HCN 

channel expression in the epileptic hippocampus has also been discovered as a source of 

pyramidal cell hyperexcitability, with dorsal CA1 cells exhibiting a downregulation of HCN1 that 

lead to increased input resistance during the chronic phase of kainate-induced TLE (Arnold et 

al., 2019).  

 

 



92 
 

3.2.5.3 Dravet syndrome and homeostasis  

The re-balancing of gene expression in genetic epilepsies, including Dravet syndrome, has also 

been demonstrated but the overall beneficial versus maladaptive nature of these changes is not 

yet understood. As previously discussed, the intrinsic hypoexcitability of interneurons in Dravet 

syndrome is transient (Favero et al., 2018) implying that the loss of sodium channels is eventually 

somehow compensated for by an as yet unclear mechanism. This compensation is apparent at 

an even earlier stage of Dravet pathogenesis when interneuron excitability is quantified in an 

intact network as opposed to in isolated brain slices (De Stasi et al., 2016), suggestive of network 

level compensations that are not apparent when interneuron excitability is assessed. The 

authors failed to address the change that normalised in vivo activity, noting an increase in the 

amplitude of mEPSCs received by cortical pyramidal cells and an increase in the amplitude of 

mIPSCs received by cortical PV-positive interneurons, both of which suggest E/I imbalance and 

not corrective synaptic scaling (De Stasi et al., 2016). The as of yet unidentified changes do not 

prevent seizure emergence and the apparently normal interneuron physiology post-

epileptogenesis raise the question of what the underlying source of hyperexcitability is.  

4. Overall aims and hypotheses 

The overall hypothesis I attempted to address in this thesis is whether epileptogenesis-

associated activity induces changes consistent with homeostatic plasticity in a model of genetic 

epilepsy and in a model of acquired epilepsy. Although the underlying pathophysiological 

mechanisms differ between the two types of epilepsy, they both share hyperactive neuronal 

circuitry as a core feature. One approach allows for the tracking of homeostatic changes in 

response to a known molecular pathology i.e. a mutant gene, the other approach allows for the 

tracking of homeostatic changes in response to a temporally defined insult. In conjunction, they 

can provide a complimentary understanding of how epileptogenesis-associated activity 

interacts with homeostatic change, as one has a comparatively simple molecular pathology and 

the other a comparatively simplified temporal emergence of pathology. Seeing the emergence 
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of homeostatic changes coincident with the suspected emergence of hyperactivity in both 

models would provide strong evidence that epileptogenesis-associated activity, regardless of 

underlying mechanisms, is associated with the induction of homeostatic processes. 

Although hyperactivity-induced homeostatic plasticity is comparatively understudied, it is clear 

that hyperactivity can induce changes to both synaptic and intrinsic properties that are 

consistent with homeostatic changes to decrease activity. How homeostatic plasticity 

contributes to epileptogenesis is a point of much contention but with limited experimental 

evidence to back up any given theory. Devising and demonstrating improved methods to assess 

it in both acquired and genetic epilepsies an important initial step. Unravelling if and when it 

occurs during epileptogenesis is an important first step to take before attempting to unravel its 

potential role in either slowing or contributing to epileptogenesis. 
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1. Aims and hypotheses 

This chapter is based on the following observations, all of which have been discussed in detail 

above: 

1. Excitatory and inhibitory transmission can exert a homeostatic influence over each 

other, with changes in one neurotransmitter system resulting in compensatory 

alterations to the other (see Chapter 1, section 2.3.1).  

2. In Dravet Syndrome, interneurons fail to undergo normal developmental maturation 

due to functional Scn1a hemizygosity resulting in a failure to undergo normal 

upregulation of Nav1.1 (see section 1.4.3.4/5)  during a period in which synaptic and 

intrinsic properties of neurons are undergoing many changes in the hippocampus, and 

elsewhere (see Chapter 1, section 2.2) 

3. Interneuron hypoexcitability is transient, yet epilepsy emerges and persists beyond this 

time window (see Chapter 1, section 1.4.3.4/5) 

Based on these data, I sought to address the following hypotheses.  

1. Interneuron hypoexcitability results in the emergence of impaired E/I balance during 

Dravet syndrome epileptogenesis. A gradual loss of interneuron excitability is expected 

to result from the inability to sufficiently upregulate Scn1a from P10 onwards. I 

evaluated if this translated into an impaired capacity to generate disynaptic IPSCs in 

hippocampal CA1 pyramidal neurons in response to Schaffer collateral stimulation. I 

focus on the hippocampus because it is implicated in generating seizures in Dravet 

Syndrome (Stein et al., 2019).  

2. Loss of inhibitory transmission results in compensatory changes to the properties of 

pyramidal cells and the EPSCs that they evoke as a homeostatic process to maintain 

the E/I balance. We know that pyramidal cell properties are altered in Dravet at specific 

developmental points (Almog et al., 2021) but do not have a detailed analysis of how 
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they change over time during epileptogenesis and how the time course of these changes 

correlate with disinhibition-generated hyperactivity.  

3. Ongoing homeostatic plasticity in Dravet mice alters the response of pyramidal cells 

to novel changes to activity levels. Given the emerging evidence that genetic 

syndromes that manifest as E/I imbalance exhibit impaired homeostatic plasticity 

responses, I sought to assess the response of CA1 pyramidal cells to pharmacological 

alterations to activity in acute slice preparations, as demonstrated for TTX application in 

Ellingford et al, 2021. Rather than focusing on TTX-induced upregulation of excitability, 

I will develop, assess, and apply a protocol that relies on 4AP-induced changes to activity 

to assess the response of response of Scn1a heterozygotes. I will focus on intrinsic 

excitability as assessment of miniature currents in Dravet has not yielded clear 

conclusions when attempting to understand how in vivo interneuron activity is 

maintained (De Stasi et al., 2016), suggesting that synaptic scaling is not the most 

pertinent mechanism to Dravet homeostasis. 

Summary of the results 

In this study I report that temporal E/I imbalance emerges between P14-16 and P18-20 in Dravet 

mice, correlating with a large increase in the rate of spontaneous synaptic activity. The onset of 

this hyperactivity coincides with several changes to synaptic and intrinsic properties that are 

consistent with homeostatic plasticity to counterbalance network disinhibition. We see that 

responses to 4AP-induced changes to ex-vivo activity are altered during early epileptogenesis. 

Surprisingly, we see also reduced pyramidal cell excitability at P10-12, raising the question of 

whether Scn1a is expressed by excitatory cells at an early point in postnatal development and 

questioning the accepted theory that Dravet pathophysiology first manifests in interneurons. 
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2. Materials and Methods 

2.1 Animal use and ethical approval 

All experimental procedures were performed in accordance with the UK Home Office legislation 

(2013) Animals Scientific Procedures Act (ASPA) 1986, under project license 13691. Mice were 

housed under a 12 hour light/dark cycle and had ad libitum access to food and water. All pups 

were kept housed with their mother from birth until experimental use. Mice of either gender 

were used, aged between postnatal day 10 (P10) and P20. Wild type mice were of the C57BL/6 

genetic background (pregnant females obtained from Charles River). Dravet syndrome (DS) 

mice, 129S-Scn1atm1Kea/Mmjax (mice which are heterozygous for the Scn1a knockout allele) 

were kindly gifted by Dr Raj Karda, UCL. DS mice, and their wild type littermates, were obtained 

by breeding C57BL/6females with 129S1/SvImJ background males heterozygous for Scn1a 

(Scn1a+/-). Data was gathered and analysed blinded to pup genotype. 

2.2 Preparation of solutions for electrophysiology 

Artificial cerebrospinal fluid (aCSF) was prepared on the day of slice preparation. Internal 

solutions used for electrophysiology recordings were prepared, aliquoted, and stored at -20°C. 

Solutions were prepared as follows: 

Table 2.2.1 Artificial cerebrospinal fluid (aCSF) 

 

 

 

 

 

 

Solute Concentration (mM) 

NaCl 125 

NaHCO3 25 

KCl 2.5 

NaH2PO4 1.25 

Glucose 2.5 

CaCl2 2 

MgCl2 1 
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Table 2.2.2 Potassium gluconate internal solution 

 

 

 

 

 

 

 

 

Table 2.2.3 Caesium gluconate internal solution 

 

 

 

 

 

 

 

 

Internal solutions had a final osmolarity of 290-295mOsm and a final pH of 7.3-7.4. pH was 

corrected with KOH. aCSF had a final osmolarity of 300-310mOsm and a pH, measured after >20 

minutes bubbling with carbogen, of between 7.3-7.5. 

Solute Concentration (mM) 

K-gluconate 125 

NaCl 25 

CaCl2 2.5 

MgSO4 1.25 

BAPTA 2.5 

Glucose 2 

HEPES 1 

MgATP 3 

Na3GTP 0.1 

Solute Concentration (mM) 

CsOH 125 

D-gluconic acid 125 

NaCl 8 

Na-Phosphocreatine 10 

HEPES 10 

EGTA 0.2 

TEA-Cl 5 

MgATP 4 

Na3GTP 0.33 

QX-314 Br 5 
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2.3 Ex-vivo brain slice preparation 

All electrophysiology experiments were conducted in freshly prepared ex vivo brain slices. Pups 

were anaesthetized via isoflurane (3-4% V/V) inhalation until loss of consciousness could be 

confirmed via lack of toe pinch reflex, and subsequently underwent cervical dislocation followed 

by immediate decapitation. The head was placed into aCSF slush to rapidly cool brain tissue. 

Dissection of the brain was performed in ice-cold aCSF, bubbled continuously with carbogen 

(95% O2, 5% CO2), both during dissection and for 20 minutes prior. Sucrose solution was not 

used during slice preparation as viable slices may be obtained using standard aCSF when young 

pups are used. 

Once removed from the skull, the brain was placed with its ventral surface resting flat on sterile 

filter paper. A cut was made at a ~15° angle, starting at the intersection between forebrain and 

cerebellum and continuing to the ventral surface, removing the cerebellum, and creating a flat 

surface on which to secure the brain during slicing. Cyanoacrylate glue was used to secure this 

surface to a slice holder, which was then submerged into the ice-cold aCSF-filled slicing chamber 

of a vibrating microtome (Leica VT1200S). aCSF was bubbled with carbogen throughout the 

slicing. Typically, 4-6 hippocampal slices were obtained. Slices were then placed into a carbogen-

bubbled holding chamber that had been heated to ~33°C via water bath. After 30 minutes, the 

slice chamber was removed from the heated bath and slices were left at room temperature (22-

24°C) for a minimum of 1 hour prior to experimentation. 

2.4  Ex-vivo exposure to prolonged 4AP application 

Slices were bathed in aCSF with 25µM 4-aminoypridine (4AP) for 6 hours. A single dorsal 

hippocampal slice was cut to divide the two hemispheres, with a cut also placed between CA3 

and CA1 to prevent recurrent CA3 connectivity generating epileptiform activity emerging. After 

6 hours, recordings were taken from the control half of the slice, whilst the 4AP-exposed slice 

was placed in normal aCSF for 1 hour to wash away any 4AP present prior to recording.  
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2.5 Electrophysiology data acquisition and protocols 

2.5.1 Recording equipment  

Recording pipettes were prepared from borosilicate glass capillary tubes with an inner diameter 

of 1.17mm and an outer diameter of 1.5mm. Capillary tubes were pulled using a two-stage drop 

puller (PC-100, Narashige) to produce pipettes with resistances of 4-рaʍΦ ! Ŏǳǘ ǿŀǎ ƳŀŘŜ 

between CA3 and CA1 before slices were transferred to a submerged recording chamber. The 

recording chamber was continuously perfused with room temperature oxygenated aCSF. When 

required, a 2-3µm radius tungsten concentric bipolar microlectrode (World Precision 

Instruments) was lowered into stratum radiatum to stimulate the Schaffer collateral pathway. 

The recording pipette was backfilled with the appropriate recording solution (see Tables 2.2.2 

and 2.2.3, above) and secured to a headstage (CV-7B, Axon Instruments) with a silver/silver 

chloride recording electrode. All data was acquired using a Multiclamp 700A amplifier (Axon 

Instruments, Molecular Devices), filtered at 10kHz and digitized at 50kHz. All protocols were 

custom-made in Signal v7 (CED Ltd). MultiClamp Commander was used to monitor and control 

pipette output settings. 

2.5.2 Obtaining whole-cell recordings 

Cells were approached with positive pressure applied through the pipette to remove any 

overlying debris and prevent debris from entering the pipette. Pipette bath voltage was offset 

and a 10mV pulse applied at 100Hz whilst approaching the cell, with the resultant current 

monitored via an oscilloscope to visually confirm changes in recording resistance. Once contact 

was made with a cell, positive pressure was released, and negative pressure applied until a high 

resistance seal (>2 gigaohm) was achieved. Capacitance transients were neutralised via 

MultiClamp Commander and further adjustments made if automated neutralisation failed to 

adequately reduce transients. Brief, strong suction was then applied to break the cell membrane 
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and gain electrical access to the cell interior, confirmed by a sudden change in seal test-evoked 

transients. 

Following break in, at least 5 minutes was allowed for internal solution to diffuse into the cell 

interior prior to the start of experiments. Whole cell access resistance was assessed by injection 

of a 100ms, 50pA hyperpolarizing pulse and only recordings from cells with access resistance 

<20aʍ and a stable holding current of between -200 and 200pA were continued. Access 

resistance and holding current were monitored throughout recordings. Recordings were 

discarded if either varied by over 20% by the end of the recording relative to initial values.  

2.5.3 Excitation/inhibition balance recordings 

2.5.3.1 Data acquisition 

Evoked and spontaneous excitatory and inhibitory currents were recorded from CA1 pyramidal 

cells in wild type C57BL/6 mice and both wild type and Dravet pups from the same litters. 

Recordings were obtained using Cs-gluconate internal solution (see Table 2.2.3) to allow 

membrane voltage to be clamped at 0mV whilst minimizing activation of voltage-gated currents. 

This solution contains caesium cations (Cs+) that block voltage-gated potassium channels and 

QX314-Br, a blocker of voltage-gated sodium channels that acts from within the cytoplasm. 

Standard aCSF (see Table 2.2.1) was modified by addition of D-AP5 (50µM), a competitive 

NMDA-type glutamate receptor (NMDAR) antagonist, to isolate AMPA receptor (AMPAR)-

mediated currents. Recordings were performed in voltage clamp configuration, with Vm initially 

set at -70mV, approximating both the resting membrane potential (RMP) for CA1 pyramidal cells 

and the typical reversal potential for GABAA receptors (EGABA).  

All currents were evoked via a microelectrode placed in stratum radiatum, close to the cell body 

layer, controlled by a DS3 Isolated Constant Current Stimulator (Digitimer). All currents were 

delivered as 100µs pulses of varying current amplitudes. Current intensity was calibrated by 

gradually increasing the amplitude delivered until an inward current was evoked, presumed to 
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be an AMPAR-mediated EPSC arising from the stimulation of Schaffer collaterals. Stimulation 

intensity was set to 120% of minimum intensity needed to evoke EPSCs. Stimuli consisted of two 

paired pulses at 100ms and 50ms intervals, with a 10 second gap between them. Each 20s sweep 

was delivered 10 times. Vm was then gradually raised to 0mV, the approximate reversal potential 

for AMPAR-mediated EPSCs to isolate GABA receptor mediated inhibitory postsynaptic currents 

(IPSCs). IPSCs were then evoked via the same stimulation protocol and delivered at the same 

stimulation intensity used to evoke EPSCs. 

2.5.3.2 Evoked current analysis 

Evoked EPSC (eEPSC) and IPSC (eIPSC) amplitude was quantified using StimFit (open-source 

software, see https://neurodroid.github.io/stimfit/). Average amplitude was calculated using 

the averaged waveform of the 20 initially evoked EPSCs and IPSCs for each cell. Sweeps were 

excluded from averaging if artefacts occurred during the stimulation period or if polysynaptic 

events made it impossible to distinguish the initial evoked current of interest. Baseline was 

defined as the averaged current in a 15ms window pre-stimulation and current amplitude was 

measured relative to this baseline. Latency was defined as the interval between the stimulation 

event and the point at which current amplitude reached 10% of maximum amplitude. Data in 

which IPSC latency was less than 1ms later than EPSC latency was excluded, as this suggests that 

the IPSC arose from direct stimulation of an interneuron rather than disynaptic inhibition evoked 

by Schaffer collateral stimulation. For calculation of excitation/inhibition (E/I) balance, the 

current evoked by initial stimuli was used. Maximal averaged eEPSC amplitude was divided by 

maximal averaged ŜLt{/ ŀƳǇƭƛǘǳŘŜΣ ǿƛǘƘ Ŝ9t{/ ŀƳǇƭƛǘǳŘŜΩǎ ǎƛƎƴ ƛƴǾŜǊǘŜŘ ŦƻǊ ŎƻƴǾŜƴƛŜƴŎŜ ƻŦ 

display. For paired-pulse ratio (PPR), the amplitude of the second evoked current was divided 

by that of the first evoked current for each of the two stimulation intervals.  

2.5.3.3 Spontaneous current analysis 

The same recordings were also used to analyse the frequency and amplitude of spontaneous 

EPSCs (sEPSCs) and IPSCs (sIPSCs). Whilst stimulation can induce recurrent activity, this was 

https://neurodroid.github.io/stimfit/
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limited by disconnecting the CA3 subfield to prevent action potentials in the recurrent CA3 

network from propagating to CA1. Any such activity is likely to last for only a few seconds post-

stimulation. All spontaneous activity assessed was excluded if it occurred within a 2 second 

window post-stimulation. Initial identification of sEPSCs and sIPSCs was performed via template 

matching in StimFit and subsequently, detected events were filtered using a custom-written 

Python script based on amplitude threshold crossing. A template was constructed through 

nonlinear regression (triexponential model) of an example EPSC/IPSC from each recording. A 

sliding threshold approach was then used (Clements and Bekkers, 1997) to extract events, with 

a low threshold to ensure as many events were detected as possible. False positives and glitches 

were then automatically filtered in Python via a thresholding approach that required all genuine 

currents to have a peak current amplitude exceeding 2x standard deviation of an event-free 

period of recording, to have the average of the 1ms window either side of the peak to exceed 

standard deviation, and to have a maximal rate of current rise (dI/dt) not exceeding 200pA/ms. 

These criteria were set to exclude small amplitude noise with current-like waveforms and 

recording artefacts, which were typically rapidly rising, brief, high amplitude events. The 

averaged waveform for each cell was then inspected to ensure false positives and artefacts had 

been successfully excluded, with subsequent manual inspection and exclusion if it appeared 

false positives had not been filtered. 

2.5.4 Temporal integration of synaptic and artificial conductances 

2.5.4.1 Data acquisition 

Temporal integration was assessed in CA1 pyramidal cells using a combination of stimulation-

evoked conductances and artificial conductances introduced via dynamic clamp. Recordings 

were obtained using a K-gluconate internal solution (see Table 2.2.2) which aims to mimic the 

natural cytosolic potassium composition, with gluconate replacing intracellular negatively 

charged proteins. Whole-cell access was obtained in voltage clamp, with current clamp mode 

then used during experimentation. Holding current was adjusted to bring Vm to -70mV. Bridge 
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balance compensation was applied to prevent voltage errors during larger current injections. 

Recordings were discarded if Vm was unstable or if holding current changed by over 20% from 

initial value.  

The classical approach to temporal integration is to use multiple stimulation electrodes to evoke 

two independent sources of excitatory and/or inhibitory input ς for example, two stimulation 

electrodes in stratum radiatum at each end of the hippocampus to stimulate two separate 

Schaffer collateral axons. This approach was attempted but was unsuccessful, seemingly due to 

the young age of pups used resulting in limited space to place the two stimulating. The proximity 

between site of stimuli and site of recording results in a high likelihood of evoking monosynaptic 

IPSPs. Instead, a single stimulation electrode was placed in stratum radiatum and an artificial 

EPSP was generated via dynamic clamp. AMPAR conductances were modelled as described 

previously (Morris et al., 2017). 

Unlike traditional current clamp approaches, dynamic clamp allows for the injection of 

conductances rather than currents. Current clamp allows for the injection of current waveforms, 

such as a square pulse of fixed amplitude, and allows the experimenter to monitor the changes 

in Vm evoked by that waveform. Currents evoked by synaptic transmission do of course not give 

rise to square pulse waveforms ς they instead give rise to a current waveform that depends on 

the reversal potential for that synaptic event (ESyn), determined by the combined reversal 

potentials for all participating channels, the membrane voltage (Vm), and the total resistance 

experienced by those channels. Dynamic clamp aims to replicate the voltage-dependency of 

injected currents to replicate the effects of channel opening in order to generate more 

physiologically accurate waveforms. In standard current injection, the current injection sums 

ǿƛǘƘ ŀƭƭ ƻǘƘŜǊ ŎǳǊǊŜƴǘǎ ǇŀǎǎƛƴƎ ǘƘŜ ƳŜƳōǊŀƴŜ ǘƻ ŎƘŀǊƎŜ ǘƘŜ ƭƛǇƛŘ ōƛƭŀȅŜǊΩǎ ŎŀǇŀŎƛǘŀƴŎŜΥ 
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where C is capacitance,  is the progressive change in membrane voltage over time, g is 

conductance, ERev is conductance reversal potential, and Iinj is the current injected. Note that the 

Iinj term has no dependence on Vm. In contrast, in dynamic clamp, the injected current is made 

to depend on the driving force of the conductance one is trying to replicate such that: 

)  Ç  6  %  

Ḉ #
Ä6

ÄÔ
 Ç 6  % Ç  6  %  

where gdc and Edc are the conductance and reversal potential for the current being replicated. In 

practice, this must be done by a rapidly implemented loop in which Iinj is adjusted as Vm changes. 

 

 

Figure 2.5.1 Dynamic clamp is mediated by a rapid 
feedback loop 

In whole cell current clamp mode, an artificial current is 
introduced, its effect on Vm recorded, and the artificial 
current injection adapted dependent on the change in Vm 
and the reversal potential of the conductance being 
modelled. This allows artificial waveforms similar in 
morphology and functional effect to physiological 
conductances to be introduced to recorded cells. 

 

 

 

Single channel conductance was set at 0.28nS, reversal potential at 0mV, and a decay constant 

όˍύ ƻŦ пƳǎΦ Conductance was calibrated by injecting increasingly large AMPAR-like conductances 

in steps of 0.28nS until firing threshold was reached. This threshold conductance was then 

reduced by 30%. Stimulation intensity was calibrated by establishing synaptic EPSP latency and 

introducing the artificial synaptic conductance simultaneous to the start of the EPSP. Stimulation 

intensity was then adjusted until the simultaneous delivery of a synaptic and artificial EPSP had 
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a 50-90% chance of eliciting an action potential (AP). Conductance was also adjusted if this 

proved challenging, with a lower limit of 50% of conductance threshold and an upper limit of 

80% of threshold conductance. The slice was stimulated every 10 seconds and the artificial EPSP 

conductance was delivered with an increasing interstimulus interval (ISI), starting at ISI = 0ms 

and increasing to ISI = 15ms. Throughout recordings, stimulation alone and artificial EPSP alone 

were delivered every sweep to ensure neither could elicit firing, although a single action 

potential for each was permitted to allow for the possibility of evoking firing due to summation 

of spontaneous activity or fluctuations in Vm. For each cell, 10 sweeps were attempted, but a 

minimum of 5 was deemed acceptable. 

2.5.4.2 Summation analysis and evoked potential properties 

Summation properties were analysed by simple visual confirmation of action potential 

generation at each ISI. Cells were excluded from analysis if either slice stimulation alone or 

conductance injection alone evoked more than a single action potential during the 10 sweeps. 

Cells were also excluded if spontaneous firing occurred during the recording. Once all raw data 

was analysed, further analyses were performed, such as calculating area under the curve for 

ŜŀŎƘ ŎŜƭƭΩǎ ŘŀǘŀǎŜǘ ƻǊ by fitting a Gaussian curve to the datasets. Fitting was achieved by first 

creating a mirror of the dataset, duplicating the data at ISI of 0 to -15ms, in order to create a 

symmetric distribution of action potential probabilities. Fitted curves were compared via extra 

sum of squares F-test ŀƴŘ ōȅ ŎƻƳǇŀǊƛǎƻƴ ƻŦ ˋ ǾŀƭǳŜǎ ŀǎǎƻŎƛŀǘŜŘ ǿƛǘƘ ŜŀŎƘ ŎǳǊǾŜΦ Charge transfer 

for the EPSP and IPSP component of stimulation evoked conductances for each recording, along 

with EPSP and IPSP peak. Net charge transfer was calculated by subtracting EPSP area from IPSP 

area. The relationship between net charge transfer and total number of action potentials evoked 

during recordings was fitted with a standard linear regression. 
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2.5.5 Intrinsic cell excitability during early postnatal development  

2.5.5.1 Data acquisition 

Current injection of various waveforms was used to assess the excitability, action potential 

properties, and sag potentials seen in CA1 pyramidal cells during DS epileptogenesis. Recordings 

were obtained using K-gluconate internal solution (see Table 2.2.2). All recordings were 

obtained as described above (see section 2.5.4.1). All recordings come from cells in which 

integration data was subsequently gathered or was attempted to be gathered.  

Input-output curves were generated by injection of a 500ms square current pulse, ranging from    

-40 to 200pA, with a 3 second gap between the start of each sequential pulse. Current injection 

was increased by 10pA between each sweep. Ramp injections were used to establish rheobase 

for each cell. The AP evoked at rheobase and the initial AP evoked during 100pA current step 

injection were used to define action potential properties for that cell. Ramp injections consisted 

of 5 sweeps in which current slopes were injected, 1000ms in length, during which current 

increased from 0pA (relative to holding current) up to 200pA. Sag potentials were generated by 

injection of a 500ms square current pulse, ranging from 0 to -200pA, to generate a 

hyperpolarizing voltage response.  

2.5.5.2 Current step analysis 

Action potentials were detected from current step data using a custom-written Python script (A. 

Snowball, formerly of UCL). Action potentials were defined as events in which Vm crossed 0mV. 

Action potential-like waveforms that failed to reach 0mV were not counted. Current step plots 

for each cell were fitted with sigmoidal curves to provide further parameters with which to 

contrast genotypes. In addition to firing, each step was also used to assess medium 

afterhyperpolarization (mAHP) using a custom-written Python script. mAHP was defined as the 

minimum amplitude in the 250ms after the end of the current step relative to pre-step baseline. 
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2.5.5.3 Action potential property analysis  

Action potentials evoked at rheobase were used to define properties of individual action 

potential waveforms. All analysis was done using custom-written Python scripts. The following 

properties were defined for each detected action potential on the basis of action potential 

initiation being the point at which dV/dt reaches 10mV/ms ς voltage threshold, time of voltage 

threshold crossing, maximal dV/dt, maximal voltage reached, time of maximal voltage, minimal 

dV/dt, after-AP voltage reached (i.e. AHP/ADP) relative to membrane voltage at initiation, time 

of AHP/ADP peak, and half-width. Parameters are illustrated below in Figure 2.5.2. 

 

 

 

Figure 2.5.2 Typical 
morphology and parameters 
defined in action potential 
analyses All parameters are 
defined as described above. 

 

 

Rheobase was defined using the time of threshold crossing to establish where on the current 

slope the initiation of firing occurred.  

2.5.5.4 Phase plot analysis 

For visualization of potential changes to action potential waveform, phase plots were produced. 

These plots entail plotting the rate of voltage change (dV/dt) versus membrane voltage. As with 

waveform analysis, the first AP evoked by slope injection i.e. a spike evoked at rheobase and the 

first AP evoked at 100pA current step injection were used. A 17.5ms epoch was extracted, 

centred around the peak of AP waveform, and dV/dT was calculated for this epoch. The average 

of both membrane voltage and dV/dT for each cell were then plotted to produce final plots for 

each age group and genotype. 
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2.5.5.5 Sag potential analysis 

Sag potentials, indicative of HCN channel expression due to their hyperpolarization-activated 

inward current, were generated through a series of hyperpolarizing current steps. Analysis was 

done by subtracting the minimal voltage reached during the first 250ms of the current step from 

the steady state voltage reached during the final 25ms of the step. The potential was plotted 

against the current step for and fitted with a standard linear regression for each genotype at 

each age.  

2.5.6 Evaluating ex-vivo homeostatic plasticity  

Slices were bathed in 4AP for 6 hours, as described above (2.4). The same protocols as described 

in section 2.5.5 were applied when evaluating intrinsic plasticity of cells after prolonged 4AP 

exposure. Data is presented as both raw values and as the averaged data for 4AP exposed tissue 

minus the averaged data for control tissue. This enabled a more direct comparison between WT 

and DS littermates, helping to understand if homeostatic processes are impaired in DS mice 

during postnatal development. 

2.6 Statistical analysis 

All statistical analysis was performed using Prism v6, GraphPad Software, with initial data 

handling and processing performed using a combination of Microsoft Excel and custom-written 

Python scripts to automate certain aspects of data processing. All statistical analysis was 

performed with statistical significance defined as a p-value of 0.05 or below. When required, 

Řŀǘŀ ǿŀǎ ŀǎǎŜǎǎŜŘ ŦƻǊ ƴƻǊƳŀƭƛǘȅ ƻŦ ŘƛǎǘǊƛōǳǘƛƻƴ Ǿƛŀ ǘƘŜ 5Ω!Ǝƻǎǘƛƴƻ-Pearson test. All multiple 

comparison tests used post-ANOVA were performed using 5ǳƴƴΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘ 

following 1-way ANOVA and Holm-SidakΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴ test was used following 2-way 

ANOVA. All distributions were compared via Kolmogorov-Smirnov (K-S) test. Fitted data were 

compared via extra sum-of-squares F-test. For all graphs: *  = p<0.05, **  = p<0.01, ***  = p<0.001, 

****  = p<0.0001.  
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3. Results 

3.1 Excitation/inhibition balance at the Schaffer collateral synapse in 

Dravet syndrome during postnatal development 

The ratio between the monosynaptic excitation and feedforward inhibition a given projection 

generates displays consistency across different neurons that projection innervates (Adesnik, 

2018; Bhatia et al., 2019; Lee et al., 2017), termed temporal E/I balance. Both excitatory and 

inhibitory synapses can undergo modulation to maintain that balance. I set out to define how 

excitation/inhibition (E/I) balance changes during epileptogenesis in DS mice to address the 

hypothesis the emergence of impaired interneuron excitability results in impaired disynaptic 

inhibition, thus generating E/I imbalance, and that excitatory transmission undergoes 

compensatory changes in response. 

3.1.1 Excitation/inhibition balance during postnatal development in C57BL/6 mice 

Initial work set out to evaluate the proposed protocol by assessing postnatal development (P10-

P20) of E/I balance at the Schaffer collateral (SC) synapse in C57BL/6 mice. The recording 

configuration is depicted in Figure 3.1.1a. During this postnatal developmental window, both 

eEPSC and eIPSC amplitude progressively increase between each time point (P10-12, P14-16, 

P18-20) (Fig. 3.1.1c). Between P10-12 and P18-20, eEPSC amplitude increased by 55.3% whilst 

eIPSC amplitude increased by 128.5%. The increase in eIPSC amplitude represents a significant 

change between P10 and P20 (p=0.006, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘ). 

Proportionately larger increases in IPSC amplitude resulted in a continuous reduction in E/I ratio 

between each time point relative to P10-12 (Fig 3.1.1d) όǇҐлΦлнф ŀƴŘ лΦлло ǊŜǎǇŜŎǘƛǾŜƭȅΣ 5ǳƴƴΩǎ 

multiple comparison test). Paired pulse ratios (PPRs) were measured at two intervals, 100ms 

and 50ms, for both EPSCs and IPSCs to assess potential presynaptic changes. A PPR above 1 

indicates that the second of the paired pulse-evoked currents is larger in amplitude than the 

first. No significant changes were seen in PPR values (2-way ANOVA with Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ 
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comparisons test) suggesting that large presynaptic changes do not occur during postnatal 

development in C57BL/6 mice (Fig. 3.1.1e). 

 

Figure 3.1.1. Incremental maturation of excitatory and inhibitory currents generates a reduction 
in E/I ratio between P10 and P20 in C57BL/6 mice All points in c and e represent mean ± SEM. 
Points in plot d represent individual E/I values, with mean ± SEM shown via a box plot. a. A cartoon 
representation of the experimental paradigm used to evoke monosynaptic EPSCs and disynaptic 
IPSCs by stimulation of the Schaffer collaterals that project from CA3 pyramidal cells (red) to both 
pyramidal cells (blue) and local interneurons (green) of CA1. b. Representative EPSC (lower trace) 
and IPSC (upper trace) for each age group. c. eEPSC amplitudes do not change during postnatal 
development between P10 and P20 (p=0.058, 1-way ANOVA), with no significant differences 
between developmental time-points (p=0.338, p=0.052, p=0.338 for differences between P10-12 
and P14-16, P10-12 and P18-20, and P14-16 and P18-20 respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ 
comparisons test). In contrast, eIPSC amplitude significantly increases during postnatal 
development (p=0.008, 1-way ANOVA), with a significant difference between P10-12 and P18-20 
(** p=0.006, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ ōǳǘ ƴƻǘ ōŜǘǿŜŜƴ tмл-12 and P14-16 
(p=0.163, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ ƻǊ ōŜǘǿŜŜƴ tмп-16 and P18-20 (p=0.163, 
Holm-{ƛŘŀƪΩǎ multiple comparisons test). d. E/I ratio is significantly reduced at both P14-16 and 
P18-20 when compared with initial E/I ratios recorded at P10-12 (* p=0.029 and ** p=0.0033 
ǊŜǎǇŜŎǘƛǾŜƭȅΣ 5ǳƴƴΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ. No difference was noted between P14-16 and 
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P18-20 (p>0.999, 5ǳƴƴΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘ). e. PPR was assessed at both a 50ms interval 
(ei.) and a 100ms interval (eii.). Neither showed any significant differences between means for 
either eEPSCs (p=0.583 and p=0.343 respectively, 1-way ANOVA) or eIPSCs (p=0.137 and p=0.754 
respectively, 1-way ANOVA). No significant inter-age differences were seen at a 50ms interval for 
both eEPSCs and eIPSCs (p=0.768, 0.768, and 0.663 for eEPSCs between P10-12 and P14-16, P10-
12 and P18-20, and P14-16 and P18-20 respectively; p=0.920, 0.205, and 0.205 for eIPSCs 
between P10-12 and P14-16, P10-12 and P18-20, and P14-16 and P18-20 respectively) or at a 
100ms interval (p=0.591, 0.695, and 0.408 for eEPSCs between P10-12 and P14-16, P10-12 and 
P18-20, and P14-16 and P18-20 respectively; p=0.918, 0.862, and 0. 862 for eIPSCs between P10-
12 and P14-16, P10-12 and P18-20, and P14-16 and P18-20 respectively).n = [38, 36, 32 cells], [6, 
5, 5 mice] at P10-12, P14-16, and P18-20 respectively.  

 

3.1.2 E/I ratio is increased at P18-20 in Dravet syndrome mice  

The same protocol was employed to probe E/I balance at the Schaffer collateral synapse in 

Dravet syndrome pups and their homozygous littermates to test the impact of expected 

interneuron hypoexcitability on inhibitory transmission. I found that deficits to inhibitory 

synaptic transmission emerge at between P16 and P18, as predicted by the expression pattern 

of Nav1.1 across early postnatal development. The deficit in inhibitory transmission did not alter 

the overall development of excitatory transmission. 

3.1.2.1 E/I imbalance emerges by P18-20 in DS mice but is preceded by subtle changes to 

inhibitory transmission 

Between P10-12 and P18-20, eEPSC amplitude (Fig. 3.1.2ai) increased by 119.3% and 184.4% for 

WT and DS mice respectively; with eIPSC amplitude (Fig 3.1.2aii) increasing by 217.7% and 

300.1%. Throughout postnatal development the mean IPSC amplitude was consistently lower in 

DS than WT mice. A two-way ANOVA test  revealed a significant genotype-dependent deficit in 

eIPSC amplitude across the 3 age groups (p=0.0245, 2-way ANOVA). eEPSC amplitude showed 

no genotype dependent differences (p=0.90, 2-way ANOVA). Consistent with the findings in 

C57BL/6 mice, the E/I ratio decreased progressively with development in wildtype mice. In 

contrast, E/I ratio progressively increased in DS mice (Fig. 3.1.2b). and by P18-20, the E/I ratio 

was significantly higher in DS mice than in their WT littermates, with an average ratio 

of0.89±0.13 and 4.07±1.26  for WT and DS mice respectively (p=0.036, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ 
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comparison test). However, no significant genotype-dependent effect on E/I ratio was detected 

(p=0.073, 2-way ANOVA).  

 

Figure 3.1.2 Impaired IPSC amplitude maturation results in an altered E/I ratio by P18-20 in DS 
mice  All data points represent mean ± SEM for each genotype at each age group. ai and aii show 
developmental changes in eEPSC and eIPSC amplitude respectively in WT and DS mice between 
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postnatal days 10 and 20. IPSC maturation, unlike EPSC maturation (p=0.901, 2-way ANOVA), is 
significantly impacted by genotype (* p=0.047, 2-way ANOVA). No inter-genotype differences 
between different age groups were noted for either eEPSCs (p=0.985 for each age group, Holm-
{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ ƻǊ ŜLt{/ǎ όǇҐлΦрооΣ лΦрооΣ ŀƴŘ лΦлтр ŀǘ tмл-12, P14-16, P18-
20 respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊisons test). b. No significant overall inter-genotype 
difference was noted in E-I balance (p=0.645, 2-way ANOVA). An inter-genotype difference was 
detected at P18-20 (p=0.038, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύΣ ǿƛǘƘ ƴƻ ŘƛŦŦŜǊŜƴŎŜǎ ǎŜŜƴ 
at either P10-12 or P14-16 (p=0.887 for both age groups, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ 
test). ci ς ciii show the paired EPSC and IPSC amplitudes for each cell across the three age groups. 
di and dii display the probability of successfully evoking EPSCs and IPSCs respectively at each age 
group. IPSC probability is significantly reduced in DS mice (* p=0.034, 2-way ANOVA), whilst EPSC 
probability is unaffected (p=0.711, 2-way ANOVA). No inter-genotype differences are noted at 
any time points for either EPSC failure rate (p=0.390, 0.444, and 0.750 at P10-12, P14-16, and 
P18-20 respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ ƻǊ Lt{/ ŦŀƛƭǳǊŜ ǊŀǘŜ όǇҐлΦтппΣ лΦннсΣ 
and 0.226 at P10-12, P14-16, and P18-20 respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύΦ 
n = [(32, 16, 13) vs (12, 21, 33) cells] and [(8, 6, 6) vs (4, 5, 8) mice]. 

 

The probability of successfully evoking EPSCs and IPSCs was quantified by counting the number 

of stimulation events that successfully generated a detectable current with a maximal amplitude 

greater than baseline standard deviation. EPSC success rate (Fig 3.1.2ci) was unaltered between 

the two genotypes and remained stable over time (p=0.71, 2-way ANOVA with Holm-{ƛŘŀƪΩǎ 

multiple comparisons test), whereas IPSC success rate (Fig 3.1.2cii) was decreased in DS mice 

from P14-16 onwards, resulting in a significant genotype-dependent effect (p=0.034, 2-way 

ANOVA with Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘ). The stimulation intensity used for each 

genotype for each age group is shown in Supplementary Figure 1. Stimulation intensity did not 

significantly differ between genotypes in any age group. 

When the distribution of eEPSC amplitudes was analysed, no genotype-dependent differences 

emerged in any age group (Fig. 3.1.3ai-aiii). The eIPSC distribution was different at both P10-12 

and P18-20, with the Kolmogorov-Smirnov test showing that DS eIPSCs are significantly smaller 

than WT eIPSCs at both ages (p=0.021 and 0.011 respectively, KolmogorovςSmirnov test) (Fig. 

3.1.3bi-biii). eIPSC distribution shows a leftwards shift in DS mice. In addition, the distribution 

of E/I ratios was altered at P18-20 (Fig. 3.1.3ci-ciii). These results suggest that subtle deficits in 

inhibitory transmission may precede the onset of overt interneuron hypoexcitability (Favero et 

al., 2018).  
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3.1.2.2 Paired-pulse ratios are unaltered between WT and DS mice 

As with C57BL/6 mice (see Fig. 3.1.1e), none of the four PPR datasets showed any significant 

age-related changes. Similarly, no genotype-dependent differences in PPR were observed (Fig. 

3.1.4). This implies that presynaptic release properties are not altered by Scn1a hemizygosity. It 

is worth noting that in recordings in which initial stimulation failed to evoke any detectable 

current, which was found to be significantly more likely to occur for DS eIPSC recordings at both 

P14-16 and P18-20 (Fig. 3.1.2cii), it is not possible to calculate a PPR. Given that this population 

of cells seems highly relevant to the reduced inhibitory functionality involved in Dravet 

Syndrome pathophysiology, their exclusion may be relevant to the lack of effect seen. 

 

Figure 3.1.3 eIPSC distribution is altered at both P10-12 and P18-20 in DS mice All datasets 
represent cumulative frequency distribution of either current amplitudes (a + b) or E/I ratios (c) 
recorded in WT or DS mice. a. Frequency distribution of eEPSC amplitude across 3 age groups 
show no alteration between WT and DS mice, in accordance with averaged data (p=0.188, 0.712, 
and 0.378 respectively, Kolmogorov-Smirnov test). b. Frequency distribution of eIPSC amplitude 
is altered at both P10-12 and P18-20 (* p=0.021 and p=0.011 respectively, Kolmogorov-Smirnov 
test) but not at P14-16 (p=0.886, Kolmogorov-Smirnov test) in DS mice. c. Frequency distribution 
in E/I ratio is differs between WT and DS mice at P18-20 (* p=0.0347, Kolmogorov-Smirnov test), 
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but not at P10-12 or P14-16 (p=0.544 and 0.238 respectively, Kolmogorov-Smirnov test). n = [(32, 
16, 13) vs (12, 21, 33) cells] and [(8, 6, 6) vs (4, 5, 8) mice]. 

Figure 3.1.4 Paired-pulse ratios are not significantly altered by either age or genotype during 
postnatal development for either eEPSCs or eIPSCs All data represent mean PPR ± SEM. a. No 
genotype-dependent effect was noted for EPSC PPR at 50ms (p=0.326, 2-way ANOVA) or between 
genotypes at any age group (p=0.888, 0.888, and 0.348 for each age group respectively, Holm-
{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴ ǘŜǎǘύΦ b. No genotype-dependent effect was noted for EPSC PPR at 
100ms (p=0.327, 2-way ANOVA) or between genotypes at any age group (p=0.952, 0. 952, and 
0.465 for each age group respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴ ǘŜǎǘύΦ c. No genotype-
dependent effect was noted for EPSC PPR at 50ms (p=0.820, 2-way ANOVA) or between 
genotypes at any age group (p=0.997, 0.997, and 0.978 for each age group respectively, Holm-
{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴ ǘŜǎǘύΦ d. No genotype-dependent effect was noted for EPSC PPR at 
50ms (p=0.829, 2-way ANOVA) or between genotypes at any age group (p=0.743 for each age 
group respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴ ǘŜǎǘύΦ n = [(32, 16, 13) vs (12, 21, 33) cells] 
and [(8, 6, 6) vs (4, 5, 8) mice]. 

 

3.1.2.3 Multiple properties of both eEPSCs and eIPSCs are altered during postnatal maturation 

in DS mice 

In addition to amplitude and E/I ratio, exploratory analysis of other parameters was also 

performed for the evoked currents recorded. Such parameters can be indicative of both 

presynaptic changes and postsynaptic changes and may offer limited insight into the origin of 

E/I imbalance noted in DS cells or potential glutamatergic adaptations to inhibitory dysfunction. 

For example, altered current decay rates can indicate altered rates of neurotransmitter re-
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uptake (Otis et al., 1996; Takahashi et al., 1995) whilst altered rise times could suggest changes 

to postsynaptic receptor subunit composition (Angulo et al., 1997). Whilst these analyses do not 

provide direct evidence of the underlying causality of changes seen, they can help guide future 

work.For each current that passed the criteria for inclusion in amplitude analysis, half-width, 10-

90% rise time, maximal rise and decay slope, and latency were assessed. DS mice had a 

decreased eIPSC half-width (p=0.008, 2-way ANOVA), with a prominent decrease seen at P14-

16. WT eIPSC half-width was 47.8±16.5ms, whilst DS half-width was 19.0±5.3ms (Fig. 3.1.5aii, 

p=0.036, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύΦ hƴ ŀǾŜǊŀƎŜΣ ŀ ппΦо҈ ǊŜŘǳŎǘƛƻƴ ƛƴ ƘŀƭŦ-width 

was seen across the 3 age groups, with a 60.13% reduction seen at P14-16. No differences were 

noted for eEPSC half-width at any age (Fig. 3.1.5ai). 10-90% rise time was significantly altered 

by genotype for both eEPSCs and eIPSCs (Fig. 3.1.5bi + bii, p=0.029 + p= 0.004 respectively, 2-

way ANOVA), again most prominently at P14-16. For eIPSCs, maximal rise was significantly 

slower in DS mice at P18-20 (Fig. 3.1.5cii, p=0.008, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ ōǳǘ 

no overall genotype-dependent effect was seen. No differences in eEPSC rise were detected. 

Maximal decay slope was significantly increased for eEPSCs in DS mice at P14-16 (Fig. 3.1.5di, 

p=0.009, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ ōǳǘ ǿŀǎ ǳƴŀƭǘŜǊŜŘ ŦƻǊ ŀƭƭ ƻǘƘŜǊ ŀƎŜ ƎǊƻǳǇǎ ŀƴŘ 

for eIPSC decay slopes.  

3.1.3 Summary 

In this section I have evaluated the properties of both excitatory and inhibitory transmission at 

the Schaffer collateral synapse. As hypothesized, a deficit in inhibitory transmission emerged 

between P10 and P20 in DS mice. This change emerges at least in part as a result of a reduced 

probability of evoking inhibitory transmission. Although E/I imbalance was only detected at P18-

20, subtle alterations to IPSC properties were noted prior to P18-20, with a trend towards a 

reduced IPSC amplitude noted throughout the epileptogenic period and a reduced IPSC 

probability already apparent at P14-16. Although some alterations to EPSC properties could be 
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seen, they are not sufficient to prevent E/I imbalance as overall EPSC amplitude continuously 

rises between ages. 

 

Figure 3.1.5 Multiple parameters of both eEPSCs and eIPSCs are altered during postnatal 
development in DS All figures on the left side of the page display EPSC data, all those on the right 
display IPSC data. All data points represent mean ± SEM. a. Current halfwidth is unaffected for 
eEPSCs (p=0.183, 2-way ANOVA) (ai) but a significant genotype-dependent reduction for eIPSC 

EPSC IPSC 
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halfwidth can be seen in aii (** p=0.008, 2-way ANOVA). eEPSC halfwidth is unaltered by genotype 
at any timepoint (p=0.457, 0.994, and 0.555 for each age group respectively, Holm-{ƛŘŀƪΩǎ 
ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘύΣ ǿƘƛƭǎǘ ŜLt{/ ƘŀƭŦǿƛŘǘƘ ƛǎ ƻƴƭȅ ŀƭǘŜǊŜŘ ŀǘ tмп-16 (p=0.447, 0.036, and 
0.447 for each age group respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘύΦ b. Current rise 
time is significantly reduced for both eEPSCs (bi.) and eIPSCs (bii.) (** p=0.003 and ** p =0.004 
respectively). Both eEPSC and eIPSC rise time significantly differ between genotypes at P14-16 
(p=0.064, * 0.022, and 0.762 for eEPSCs at age group respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ 
ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘΤ ǇҐлΦпнмΣ ϝ лΦлнфΣ ŀƴŘ лΦмрф ŦƻǊ ŜLt{/ǎ ŀǘ ŀƎŜ ƎǊƻǳǇ ǊŜǎǇŜŎǘƛǾŜƭȅΣ IƻƭƳ-{ƛŘŀƪΩǎ 
ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘύΦ c. Neither eEPSC (ci.) or eIPSC (cii.) maximal rising slope are 
significantly altered in DS (p=0.332 and 0.820 respectively, 2-way ANOVA). No age groups show 
differences in eEPSC rising slope (p=0.079, 0.068, and 0.060 for each age group respectively, 
Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘest), whilst eIPSC rising slope only differ in DS at P18-20 
(p=0.252, 0.294, and ** 0.008 for each age group respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ 
comparisons test). d. Similarly, neither eEPSC (ci.) or eIPSC (cii.) maximal decay slope is 
significantly altered in DS (p=0.066 and 0.956 respectively, 2-way ANOVA). Whilst eEPSCs display 
a significant genotype-dependent effect at P14-16 (p=0.188, ** 0.009, and 0.188 respectively, 
Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύΣ ŜLt{/ǎ ŘƛǎǇƭŀȅ ƴƻ ŘƛŦŦŜǊŜƴŎŜǎ ƛƴ ŘŜŎŀȅ ǎƭƻǇe at any age 
group (p=0.573, 0.522, and 0.205 respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύΦe. 
Latency between stimulus and evoked current (ei+eii.) is unaltered for both eEPSCs and eIPSCs 
(p=0.253 and 0.169 respectively, 2-way ANOVA). eEPSC latency is altered at age P14-16 (p=0.914, 
* 0.028, and 0.673) whilst eIPSCs display no differences in latency at any age group (p=0.234, 
0.530, and 0.642 respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ. Data is not corrected for 
multiple comparisons across parameters as these datasets are exploratory, with E/I ratio the key 
parameter quantified from these recordings. n = [(32, 16, 13) vs (12, 21, 33) cells] and [(8, 6, 6) vs 
(4, 5, 8) mice] 
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3.2 Spontaneous excitatory and inhibitory transmission during DS 

postnatal maturation 

Having confirmed that evoked inhibitory transmission is impaired by late-stage Dravet syndrome 

epileptogenesis I set out to assess how interneuron hypoexcitability affects the frequency and 

amplitude of spontaneous synaptic transmission. Once again changes to inhibitory transmission 

could be seen earlier than anticipated, with changes also seen to excitatory transmission at the 

same ages. These data provide strong evidence that spontaneous activity is altered prior to the 

onset of severe interneuron hypoexcitability and E/I imbalance. 

3.2.1 Frequency and amplitude of spontaneous EPSCs and IPSCs are altered in Dravet syndrome 

Examples of a burst of both spontaneous excitatory (red) and inhibitory (black) activity (Fig. 

3.2.1a) along with averaged current waveforms taken from a single cell (Fig. 3.2.1b) are shown 

below. By P14-16, sEPSC frequency was significantly reduced in DS mice (p=0.039, Holm-{ƛŘŀƪΩǎ 

multiple comparisons test), with an average frequency of 45.9±7.9Hz in WT versus 23.8±4.1Hz 

in DS. The frequency of sEPSCs in DS cells then climbed rapidly by P18-20 to become significantly 

greater than in WT cells (p=0.007, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ, with an average 

frequency of 32.8±3.0Hz in WT versus 52.7±6.1Hz in DS. 

Spontaneous IPSC (sIPSC) frequency (Fig. 3.2.1ci) showed a significant genotype-dependent 

alteration (p=0.009, 2-way ANOVA) and showed significant reduction in DS mice at both P10-12 

and P14-16 (p=0.015 for both, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύ before returning to WT 

levels by P18-20. Initially at P10-12, average sIPSC frequency was just 3.8±0.8Hz, whilst WT cells 

received an average frequency of 25.8±8.8Hz. Both WT and DS frequencies increased by a similar 

percentage between P10-12 and P14-16, bringing DS frequency to 13.5±2.6Hz and the WT 

frequency to 36.5±8.3Hz By P18-20, WT sIPSC frequency had declined, as it had for sEPSC 

frequency, down to 29.1±3.7Hz. DS sIPSC frequency rose sharply to reach a maximum of 

37.3±4.9Hz. 
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Figure 3.2.1 Spontaneous EPSC and IPSC frequency are altered during development in DS                   
a. Example traces in which a high frequency burst of EPSCs (red) or IPSCs (black) occurs in a P18 
DS recording. b. Averaged waveform of sEPSCs (red) and sIPSCs (black) from a single cell. c. cii. 
depicts frequency of sEPSCs detected at each age group for both WT and DS cells. No overall 
genotype-dependent effect on mean frequency is noted (p=0.372, 2-way ANOVA), but multiple 
comparisons show an initial deficit in eEPSC frequency at P14-16 (** p=0.0039) followed by 
hyperactivity relative to WT at P18-20 (** p=0.0074). No change was seen at P10-12 (p=0.229). 
Frequency of sIPSCs (cii) is significantly altered by DS (p=0.0094) and a consistently lowered sIPSC 
frequency was seen the first two age groups (* p=0.015 for both), with no difference at P18-20 
(p=0.306). d. Analysis of mean amplitude data (di + dii) does not reveal any overall genotype-
dependent effects for either sEPSCs or sIPSCs (p=0.280 and 0.553, 2-way ANOVA). No effect was 
seen at any age-group for either sEPSCs (p=0.656, 0.231, and 0.656, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ 
ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘύ ƻǊ ǎLt{/ǎ όǇҐлΦупуΣ лΦмтпΣ ŀƴŘ лΦтрсΣ IƻƭƳ-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ 
test). n = 15 cells for each time point and for each genotype. 
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Figure 3.2.2 Distribution of sEPSC and sIPSC amplitudes are significantly altered by DS at P18-20. 
All data shows averaged current amplitude distributions calculated for each cell. At P10-12 and 
P14-16, neither sEPSC (p=0.505 and 0.061 respectively, 2-way ANOVA) and sIPSC (p=0.055 and 
0.070 respectively, 2-way ANOVA) distributions are significantly altered (ai-aii and bi-bii).By P18-
20, both sEPSC and sIPSC distributions are significantly leftward shifted, displaying smaller 
amplitude currents in Dravet syndrome neurons (*** p = 0.008, ** p = 0.04, 2-way ANOVA). n = 
15 cells for each time point and for each genotype. 

 

Current amplitude data was derived by calculating peak amplitude of each detected current, 

then calculating the mean amplitude for each cell for both EPSCs and IPSCs. No significant 
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differences in mean current were seen at any age group (Fig. 3.2.1di + dii). However, the 

distribution of current amplitudes for both sEPSCs and sIPSCs (Fig 3.2.2aiii + biii) were 

significantly different at P18-20, with both displaying a leftward shift in amplitude distribution. 

Distributions were unaltered at younger ages. 

3.2.2 Summary 

This dataset reveals a surprising loss of spontaneous activity at both P10-12 and P14-16 in DS 

pups, with both spontaneous excitatory and inhibitory transmission reduced at these ages. The 

onset of E/I imbalance in DS (see section 3.2.1) coincides with a large increase in sEPSC and sIPSC 

frequency with a simultaneous decrease in sEPSC and sIPSC amplitude distributions.  
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3.3 Intrinsic properties of CA1 pyramidal cells undergo large changes 

during early postnatal development in Dravet syndrome 

Changes in circuit activity levels can arise from changes in intrinsic as well as synaptic properties 

(e.g. Estacion et al., 2014; Huang et al., 2009; Spratt et al., 2021), with consequences for overall 

circuit excitability a result of both phenomena in combination. In this section, I seek to address 

whether postnatal development in Dravet Syndrome is associated with changes to the intrinsic 

properties of hippocampal pyramidal cells in addition to the well-established hypoexcitability 

seen in interneurons. In DS, pyramidal cell excitability is not decreased by Scn1a loss-of-function 

and is even moderately increased at certain ages (Almog et al., 2021). This lack of effect is 

generally thought to be because their sodium currents are primarily mediated by Scn2a (NaV1.2) 

and Scn8a (NaV1.6) (Royeck et al., 2008). Whilst Scn1a hemizygosity is therefore not expected 

to directly impact upon pyramidal cell excitability (Yu et al., 2006), the changes in network level 

excitability consequent to diminished inhibition could be anticipated to lead to compensatory 

changes in the properties of pyramidal cells participating in that network (see Chapter 1, 2.3.1).  

So far, we have demonstrated that hyperactivity, when quantified by spontaneous current rate, 

does not manifest until after P14-16 and that early stages of Dravet may even be characterised 

by a general reduction in network excitability (see Fig. 3.2.1.). The following data supports this 

conclusion, identifying a surprising reduction in pyramidal cell intrinsic excitability as the most 

likely cause of that initial (P10-12) reduction.  

3.3.1 Slice hypoactivity may be explained by loss of intrinsic pyramidal cell activity at P10-12 

Although square pulse current injections are not comparable to the waveforms that 

physiological currents produce, they are indicative of many of the intrinsic properties that 

determine how neurons would respond to physiological stimuli. Current pulses were injected 

for 500ms, from between -40 and 200pA in incremental steps of 10pA. Figure 3.3.1ai-iii displays 

the number of action potentials evoked by each current step in both WT and DS mice at P10-12, 
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14-16, and 18-20 respectively. All plots are fitted with sigmoidal curves, aiding the direct 

contrast of datasets between genotypes and between age-groups. 

3.3.1.1. Input-output curves reveal changes to neuronal excitability at P10-12 and P14-16 

Initial firing curves at P10-12 (Fig. 3.3.1ai) reveal that early stages of DS postnatal maturation 

are characterized by a surprising reduction in pyramidal cell excitability (p=0.045, 2-way 

ANOVA). No significant differences were noted in the two older age groups. When maximal 

frequency reached during the current injections were quantified, a significant decrease was 

noted once again at P10-12, with a maximal frequency of 19.2±0.9Hz in WT cells and 14.5±1.4Hz 

in DS cells (Fig. 3.3.1bi, p=0.018, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύΦ bƻ ŎƘŀƴƎŜǎ ǿŜǊŜ 

noted at any other age groups, although maximal firing rate displays a modest increase at P14-

16. Passive cellular parameters, input resistance and capacitance, remained unchanged 

throughout postnatal development (Fig 3.1.3ci + cii). During this postnatal window, WT cells 

exhibit a remarkable degree of stability in their intrinsic excitability, whilst DS I-O curves vary 

greatly between each age group. Developmental trajectories are seen below (Figure 3.3.2), 

which show the firing curves for each genotype across each age group. These data support the 

notion that all inter-genotype differences detected are due to altered excitability in DS 

pyramidal cells. Age was not a signficant factor in WT mice, whereas DS mice exhibit signficant 

age-related changes in excitability (p=0.001, 2-way ANOVA).  
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Figure 3.3.1 CA1 pyramidal cells are initially hypoexcitability during postnatal development in 
Dravet syndrome a. I-O curves for current steps between -40 to 200pA, with each data point 
representing mean number of action potentials ± SEM evoked by each current step amplitude. 
Each dataset is also fitted with a sigmoidal curve (solid line). Diminished excitability is seen at P10-
12 (ai,* p=0.045, 2-way ANOVA), whilst excitability at both P14-16 (p=0.235, 2-way ANOVA) and 
P18-20 (p=0.838, 2-way ANOVA) is unchanged. bi. displays the maximal frequency reached by WT 
and DS cells during current injection, with a significant decrease in maximal frequency detected 
at P10-12 in DS mice, but no changes seen in the subsequent age groups (* p=0.018, 0.238, and 
0.679 respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘ). No overall genotype-dependent 
effect was noted (p=0.541, 2-way ANOVA). No differences in fitted curve plateaus was seen (bii) 
for either overall genotype effect (p=0.717, 2-way ANOVA) or differences at any age groups 
(p=0.095, 0.347, 0.719, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘύΦ No differences in input 
resistance were seen (ci) for either overall genotype effect (p=0.228, 2-way ANOVA) or 
differences at any age groups (p=0.376, 0.956, 0.956, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ 
test).No differences in fitted curve plateaus was seen (bii) for either overall genotype effect 
(p=0.915, 2-way ANOVA) or differences at any age groups (p=0.530, 0.252, 0.530, Holm-{ƛŘŀƪΩǎ 
ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘύΦ n = [(40, 34, 52) vs (21, 25, 46) cells] and [(7, 5, 8) vs (6, 7, 7) mice]. 
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Figure 3.3.2 Dravet syndrome pyramidal cells exhibit marked changes in intrinsic excitability 
during epileptogenesis All data points represent mean number of action potentials ± SEM evoked 
by each current step amplitude. a. displays I-O curves for WT pyramidal cells between P10 and 
P20. WT cells do not display any overall age-dependent changes in I-O curve (p=0.572, 2-way 
ANOVA). b. displays I-O curves for DS pyramidal cells between P10 and P20. DS cells display an 
overall age-dependent changes in I-O curve (p=0.001, 2-way ANOVA). n = [(40, 34, 52) vs (21, 25, 
46) cells] and [(7, 5, 8) vs (6, 7, 7) mice]. 

 

Increased firing rate during current injections could result from increased propensity to generate 

a high frequency burst of spikes during initial depolarizationor from an ability to maintain  higher 

frequency firing rates over a longer period of time. To differentiate these two possibilities, the 

evoked action potential counts were split into two epochs for each 500ms square pulse ς the 

first 100ms and the final 250ms. The I-O curves for these two periods are shown in Figure 3.3.3, 

with action potentials evoked in the first 100ms marked with an orange background and those 

evoked in the final 250ms are marked with a green background. Data is presented in the same 

format as above (Fig. 3.3.1). No genotype-dependent changes in firing are noted for any of the 

datasets, at either 100ms or 250ms (Fig. 3.3.3b + c., 2-way ANOVA). However, when the data is 

quantified asmaximal frequency we  once again see a reduction at P10-12 in DS mice during the 

final 250ms of current injection, from 15.5±0.9 in WT to 11.4±1.3 in DS (p = 0.032, Holm-{ƛŘŀƪΩǎ 

ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘ) (Fig. 3.3.3dii.).  
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Figure 3.3.3 Changes in firing curve seem to result from prolonged maintenance of firing rate 
rather than increased frequency of initial bursting For each I-O curve, data points represent mean 
number of action potentials ± SEM evoked by each current step amplitude during either the first 
100ms of the step (b) or the last 250ms (c). a. A depiction of the two epochs of overall current 
step analysed. b. I-O curves of action potentials evoked during initial 100ms of current step. No 
significant differences were noted between genotypes at any age (p=0.097, 0.8943, and 0.484 for 
each age group respectively, 2-way ANOVA). c. I-O curves of action potentials evoked during final 
250ms of current step. No significant differences were noted between genotypes at any age 
(p=0.055, 0.106, and 0.655 for each age group respectively, 2-way ANOVA). d. di. Maximal 
frequency is unaltered during initial 100ms of current injection. dii. Maximal frequency is 
decreased during the final 250ms of current injections at P10-12 in DS mice (* p=0.032, Holm-
{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘ). n = [(40, 34, 52) vs (21, 25, 46) cells] and [(7, 5, 8) vs (6, 7, 7) 
mice]. 
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3.3.2 Action potential morphology is not altered by Dravet syndrome  

Although properties such as firing rate and instantaneous frequency offer insights into overall 

excitability, they do not provide insight into the underlying changes in membrane ion channel 

composition that may underlie such changes. By analysing the morphology of evoked action 

potential waveforms seen during DS postnatal development, I hoped to gain insight into why 

the changes to intrinsic excitability emerge. Action potential waveforms evoked at rheobase 

were analysed.  

3.3.2.1 Action potential waveforms evoked at rheobase do not exhibit any altered properties 

Current slope injections result in a continuous, linearly increasing current amplitude, so when 

an action potential is eventually evoked it is at the minimum current required to evoke firing. A 

typical voltage response to slope injection is depicted in Figure 3.3.4a. Averaged action potential 

waveform and action potential phase plot for each genotype at each age are depicted (see Fig. 

3.3.4b + c.). All properties quantified display non-significant alterations between genotypes (2-

way ANOVA w/Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘ). Importantly, holding current is stable 

across genotypes and over time (see Fig. 3.3.4dvi). Given that input resistance also remains 

stable (see Fig. 3.3.1ci), this suggests that resting membrane voltage would be expected to be 

comparable between genotypes. As all experiments performed in current clamp mode were 

conducted at a set voltage (~-70mV), this may result in genotype dependent effects being missed 

if there is a substantial change in resting membrane voltage between genotypes.    



130 
 

 

Figure 3.3.4 Action potential waveform parameters derived from action potentials evoked at 
rheobase a. Action potential sequence evoked by slope injection, with initial AP highlighted with 
green dashed box. b. Averaged waveform of all APs analysed for WT (blue) and DS (red) mice at 
each age group. c. Phase plots depicting relationship between rate of voltage change and 
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membrane voltage during action potentials. All plots in d. show the change in various action 
potential properties with age across both genotypes. All data points represent mean ± SEM. di. 
Overall effect of genotype on rheobase was not significant (p=0.329, 2-way ANOVA) and no 
changes were noted at any age group (p=0.851 for each age group). dii. Overall effect of genotype 
on voltage threshold was not significant (p=0.799, 2-way ANOVA) and no changes were noted at 
any age group (p=0.957, 0.968. 0. 968for each age group respectively). diii. Overall effect of 
genotype on AHP was not significant (p=0.391, 2-way ANOVA) and no changes were noted at any 
age group p=0.812, 0.324. 0.812 for each age group respectively). div. Overall effect of genotype 
on max voltage was not significant (p=0.330, 2-way ANOVA) and no changes were noted at any 
age group (p=0.994, 0.464. 0.931 for each age group respectively). dv. Overall effect of genotype 
on half-width was not significant (p=0.115, 2-way ANOVA) and no changes were noted at any age 
group (p=0.920, 0.310. 0.310 for each age group respectively). dvi. Overall effect of genotype on 
holding current was not significant (p=0.891, 2-way ANOVA) and no changes were noted at any 
age group (p=0.731, 0.674. 0.731 for each age group respectively). dvii. Overall effect of genotype 
on maximal rise was not significant (p=0.570, 2-way ANOVA) and no changes were noted at any 
age group (p=0.476 for each age group). dviii. Overall effect of genotype on maximal decay was 
not significant (p=0.077, 2-way ANOVA) and no changes were noted at any age group (p=0.607, 
0.154. 0.154 for each age group respectively). n = [(34, 28, 48) vs (21, 29, 39) cells] and [(7, 5, 8) 
vs (6, 7, 7) mice]. 

 

3.3.2.2 Sag potentials are enhanced at P18-20 in DS pyramidal cells 

Sag potentials are generated by the activation of hyperpolarization-activated cation (HCN) 

channels, key regulators of neuronal excitability during activity and at rest. Sag potentials were 

evoked by sequential hyperpolarizing current steps, starting at 0pA and decreasing to a final 

amplitude of -200pA, with each step decreasing by -20pA. Sag potentials were quantified for 

each amplitude and are shown in Figure 3.3.5a. Each point represents mean ± SEM and each 

dataset is fitted with a linear regression. Raw datasets for the two initial age groups did not 

exhibit any genotype-dependent differences (see Fig. 3.3.5ai + aii, p=0.078 and 0.31 for each 

P10-12 and P14-16 respectively, 2-way ANOVA). However, by P18-20 (see Fig. 3.3.5aiii), a 

genotype-dependent increase in sag potential amplitude could be seen (p=0.035, 2-way 

ANOVA), in line with the significant difference between fitted linear regressions seen (p<0.0001, 

F-test) also seen. This suggests that HCN channel activity is increased by P18-20 in DS mice. An 

example of this enhancement can be seen from two illustrative traces from a WT and DS 

pyramidal cell (blue and red respectively, Fig. 3.3.5aiv). 

 



132 
 

3.3.2.3 Medium/slow AHP is unaltered in DS 

In addition to fast AHP, medium AHP (mAHP) was also quantified, which is typically measured 

as the hyperpolarization following a prolonged depolarization or train of action potentials - in 

this case in the immediate aftermath of the 500ms depolarizing step used to evoke AP firing. 

This was quantified for each depolarizing step during I-O curve experiments and can be seen 

plotted in Figure 3.3.5b for each genotype at each time point. When analysed, no significant 

differences in either fitted linear regression or in raw data could be seen between genotypes at 

any age group or for any current amplitude.  

 

 

Figure 3.3.5 Sag potentials are enhanced at P18-20 in DS mice, with no change seen in mAHP 
amplitude at any age a. depicts sag potential amplitude at each hyperpolarizing current step 
between 0 and -200pA. No changes between either raw data or fitted slopes differ at either P10-
12 or P14-16 (ai and aii) (p=0.777 and 0.308 respectively, 2-way ANOVA). Significant increases in 
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sag potential can be seen at P18-20 in DS cells (aiii), with a genotype-dependent increase in 
amplitude (* p=0.035, 2-way ANOVA) and significant increases at high amplitude hyperpolarizing 
steps, with example traces from both genotypes displayed in aiv. n = [(40, 34, 50) vs (21, 25, 46) 
cells] and [(7, 5, 8) vs (6, 7, 7) mice]. b. shows the amplitude of medium AHP (mAHP) evoked 
following each current pulse (0 to 200pA) at P10-12 (bi), P14-16 (bii), and P18-20 (biii). No 
significant changes were seen at any age between the two genotypes (p=0.295, 0.404, and 0.211, 
2-way ANOVA). n = [(40, 33, 52) vs (20, 25, 46) cells] and [(7, 5, 8) vs (6, 7, 7) mice]. 

 

3.3.3 Summary 

The most prominent change noted to overall excitability, as quantified via I-O curves, was seen 

during the early (P10-12) stage of epileptogenesis with a 25% lower maximal firing rate seen in 

DS pyramidal cells with no differences was seen at the subsequent two age groups. Despite the 

apparently unchanged overall  excitability at P18-20, there was an increase in the amplitude of 

HCN channel mediated sag potentials. Increased HCN channel expression would be anticipated 

to diminish excitability in CA1 pyramidal cells (Gasselin et al., 2015) but no such changes to 

overall excitability could be detected. 
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3.4 Investigating temporal integration of excitatory inputs using synaptic 

and artificial conductances in Dravet Syndrome 

The balance between excitation and inhibition is critical to allowing neuronal circuitry to operate 

within physiological parameters (Avoli et al., 2016; Bonansco and Fuenzalida, 2016) and in 

allowing precise, efficient encoding of information in both neocortical and hippocampal circuitry 

(Bhatia et al., 2019; Zhou and Yu, 2018). Having established that temporal E/I imbalance occurs 

by late stage epileptogenesis in Dravet Syndrome, I sought to investigate its functional 

consequences for the hippocampal circuit.  

One of the key roles of feedforward inhibition is to define the time window in which multiple 

ŜȄŎƛǘŀǘƻǊȅ ǎȅƴŀǇǘƛŎ ƛƴǇǳǘǎ Ŏŀƴ ŀŘŘ ǘƻƎŜǘƘŜǊ όάǎǳƳƳŀǘŜέύ ǘƻ ōǊƛƴƎ ǘƘŜ ƳŜƳōǊŀƴŜ ǾƻƭǘŀƎŜ ǘƻ 

action potential threshold (Pouille, 2001). Without feedforward inhibition intact, the window in 

which summation may occur in CA1 pyramidal cells is greatly expanded from just a few 

milliseconds to tens of milliseconds (Pouille and Scanziani, 2001). How the window in which 

incoming synaptic activity may generate an action potential is defined is key to understanding 

the functionality of the neuronal circuitry and in understanding how diminished inhibitory 

transmission can contribute to hyperactivity. 

To probe the effect of reduced E/I ratio on temporal summation in Dravet Syndrome, a modified 

version of the protocol most often employed to analyse summation was used. The conventional 

experimental procedure involves the stimulation two pathways, or two axons in the same 

pathway, with either two stimulation electrodes or via optogenetic stimulation. When a dual-

electrode based approach was attempted in slices obtained from very young mice, the limited 

size of the hippocampal formation at these ages made electrode placement highly challenging. 

In order to prevent feed-forward inhibition from being contaminated with monosynaptic 

inhibition, it is necessary to stimulate at a sufficient distance from the recording electrode. This 

had already proven difficult when obtaining E/I balance recordings, with many recordings 

discarded as they evoked monosynaptic IPSCs. With two stimulation electrodes, the distance 
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between stimulation site and recording site is halved and thus the probability of evoking 

monosynaptic IPSCs is greatly increased. As a result, attempts to employ this protocol failed due 

to the impact of the simultaneous arrival of IPSCs and EPSCs. To overcome the need for two 

electrodes, I modified the standard protocol by utilizing a single stimulation electrode and an 

artificial synaptic conductance injected directly into the neuron through dynamic clamp. Both 

the standard protocol and new modified protocol are depicted below, in Figure 3.4.1.  

 

Figure 3.4.1 Standard and modified protocol used to probe EPSP summation in CA1 pyramidal 
cells  

Left: Standard experimental method to probe temporal summation relies on the stimulation of 
two distinct input pathways onto the cell being recorded from. By establishing initial probability 
of evoking action potentials when both evoked EPSPs arrive simultaneously, the effect of 
increased interstimulus interval (ISI) can be investigated.  

Right: Modified protocol in which a second synaptic input has been replaced with an artificial 
EPSP-like conductance, injected via the recording pipette through dynamic clamp. 
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3.4.1 Integration window narrows with age in C57BL/6 mice 

 

As with E/I balance recordings, integration protocols were initially evaluated using C57BL/6 

mice. All action potential probability data is shown normalised to action potential probability at 

interstimulus interval (ISI) of 0ms i.e. when both stimuli are delivered simultaneously. 

Stimulation intensity and conductance amplitude were adjusted to give an AP probability of 

~70% at ISI = 0ms. Each age group was fitted with a Gaussian curve and differences in fit were 

tested to evaluate age and/or genotype-dependent shifts in EPSP summation properties, 

alongside direct comparison of raw probability data. The use of a fitted curve aided comparison 

between genotypes and in different age groups. The extra sum of squares F-test was used to 

directly compare resultant fits as it allows for the comparison of goodness-of-fit with or without 

shared fit  features, testing the null hypothesis that data is best fitted when fit parameters are 

shared. 

In C57BL/6 mice, at all time points, increasing ISI resulted in a decrease in action potential 

probability, reaching final values of 0.42±0.06, 0.30±0.07, and 0.15±0.06 at P10-12, P14-16, and 

P18-20 respectively. An example trace (see Fig. 3.4.2), with an initial AP probability of 70% at ISI 

= 0ms and a final AP probability of 10% at ISI = 15ms, is displayed below. A significant change in 

summation properties occurs as C57BL/6 mice age between P10 and P20 (see Fig. 3.4.3a., p = 

0.013, 2-way ANOVA), with significant decreases in AP probability detected at ISI = 2ms, 5ms, 

and 15ms between ages P10-12 and P18-20 (p=0.001, p=0.018, and p=0.035 respectively, Holm-

{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴΩǎ ǘŜǎǘύΦ hǇǘƛƳŀƭ Ŧƛǘǎ ǿŜǊŜ ǇǊƻǾƛŘŜŘ ǿƘŜƴ ŜŀŎƘ ŀƎŜ ƎǊƻǳǇ ǿŀǎ 

modelled separately (P10-12 vs P14-16 = p < 0.0001, P10-12 vs P18-20 = p < 0.0001, P14-16 vs 

P18-20 = 0.003, extra sum of squares F-test ). Stimulation intensity was not significantly different 

between the 3 age groups, but the minimum conductance required to evoked action potentials 

was significantly decreased between P10-12 and the latter two age groups, consistent with an 

increased excitability as rheobase decreases with age (see Fig. 3.4.3bi + bii). These data correlate 
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well with the observed changes in E/I ratio seen in C57BL/6 mice due to the enhanced disynaptic 

inhibition that was seen in those data as mice age.  

Figure 3.4.2 An example recording showing the effect of increasing ISI on probability of action 
potential generation in response to synaptic and dynamic clamp conductances 

 

Figure 3.4.3 Integration windows narrow between postnatal day 10 and 20 in C57BL/6 mice a. All 
data points represent average action potential probability ± SEM, normalised to probability at 
ISI=0ms for each recording. Fitted curves are Gaussian fits of AP probability data, with mirrored 
data (grey section, -1ms to -15ms) added to ensure appropriate fit could be obtained. Significant 
age-related changes in integration were detected (* p=0.013, 2-way ANOVA), along with 
significant differences between cells at P10-12 vs P18-20 at ISI=0ms, 5ms, and 15ms. AP 
probability from a single example cell is shown in the upper left, aged P18 b. bi. All data points 
represent individual cells, with mean ± SEM depicted via bar charts. No effect of age on 
stimulation intensity was noted (p=0.497, 1-way ANOVA), with no differences detected between 
age groups (p=0.676 (P10-12 vs P14-16), p=0.676 (P10-12 vs P18-20), p=0.891 (P14-16 vs P18-
20), Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύΦ bii. Conductance utilized during dynamic clamp 
protocols (nS) displays a significant reduction with between age groups (bii, **  p=0.0046, 1-way 
ANOVA), with significant differences seen between P10-12 and the subsequent age groups (* 
p=0.0251 (P10-12 vs P14-16), ** p=0.007 (P10-12 vs P18-20), p=0.323 (P14-16 vs P18-20), Holm-
{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύΦ n = [17, 14, 10 cells] and [6, 7, 3 mice]. 



138 
 

3.4.2 Integration properties are unaltered by E/I imbalance in DS mice 

Despite the imbalance in E/I ratio seen at P18-20 when integration was assessed in DS mice and 

their wildtype littermates, no significant differences in integration properties were noted at this 

age (see Fig. 3.4.4aiii, 2-way ANOVA, F-test). Indeed, in all 3 age groups no significant differences 

were detected when AP probabilities were directly compared (see Fig. 3.4.4ai-aiii.). Despite this 

lack of difference when AP probability is compared, some minor differences could be seen at 

P14-16. A small increase in average area under the curve can be seen at P14-16 (see Fig. 3.4.5) 

and sum-of-squares F-testing reveals that WT and DS AP probability data is best fitted by two 

separate curves (see Fig. 3.4.4aii, p=0.027, extra sum-of-squares F-test). These values suggest 

an altered relationship between ISI and AP probability in DS mice at P14-16. P10-12 and P18-20 

WT and DS datasets are fitted with a single shared curve (see Fig. 3.4.4ai and aiii), as F-testing 

revealed that fits was optimized by shared fit parameters (p=0.999 and p=0.342 respectively, 

extra sum-of-squares F-test). 

Data is also presented and analysed in a longitudinal manner (see Fig. 3.4.6). This dataset also 

supports P14-16 being the age at which the clearest impact of DS can be seen on integration. 

Although the complete datasets display a significant impact of age on integration, only wild type 

mice display an age-dependent change in integration between P10-12 and P14-16 (p = 0.02 and 

0.498 for WT and DS respectively, 2-way ANOVA). Whilst stimulation intensity (see Fig. 3.4.6bi) 

remains constant between WT and DS mice, conductance threshold differs between the two 

genotypes (p=0.045, 2-way ANOVA). The prominent increase in minimum condutance threshold 

necessary to evoke an AP at P18-20 (1.77±0.2nS vs 3.07±0.6nS, WT and DS respectively) suggests 

that CA1 pyramidal cells are less excitable in response to synaptic current-like waveforms at this 

age in DS mice.  
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Figure 3.4.4 Temporal summation windows are altered at P14-16 in DS mice All figures show 
action potential probability, normalised to probability at ISI=0ms, plotted against interstimulus 
interval (ISI). If F-testing revealed that fitted curves were optimized when shared between 
genotypes, a single common fitted curve is shown in black. Otherwise, separate curves were fitted 
for both genotypes individually.ai. displays data and a shared curve for age P10-12, with no 
individual curves displayed as shared fit parameters were nearly identical. Data was found to be 
best described by a single, shared curve (p = 0.998, extra sum of squares F-test). No genotype-
dependent differences in raw data was detected (0.979, 2-way ANOVA). aii. Displays data and 
curves for WT and DS cells at P14-16. No genotype-dependent differences in raw data was 
detected (p 0.282, 2-way ANOVA), but fitted curves were found to signficantly differ (* p = 0.027, 
extra sum of squares F-test). aiii. displays data and both individual and shared curves for age P18-
20. No genotype-dependent differences in raw data was detected (p=0.946, 2-way ANOVA). Data 
was found to be best described by a single, shared curve (p = 0.3422, extra sum of squares F-
test). n = [(11, 8, 19) vs (10, 16, 11) cells] and [(6, 3, 8) vs (4, 5, 5) mice]. 

 

  

Figure 3.4.5 Area under the curve analysis does not reveal any significant changes in integration 
between genotypes The integral of each action potential probability curve was calculated and is 
plotted as mean ± SEM. No genotype-dependent effect on AUC was noted (p=0.478, 2-way 
ANOVA) and no age groups exhibit differences between genotypes (p=0.957, 0.689, and 0.948 
respectively, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘύΦ n = [(11, 8, 19) vs (10, 16, 11) cells] and [(6, 
3, 8) vs (4, 5, 5) mice]. 
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Figure 3.4.6 Developmental trajectories of integration properties and experimental parameters 
during postnatal development All data in ai + aii show action potential probability, normalised to 
probability at ISI=0ms, plotted against interstimulus interval (ISI). All data points in b. show mean 
± SEM. Both wild type (ai.) and Dravet syndrome (aii.) mice exhibit a narrowing of integration 
window during postnatal development. We see no significant change in DS integration curves 
between P10-12 and P14-16, whilst fitted curves do differ between these ages in WT mice (p= 
0.196 and p>0.0001 respectively, extra sum-of-squared F-test). All other ages for both genotypes 
exhibit significant differences between subsequent age groups (p>0.0001, extra sum-of-squared 
F-test). Significant differences in fitted curves are demarcated with black stars. All mirrored data 
is displayed against a grey background. We see a significant effect of age on integration data in 
both WT and DS (p=0.0001 and 0.032 respectively, 2-way ANOVA). bi. shows the changes in 
stimulation intensity with age in WT and DS mice, with no overall genotype-dependent changes 
detected (p=0.7976, 2-way ANOVA) and no differences in genotype at any given age (p=0.918 for 
each age group, Holm-{ƛŘŀƪΩǎ ƳǳƭǘƛǇƭŜ ŎƻƳǇŀǊƛǎƻƴǎ ǘŜǎǘ). bii. shows the changes in minimum 
conductance threshold with age, with a genotype-dependent change between WT and DS 
minimum conductances detected (* p=0.0447, 2-way ANOVA), but no changes detected for any 
given age groups (p=0.710, 0.710, and 0.050 for each age group respectively, Holm-{ƛŘŀƪΩǎ 
multiple comparisons test). n = [(11, 8, 19) vs (10, 16, 11) cells] and [(6, 3, 8) vs (4, 5, 5) mice]. 

 
To further explore how the changes in E/I balance seen in earlier experiments manifest during 

this protocol, analysis of the EPSP/IPSP sequences evoked during these experiments was also 

N
or

m
al

iz
ed

 A
P

 p
ro

ba
bi

lit
y

 
N

or
m

al
iz

ed
 A

P
 p

ro
ba

bi
lit

y
 


