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Abstract

Homeostatic plasticity allows the brain to correct deviations from physiologicakle¥elctivity

to maintain long term stabilityDespite this remarkable level of control, epilepsy is a disease
characterized by both cellular and circuit hyperexcitability that homeostatic plasie#gingly

fails to suppress. In this thesis, | demontrahat during both acquired and genetic
epileptogenesisneuronsdisplay numerous changes consistent with homeostatic responses to
nascent hyperactivityand that early stages of genetic epileptogenesis are characterized by

increased levels of homeostatiesporse

In Dravet syndrome, a severe genetic epilepsy of infancy;oisigsiction mutations to the
voltagegated sodium channel Na.1 are found in the majority of patients. These mutations
generate network hypeactivity due to loss of inhibitory intereuron excitability. Using a mouse
model of Dravet, | demonstrate that the first cells to display altered intrinsic properties may in
fact be excitatory pyramidal cells demonstrate thaboth diminished intrinsic excitability and
increased resporigenesdo altered activity levelare seenin pyramidal cellsit early stages of
Dravet. | then show that he later onset of inhibitory hypofunction generatesynaptic
excitation/inhibition imbalance and hyperactivity. This hyperactivity appeadsit@ diminished
intrinsic excitability and synaptic downscaliiig pyramidal cellsamongst other changes

consistent with homeostatic plasticity.

| also demonstra the viability of a future approach to better assess homeostatic responses to
models of acquired epileptogenesi¥his approach can contribute to answering the much
debated questions about both the pathophysiology of acquired epilepsy and the much

undersudied mechanisms of homeostatic responses to hyperactivity.



Impact Statement

Epileptogenesis is a poorly understood process that currently has no clinically viable prophylactic
interventions to prevent the emergence of seizurel®w neuronal circuitsdcomes capable of
generating the hyperactive, hypersynchronous activity that characterizes seizures is even harder
to understand given the array of homeostatic mechanisms that the brain employs to keep
neuronal activity and excitability to within a narroband of physiologically optimal levels.
Understanding hovepileptogenesis and homeostasigeract will shed new light on both the

physiology of homeostatic plasticity and the pathophysiology of epileptogenesis.

Dravet syndrome is a severe genetic epilepsy Yy 8 A RSNBR G2 0SS |y aAydsS
thought to be driven by a loss of inhibitory interneuron excitabilltiye hitial workin this thesis
explores how postnataldevelopment, thegradualemergence ofnterneuron dysfunctionand
homeostatic pasticity intertwine during the epileptogenesis phase ddravet syndromel
demonstrate previously unseen alterations to pyramidal icetinsic physiology that precedes

the onset of interneuron dysfunction. This raises many new questions attoere the earliest
pathophysiological manifestations of Drawetsociated mutationsoccur. Later stage
epileptogenesis can be seen to generate hyperexcitability alongside changes to neuronal
properties thatmay beconsistent with homeostatic plasticity. This Wwalso establishes a new
model to evaluateesponsesn ex vivoslicesto prolongedpharmacological induction @fitered
activity. This protocokupports the theory that genetic epilepsies are characterized by altered

homeostatic responses.

Experimental iduction of homeostatic plasticityin vivo has so far centred around
experimentally decreasing activity levels due to the comparative ease of understanding where
and when homeostatic plasticity is likely to manifestis thesis also provides an initial
demonstration of a new model tthat may be indicative ah vivohomeostatic plasticity driven

by epileptogenesiassociated hyperactivity.
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1. Defining epilepsy

1.1 Practical definitions of epilepsy

Whilst the clinical manifestaticgof epilepsy in humasare extremely broad, with perhaps as

many combinations of symptoms and underlyiteusationas there are patients, all patients

with epilepsy share recurrent seizures as the defining feature of their condition. As defined by

the International League Agains 9 LJA f SLJA& Qa O L[ ! 9 Oa disondarmf thel LI2 NI
brain characterized by an enduring predisposition to generate epileptic seizures, and by the
neurobiologic, cognitive, psychological, and social consequences of this condition. The definition

of epilepsy requires the occurrence of at least one epileptic se€iisher et al., 2005Key to

this definition is the fact that the seizures must be unprovoked by acute neurological
disturbancegBeghi et al., 2010; Gunawardane and Fields, 2018 fact thaepilepticseizures

arise spontaneouslys indicative of the fact that epilepsy involves chronic alterations to

fundamental aspects of B physiology.

1.2 Diagnosis and management of epilepsy

In addition to a conceptual definition, the ILAE provides an operational definition for clinical use

OEpilepsy is a disease of the brain defined by any of the following conditions:

1. At leastwo unprovoked (or reflex) seizures occurring >24 h apart

2. One unprovoked (or reflex) seizure and a probability of further seizures similar to the
general recurrence risk (at least 60%) after two unprovoked seizures, occurring over the next

10 years

3. Dagnosis of an epilepsy syndro@(€isher et al., 2014)

Diagnosis is followed by attempmtdreatment with antiepileptic drugs (AEDs). Initial choice of
AED therapy may fail to adequately supress seizures and @amdarror approach involving

mono- or polydrug therapy may be needed to optimize seizure cor(frekly, 1999; Schuitj
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2009; Schmidet al., 2002; van Dijkmast al., 2016) In as many as 30% of patients, seizures
continue despite optimal medicatiofKalilani et al., 2018nd other treatment options may
have to be explored siicas surgical intervention, most commonly in the form of resection of

brain tissueto remove the epileptic focugCascino, 2004; Engel, 2003)

1.3What is a seizure?

Seizures aréhe defining feature of epilepsyrurningto the 2014 ILAE report, epileptic seizures
I NB RS T AtyaSsient bcdurrénce of signs and/or symptoms due to abnormal excessive or
synchronous neuronal activity in the braigFisher et al., 2014Each section of this definition

offers insight into the nature of seizures.
1.3.1 Transiency afeizures

Despite thedS Y RdzNA y 3 LINBRA & L2 & A (A 2y (Fidher etshS ¢®®AtG S S L
characterizes epilepsy, for most people with epilepsy seizacesironly rarely. The sporadic

nature of epileptic seizures means that the vast majority of the patidifesis spent in the

interictal (between seizures) state. It is important to note that the interictal period does not
mean no abnormal activity is occurring, with interictal epiilgm activity hypothesized to be

an important driver of damage and alterations to neuronal cirdides Curtis and Avanzini, 2001,

Pillai and Sperling, 2006 he transition fromthe interictal state to a seizure is termed
ictogenesis and can occur in a quesidom fashionusually without warning. The precise

mechanisms of ictogenesis and seizure termination are not firmly established.

1.3.2 Signs and/or symptoms of seizures

TKS 62NFSéa aSA1SNY S@21 Sa A Y. HSvaver2tfis isfodiborie ofo 2 R @
manyoutward signs of seizure occurrence, specifically a generalizeddtomic seizuréZifkin

and Andermann, 2010)Generalized seizuresre seizures thabccur inboth hemispheres

simultaneouslywith widespread activity & in all regions of cerebral cortex. In contrast, focal

seizures occur i limited region of the brainExternal gns of seizures correlate with the
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function of brain regions that the seizure is affect{igevinsky et al., 2018; Fisher et al., 2017)
The division betwen seizure subtypes is complicated by the fact that seizures may initially
involveone brain area anthen spread and invade other areas, resulting in a change in the signs
occurring during the same seizure. Focal seizures can even spread to becomeiggheral

termed secondary generalized seizu(Essher et al., 2017)
1.3.3Excessive and synchronous activity during seizures

Seizures represent the collective activity of many millions, or even billions, of me(iratum

et al., 2018)and during seizures, the activity and synchronicity of newrimereases; termed
hyperactivity and hypersynchrony. Initial evidence for hypersynchrony derives from the earliest
technique to recordn vivoneuronal activity during seizures, the EEG, whichfikstsemployed

to investigate epilepsy in 193mterictal EEG is often notably altered, reflecting the permanency
of elevated cortical synchrony despite omlyoradic generatiownf seizureqPillai and Sperling,

2006)

1.4 Varieties of epilepsy

The broadest division in epilepsy syndromes is in the underlying aetiology, divided primarily
betweengenetic epilepsies such as Dravet syndrome, the epilepsy syndrome stu@leapiier
2 andacquired epilepsies, studied @hapter 3 In many cases, thenderlying aetiology is not

readily identifiableg(Scheffer et al., 2017; Shorvon, 2011)

1.4.1 Acquired epilepsies

Acquired epilepsies develop following a precipitating event such as traumatic brain injury (TBI)
or stroke (Shorvon, 2011) Commonly seen mechanisms of pathophysiolagyacquired
epilepsies include aberrant neurogenesis, activation of glial cells, mossy fibre sprouting, blood
brain barrier dysfunction, neuroinflammation, and changes to expression/functionality of ion
channelgDevinsky et al., 2018The overall effect of acquired epileptogenesis is to render the

nascent epileptic network hyperexcitable and hypersyncbrgand, by definition, capable of
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generating spontaneous seizurd=or a moredetailed discussion of mechanisms of acquired

epileptogenesis, se€éhapter 3, section 1.2

1.4.2 Genetic epilepsies

DSYSGAO SLAESLIAASE INB (GK2asS SLIAfSLIBAASA GKI G
mutation in which seizures are acore sy@pt 2 ¥ (i K $SchefledetalN, R0 Mhkgeneral
overview of genetic epilepsiewill now be discussed beforghe pathophysiologyDravet

syndromeis analysed in detail.
1.4.2.1 Diagnosing genetic epilepsies

The most obvious consideratiamdiagnosis of genetic epilepisya lack of obvious precipitating
event i.e. ruling out acquire@pileptogenesis. Key factors suggesting genetic causation of
epilepsy are an early age of seizure onset, presence of additional symptbitis are often
neurological and in some cases a family history of seiz{Rsduri, 2017)Combined with
seizure phenotype, EEG features)d associated cmorbidities, the identification of gene
mutations helps form the basis of diagnosis of a specific epilepsy syndfasher et al., 2017;
Pack, 2019)Confirmaton of the causative mechanism that mutation results in can be further

explored byin vitroandin vivocharacterization.
1.4.2.2 Monogenic epilepsies

Monogenic epilepsies are defined by their Mendelian pattern of inheritability, which can be
further classified as either autosomal or sex chromosome linked amdither dominant or
recessiveMany cases of monogenic epilefg not inherited but instead result fronde novo
mutations (Allen et al., 2013; Heron et al., 2010; Kodera et al., 2016; Syrbe et al., ZO&5)
exact rateof inherited versusde novomutation varies between epilepsy syndromes. For
example de novamutations account for aroun85% of cases ddravet syndromégMarini et al.,
2011; Rosander and Hallbook, 20Mshilst in patients with Genetic Epilepsy with Febrile

Seizures Plus (GEF$t) nhovomutations account for just 3.7% of cagddeng et al., 2015)
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It was not until 1995 that the first autosomal dominant epilefasgociated mutation was
identified with the discovery ofamutation i KS yAO20AyA 0O | OSGef OK2f A\
a large Australian family with ldigh prevalence of autosomal dominant nocturnal frontal lobe
epilepsy (Steinlein et al., 1995)Many of the subsequentgenes identified in monogenic
epilepsiesalsoencode ion channel@ullmann, 2010; Nicita et al., 201Rerucca et al., 2020)

and that result inaltered channel function. These phenotypes can range from altered voltage
dependence of channel gatiri§yrbe et al., 201%)r altered gatindinetics(Bianchi et al., 2002)

to compkte loss ofunctionalexpression due to nonsenseediated decay of thenRNAor loss

of trafficking to the neuronal membrane pestanslation(Ceulemans et al., 2004; Ohmori et al.,
2006) Even within the same monogenic epilepsy syndrome, mutated channels exhildea wi
variety of alterations to function ranging from moderate impairments to complete loss of
channel functionality. Understanding how the mutation seen relates to severity of phenotype,
and how to predict phenotype from identified genotype, remains a chghein many examples

of monogenic epilepsies but increasing understanding of the molecular mechanisms of ion

channel function allows better predictions to be ma#duckovaet al., 2020; Zubegt al., 2011)

1.4.3 Voltagegated sodium channepathies:Dravet syndromet al.

Therelevantclass of monogenic channelopathy to be discusaettis thesisare those arising
from lossof-function mutationsof voltagegated sodium channelsuch as Dravet Syndrome,

the topic of Chapter 2.

1.4.3.1Function of voltagegyated sodium channels

Sodium channels mediate the rapid influx of sodium cations that results in the depolarization
phase of neuronal, along with cardiac and muscle, action potentials and are therefore key to all
aspects of CNfanctiongiven the aHor-nothing coding that neurons emplaya action potential
firing. The driving force that provides the energy for this rapid influx is generated by the action
of the Na/K*-ATPase, an antiporter pump, which extrudes sodium from and impotespium

into the cytosol in an ATF&ependent fashion, with a 3:2 ratio between the two ion spepes
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molecule of ATP utilise(Pivovarov et al., 2018As a resulbf its action there is a resting
external sodium concentration of around 1450mM and an internal cytoplasmic
concentration of just 8L5mM in neuronsnd a resting neuronal membrane potentidlaround
-70mV. This electrochemical gradiegienerate the rapid influx of sodium seen upsadium

channelactivation(Alberts et al., 2002)

Voltagegated sodium channels are typically activated by depolarization of the membrane to
around-55 to-50mV. Once an action potential has been initiatedeiterated & ONG IAQTG A 2 v €
through which the initial wave of sodium drives membrane depol&idma which in turn
activates more sodium channels and further propagates the flow of positive charge into and
subsequently along the axon of the neur@urves et al., 2001Movement along the axon
occurs through depolarizatioof the axonal membranand thus sodium channel activation
driving depolarizationn subsequent regions of axonal membraii@ebanne et al., 2011Yhe

site of action potential initiation is, in CNS neurons, the axon initial segment, a region of axon
around 3050um from the sma that is a specialized structure with an elevated density of
sodium channelg§Bender and Trussell, 2012; Kole et al., 20@8)ce opened, sodium channels
remain open for just milliseconds and undergo a period of subsequent inactivation during which
the chainel cannot be reopened. This prevents bagkopagation of action potentials from the
axon back towards the cell sonf¥u and Catterall, 2003pDnce the wave of depolarization
reaches the presynaptic terminal, it depolarizes that terminal activates voltageyated
calcium channels whicltrigger fusion of neurotransmitter containing vesiclewith the

presynaptic membranéCatterall, 2011; Biphin, 2021)
1.4.3.2 Structure of voltaggated sodium channels

The structure of the voltaggated sodium channels is similar to many other ion channels and is
most closely related to the voltaggated calcium channel famil{Catterall et al., 2020)Iit

consists of a single large pefe2 N¥ Ay 3 h adzodzyAldl 6KAOK RSFAySa
gated sodium channel subtys® ¢ KS h & gseudlnfelrameri btrdicture, with four
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homologous regions that each contain six transmembrane dom@asteral et al., 2020)
Voltagedependency of activation is driven by the movement of the S4 domain, wbittains

5-6 positivelycharged arginine residues that provide transmembrane voltage sensitivity to this
region. Movement of this region provides electromechanical coupling that generates pore
opening via movement of the S6 domain which, along with S5 domainheniddop that forms
between them, constitutes the transmembrane pore regigtayandeh et al., 2011; Yarov
Yarovoy et al., 201250dium ions are selectively permitted irttee opened pore, filtered by a
selectivity filter present on the S56 linker that conveys preferender conducting sodium
versus potassiunor other cations(Naylor et al., @16; Payandeh et al., 2011The rapid
inactivation that follows pore opening is conveyed by the movement of an intracellular domain

between transmembrane domains 3 andMotoike et al.,2004)

1.4.3.3 Neuronal sodium channelopathies

The family of voltaggated sodium channels is highly conserved and mutations to sodium
channel genes are a major cause of inherited neurological disease, with a 2018 study identifying
sodium channel mutgon in 5% of individuals with epileptic or neurodevelopmental disorders
(Lindy et al., 2018; Meisler et al., 202Due to their dominant role within the CNS, | will focus

on CNLA(Na/l.1), SCNeA(Na/l.2),andSCNBA (Na/l.6)channelopathies, with several thousand
variants ofSCNLA thus farfound as causative towarious epilepsy phenotypd&luckova et al.,
2020)and familial forms omigraine(Fan et al., 2016)ariants ofSCN2A causing various forms

of epilepsy and intellgtual disability with or without autisnWolff et al., 2019)and rare cases

of SCNBA mutations causing epileptic encephalopegk (Meisler et al., 2016)Given the
indispensable role of voltaggated sodium channels in shapimguronal excitability, the

extensiveimpact sodium channelopathies have on brain function is unsurprising.

1.4.3.3.1 SCNPA channelopathies

SCNRA, encoding Nél.2, is a gene associated with increased risk of autism spectrum disorder

(ASD)BenShalom et al., 2017; Sanders et al., 2012; Wolff et al., 20d8) SCNPA mutations
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seen in autistiéndividualsresulting in protein truncation an8CN2A haploinsufficiency. These
changes result in impaired dendritic excitability and excitatory synaptic fun¢8pratt et al.,
2019) consistent with the hypothesithat ASD arises from excitation/inhibition imbalance
(Antoine et al., 2019; Rubenstein and Merzenich, 20&®jlepsy and autism are highly-co
incident disorders, with the risk of autism in patients with epilepsy, and vice versa, estitoated
be around 20%Besag, 2017)ess frequentlySCNPA channelopathies can manifest as a severe
epileptic encephalopathy of childhopdaccounting for around 1%of all epileptic
encephalopathie$Wolff et al., 2019)Both gairof-function and los®f-function mutations have
been notal to most aspects of channel physiology, rendering the hypothesized mechsafism
epileptogenesis hard to generaligdledrich et al., 2019)zain-of-function mutations result in
early-onset encephalopathy, with seizures commencing under 3 months of age, whilstffloss
function mutations lead tdigher prevalence of ASD wighater age of seizure onset in cases of

epileptic encephalopathgBenShalom et al., 2017; Reynolds et al., 2020)

1.4.3.3.2 SCNBA channelopathies

Mutations toSCNBA, encoding Nd..6, has beerecently identified as a causative channelopathy
underlying some developmental and epileptic encephalopatfiiesacion et al., 2014; Ohba et
al., 2014; Vaher et al., 2014)he prevalence dBCNBA mutants in epileptic encephalopathies
has been estimated to be around 1% (7/683 patients assegkachen et al., 20154 distinct
phenotype associated witBCNBA mutation has not yet been described, tviage of seizure
onset between day of birth to 18 months of age and seizure phenotype ranging from epileptic
spasm to convulsive or nesonvulsive status epilepticsarsen et al., 2015 ompared to mie
common sodium channelopathies, mutate8CNBA channel phenotypes have not been as
frequently characterizedMutant channek that have been characterizedisplay a mixed
phenotype, with a reduced maximal current amplitude but a hyperpolarized shift tagel
conductance relationship. Despite the reduced current amplitude, the increasgddaNzctivity

at less depolarized voltages resulted in a higher prevalence of cells exhibiting spontaneous firing
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at resting membrane potentialseeFig. 1.41). The oveall increase in neuronal excitability this
causegrovides a suitable explanatidor how SCNBA mutationscangenerate epileptogenesis

(Estacion et al., 2014)
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Figure 14.1. The mixed effects ofan epileptogeniclhr767lle mutation on N&.6 functiona.
depicts the location of the identified mutation in the,N& protein structureb. andc. show that
mutant Ng1.6 produces a reduced maximal amplitudealfage activated sodium conductances
whilst simultaneously shifting the activation threshold ofiwmdcurrents to hyperpolarized
voltagesn cell lines expressing mutasrtdwild type SCN8AThe overall effect of this mutation

is shown ird., with a dramatic increase in spontaneous action potential discharge noted. Adapted
from Estacion et al., 2014

1.4.3.4 SCNLA channelopathieg Dravet syndromand beyond

Mutations to SCNLA were amongsthe first voltagegated channealpathiesto be identifiedas
causative in genetic epilepsies, with the discovery of multggenovoSCNLA mutations in
2000/01 (Alekov et al., 2000; Claes et al., 2001; Escayg et @G00)2Since those initial
discoveries, the number &NLA mutants associated with genetic epilepsies has now increased
to over one thousan{Meng et al., 2015ndthey areconsidered to b@ne of the most common
channelopathiesin inheritable epilepsiefMeisler et al., 2010)SCNLA mutations do not
generate a single disease phenotype and genetic epilepsies causENby mutation are not
homogenous ranging from relatively benigiselflimiting febrile seizuresto catastrophic
developmentaland epileptic encephalopathies, such Bsavet syndromethat result in severe

disability andreduce life expectancy{Scheffer and Nabbout, 2019; Wheless et al., 2020)
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1.4.3.4.1Clinical features dbravet syndrome

Mutations ard deletionsin SCNLA can be found inan almost allDravet syndromepatients
(Marini et al., 2011; Rosander and Hallbddk, 2015} not all epileptic patients wh SCNLA
variants fall into the Dravet classificatioAdditionally,Dravet syndromeshares many clinical

features with other genetic childhood epilepsieso, what definesDravet syndrome

Dravet syndromewas first classified aa distinctepilepsysyndrome in 1978initially termed
severe myoclonic epilepsy of infancy (SMBlavet, 1978) and formally recognized as an
independent epilepsy syndme by the ILAE in 198gslavaCobos and Naririo, 1989)ravet
syndromeis characterized by multiple seizure typegeneralized clonic seizures, generalized
tonic-clonic seizures, unilateral tonic seizures, myoclonic seizures, atypical absencessaizlre
focal seizuresthat typically emerget between 4 and 8 months of ageith an averagege of
onset at5.19 months(Dravet, 2011) This earlier age of onset is one of thistinguishing
features ofDravet syndromevhen contrasting it to otheBCNLA-associated epilegies(Cetica

et al,, 2017) Seizure emergence in Dravet follows a stereotyped pattetrich is well
recapitulatedby rodent modelsof Dravet The first seizure is often prolonged and may even
manifest as status epilepticus, typically occuridnging episodes of elevated body tempéure,
most often feverswith spontaneousnon-febrile seizuressoonfollowing, but seizure sensitivity
to body temperature persistasto the spontaneous phas@elgadeEscueta, 2005; Ohki et al.,
1997) As children age,eszure frequency capotentially reach many hundreds of seizures per

day that are often unresponsive to antiepileptic drug treatment.

1.4.34.2 Genetic features dravet syndrome

Mutations and deletions t8CNLA can be found iran estimated70-90% of Dravet syndrome
patients, with 85% of those variants beidg novo(Marini et al., 2011; Rosander and Hallb66k,
2015) with the remainingcasescaused by othegene mutations or are currentlgonsidered
cryptogenic(Escayg and Goldin, 2010; Marini et al., 20Mtationsin the SCN1Ajenehave

been detectedn almost all regionsf SCN1Adistributedin alargelyrandom fashiorwith few
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examples of replicated mutations between differentalet patients Although the location of

the mutation is seemingly random, tvarietyof mutation is not. There isneoverrepresentation

of frameshift, nonsense, and splice site mutatiowben Dravetassociated mutations are
compared withSCN1Mutantsthat generate less severe epilepsy syndrome such as GE&Sw
mutations render the proteinentirely non-functional andthus generatefunctional SCN1A
haploinsufficiencyGEFS-#associatedSCN1Anutationsare mostlymissense mutations that alter

but do not abolistSCN1Aunction(Escayg and Goldin, 2010; Lossin, 2009; Meisler and Kearney,
2005) A study of 8 Dravet patiel@CN1Anutations demonstrated that 75% of them produced
non-functional channels when expressed in cultured human cell lines, with the mérgaivo
showing greatly reduced conductanf@hmori et al., 2006)n cases oDravet syndromehat

do resultfrom misseng mutations the distribution ofmutation site is no longer as random
Missense mutationgend to cluster around pore forming and voltagensing regionsf the
channe] i.e. those regions that are most importaintmediatingNam ®m Q& Fdzy OG-A 2 y
gated ion channe{Catterall et al., 2010)Regardless of mutation type, the severitySEN1A

associated epilepsg well correlated with the extent @CN21Aossof-function.
1.4.3.5 Epileptogenesis anficnla

Voltagegated sodium channels are crucial to action potential discharge, so how could
reductions or complete loss of Mal function result in increased neuronal activity and seizures?
The answer has only emerged in the pasieZades andracial tothat understandinghas been

the development of experimental animal models@riavet syndromehat recapitulate its core
features. FoDravet syndromgkey toalmost allmodels is genetic manipulation &CN1Ao
generate either knockn of human mutations or heterozygous knemltt of SCN1AO re-
capitulate the functional haploinsufficiency that many Dravet patients hatiese models have
made it clear thata vital part of SCN1Amutant pathogenicity comes fronthe differing

distribution of sodium channelsetween different cell types

29



1.4.35.1 Loss of Nd..1 generates impaired interneuron excitability

Dravet syndromewas first modelled by Yt al. in 2006 using Scnlaknockout via targeted
disruption ofthe final coding exon dbcnlaused togenerat both homozygous§cnha?)) and
heterozygous $cnl1é&”™) knockout mice (Yu et al., 2006)Homozygous mice developed ataxia
and seizures by postnatal day ) and had a 100% mortality rate Bg5. Importantly given
the heterozygosity obravet syndromenutations in humans, éterozygousknockout mice also
developedspontaneous seizures, delayed in onsetR21-27 and by ~P100, heterozygotes
exhibited a 40% mortality rat&xucialy, this study contrastedodium currents in hippocampal
pyramidal cells versusippocampalGABAergic interneurons. It was demonstrated that in both
homozygous and heterozygous mice, pyramidal setlium currents were unalteredhen
compared towild type currents whereas interneuronsodium currents were significantly
reduced with a ~B5% and ~50% reduction in mean current densityhomozygotes and
heterozygotegespectively as shown irFigure1.4.2. This reduced current density translate
into impairedaction potential generation imterneurons Since Nd..1 comprises just 10% of
total hippocampal sodium channe{&ordon et al., 1987and thisstudy demonstrated a 75%
reduction in total interneuron sodium current, it demonstrates the selective localisation of
Nal.l to GABAergic interneurons and the comparativainimal contribution of Ndl.l to
pyramidal cell sodium current§his demonstration ofmpaired interneuron excitability has
since been confirmed in multiple subtypes of GABAergic interne(fbnog et al., 2021; Goff
and Goldberg, 2019; Ogiwara et al., 2007a; Tai et al., gHeRigure 1.43), leading some to
term Dravet syndromd y & A Yy (i S NJ/ Saateily” 201.8) Théée findings providing a
strong explanation for howscnlaloss of function translates into network hyperexcitability.
Immunohistochemical analysis of Mal expression within the hippocampus and cortex has
provided further demonsation of the selective expression of NMal by GABAergic

interneurons enrichedat the axon initial segmer{Ogiwara et al., 2007a; Tai et al., 2Q14)
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Figure 14.2. Disruption ofScnlaselectively disrupts interneuron excitabilitycultured neurons

a. In both heterozygous (4/and homozygous/€) Scnlaknockout culturecheurons sodium
current density is selectively impaired in interneurons, whilst pyramidal cell sodium currents are
unaffected.b. This loss of current densisignificantly impairsnterneuron action potential
generation c. Scnlaheterozygosity is sufficient to generate spontaneous seizures in mice, with
each * representinghe timing of adifferent behavioural manifestatioof ictal activity. Adapted

from Yuet al., 2006.

A @ausativerole of interneuron hypoexcitability in the Dravghenotypehas been demonstrated
through the use of ®IxCretransgenic mouse lin@Rotter et al., 2009)which allows for selective
genetic manipulation of forebrain GABAergic interneurons. Selectiredyuicing Scnla
KSGSNRT 832a8A0G8& Ahoth AegeSs@rNind daNfRightito ¢atsa epiepsy and
premature deatlh > ( Kdza NBvO bflthe deafiring féatuyes of both humarDravet

syndromeand mouse models that utilizglobalScnla&knockout (Cheah et al., 2012)

Other Credriver mouse lines have allowed for further dissection of the role of specific
interneuron subtypes in Dravet pathophysiolog8elective deletion of one copy &tnlain
parvalbuminpositive (PV)interneurons wasufficient to generate thermaljnducible seizures
from P35 onwardsas well as autistiike behavioursSpontaneous seizures andemature
death were only seen when homozygous kneaolt was performed. Selective deletion in
somatostatinpositive (SST)nterneurons also generated febrile seizurephenotype but of a

milder nature. Temperature threshold for thermallyduced seizures homozygouknockout
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was higher than in R¥elective deletion anthduced seizurewere shorter in duration. Even in
homozygousSST interneuroselective knoclout, spontaneousseizures angbremature death
was hot seen demonstraing the comparative importance of Ppbsitive interneuron
hypofunctionin seizure generation and severity Dravet syndromeOf specific relevance to
this thesis, excitatiofinhibitionimbalance in hippocampal circuitry was only noted following PV
selective knoclout (Rubinstein et al., 2015} is worth noting that together PAAnd SSpositive
interneurons comprise around 6P0% of the total interneurons present in CNS circuitry

(Gonchar et al., 2008; Tremblay et al., 2016)
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Figure 14.3. Multiple interneuron subtypes display hypoexcitobility in Scnla heterozygous mice
All interneuron subtypes tested thus far display a similar firing phenotype in Scnla heterozygotes,
with diminished firing seen in all cases and often manifesting at battahd high amplitude
current injections. Parvalbumpositive (PV) and somatostafpositive (SST) firing data is
adapted from Tai et al., 2014. Vasoactive intestinal pejpiddive (VIP) firing data is adapted
from Goff and Goldberg, 2019. Stratum os€SO0) interneuron firing data is adapted from Almog

etal., 2@1.
1.4.35.2 The avelopmentaimpact of SCNA ¢ the road to seizure onset
In Dravet syndromegpatientsdevelop normally until the onset @kizuresat around4-8 months

of age(Cetica et al., 2017; Dravet, 20Htdat around P21 in mouse modelsDfavet syndrome
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(Yu et al., 2006)Given thatSCNLA haploinsufficiency is present from birth, what causes this
delay? During both latestage embryogenesiend the initial weeks of postnatal development
mice, mMRNA and membrane protein levels of,N& are low, with little to no detectable
expression, whilst levels of Ma3 Scn3a are elevated at birth but drop rapidly during the first
two weeks of life. In contrast, levels of J4dl start to increase at Pl&nd by ~P16 begin to
overtake expression levels of &3 (Beckh et al., 1989; Cheah et, &013) as shown ifHgure

14.4.
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Figure 14.4. The expression of N4.1 and Nal.3 are differentially regulated during early
postnatal developmenta. Cerebral cortex protein levels of Na3 decline with age, dropping to
nearly 0 by P2@nward. Nal.1l upregulation begins between P10 and P15, seemingly still
increasing at P3®. Spontaneous seizures and premature death in Dravet mice both begin after
Na/l.l expression has reached near adult levels in WT mice. Adapted from &lea2013

This interplay between N&.1 and Ngl.3 is of note due to the compensatory upregulation of
Nal.3 that occurs in interneurons following loss of yN& expression. Although this

upregulation is insufficient to maintain interneuron excitability, it demstrates that
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compensatory upregulation of alternate sodium channel subtypes can ¢¥cuet al., 2006)
The minimal levels of Nh 1 expression in interneurons during the first two weeks of postnatal
development is confirmed by longitudinal electrophysiological studies looking anthiesic
excitability of PYpositive interneurons in the somatosensory cortexSaonlaheterozygous
mice. At P10, no deficit in excitability can be seen in heterozygotes when compawéd tgpe
littermates. Impaired excitability emerges in these cbill21821,the ageat which both febrile

and spontaneous seizures start to occdiis finding, whilst important in confirming the
expected impact of developmental regulation ofcnlaexpressionin Dravet syndrome
progression, was overshadowed by the finding thatpg@sitive interneuron hypoexcitability is

in fact transient, with no deficit in firing noted during later life (P89 despite the persistence

of spontaneous and thermalinwduced seizues in mice that survivéo that time point
Interneuron excitability at each time point is showrHgure 14.5. This suggests that a transient
loss of inhibitory activity may be sufficient to result in a permanently altered network structure
that means sizures persist even when inhibition is restof@@vero et al., 2018%imilar results
have been demonstrated for stratum oriens interneuronsl(®) of the hippocampus. Initial-O

LM excitability in Dravet syndrome mice matches wild type mice atlBldefore the
emergence of hypoexcitability at P2®, and a subsequent stdilzation phase during which-O

LM interneuron excitability increases in Dravet syndrome mice to restore firing back towards

wild type level by P335 (Almog et al., 2021)
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Figure 14.5. Interneuron hypoexcitabilityseen in Dravet micenanifests transientlywhen
assessed in ex viglicesa., b.. andc. show the firing evoked in Rbsitive interneurons in
response to current injections of 250pA, 750pA, and 750pA respedctivelgifferent agesai.,
bi., andci. show the action poteidls evoked at each current step in both WT (blue)Sordla
heterozygotes (red). Adapted from Favetal, 2018.

1.4.35.3 In vivo recordings models oDravet syndrome

The most extensive set oh vivorecordingsin Dravet micewvere published in 2016, in which
both cortical local field potential and juxtacellular recordings of cortical pyramidal cels, PV
positive interneurons, and S$bsitive interneurons were recorded in anaesthetized and, for
certain experiments, awake micRecordings were performed during the epileptogenic phase
in Dravet mice at between P11B, or in agematchedwild type controls Despite the clear
reduction in interneuron excitability at this age when whall current clamp is used to evoke
action potentials, local field potential was unaltered in the cortex in both anaesthetized and
awake miceMore surprisinglythe spontaneous discharge of action potentials, assessed via 2
photon guidedin vivo juxtacellular recordings, was unaltered in both-pdéiive and SST
positive interneurons, albeitecorded in urethaneanaesthetized micdsee Figure 1.46)(De
Stasi et al., 2016)This may seem at odds witbther recordings used talemonstrate
interneuron hypoexcitability (se€ig. 1.45), butit is worth considering that in most of these
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recordings Dravet interneurons only deviate fromild type interneuron excitability at high
(>150pA) amplitude current injection. Although changes to action poteiniigtion threshold

have been noted, thegrejust a few millivolts(Rubinstein et al., 2015)

WT ' bi. SST-pos WT
>
e
PV-pos Scn1a™ 1s ™
>
—|E
s =T
Scnt1a™ .

0.15
0.10
0.05

0 500 1000 1500 0 500 1000 1500
ISI (ms) ISI (ms) .

Number of ISI (%) O.

0 500 1000 1500 0 500 1000 1500
ISI (ms) ISI (ms)

Figure 14.6. In vivaspontaneous firing dynamics are unaltered in Dravet mice in beflogitive

and SSpositive interneurons atepicts then vivojuxtacellular recording of a TdToma#agged
P\fpositive interneuronaii. shows the representative firing dynamics ofi@sitive interneurons

in both WT and Dravet mice, with no differences in interspike intervals noted between the two
genotypesadiii.). bi shows the representative firing dynamics of-8&sitive interneurons in both

WT and Dravet mice. Again, when quantifiedISI no differences can be seen between the two
genotypes. Adapted from de Stasil, 2019.

1.4.3.6 Pyramidal cells anBravet syndrome

Most studieson the cellular and synaptic physiology @favet syndromédnave focused largely,
or exclusively, on changes to inhibitory interneurons due to the clear evideniteir central

role in the pathogenesis of Dravét.is clear that hey express Na.lat high levelgOgiwara et
al., 2007; Yu et al., 20Q@hat this preferential expression generatesteongcellular phenotype
when Nal.1 expression is reduce@ai et al., 2014; Yu et al., 2006nd perhaps most
convicingly, that selective ablation of Mal in interneurons oeven in selecinterneuron

subtypes can recapitulate most of the core featuredDohvet syndromgCheah et al., 2012;

Rubinstein et al., 2015)

Why study pyramidal cells in Dravet? Firstly, due to the fundamental structure of neuronal
circuits in the mammalian brain, itadten meaningless to studyterneurons in isolation as their

role in those circuits can only be defined in relationshighte pyramidal cellghat they form
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reciprocal connections withit is therefore vital to understand how changes to the intrinsic
properties d interneurons affects thenanner in which they interact withyramidal cellsand

vice versaThis can include undstanding how inhibitory transmission onto pyramidal cells is
altered by interneuron hypoexcitability and how this affects the properties of the circuits that
those cells formSecondly, there is evidence that tipeoperties of both pyramidal cells and
interneuronsare highly flexible and tht the activity of one class of cell can alter therinsic

and synaptic propertiesf the otheri 2 Y I Ay dF Ay SKIF G A& (Bamaisdty G SN
al., 2015; Hartman et al., 2006; He and Cline, 2019; He et al., 2016; Zhou et al.lt26&¥Bfore
seems unlikely that the apparent diminution of inhibitory activity duringtpatl development,

and the hyperactivity of the circuit that this disinhibition causes, will not affect the
developmental trajectory of pyramidal celtSollectively, the adaptation of cellular and synaptic

LINRLISNIASa (2 YIAYyGWaAny G0 0AIHA GRS f (SN SR | Ki2 ¥S

So far, relatively few studies have explicitly studied the properties of pyramidal c8lawet
syndrome In the initial characterization ocnlaheterozygousand homozygousnice, no
significant change in pyramidal cell sodium current density was rareds a resulthe authors

did not investigateoverall firing properties (Yu et al.,, 2006) Subsequent studies have
demonstrated that intrinsic properties of hippocampal pyramidal cells are moderatelyedlter

in a developmentally regulated waf. 2021 study into developmental changes in the intrinsic
properties of both stratum oriens interneurons and hippocampal pyramidal cells dilickdbt
syndromedevelopment into 3 stagespre-epileptic (P1416), sevee (P2625), and stabilization
(P3345), divided on the basis of seizure frequency. In this study a moderate increase in the
excitability of Dravet mouse pyramidal cells was noted during theepikeptic phase, whilst
interneuron excitability was only reded at the severe stage. Whilst no overall changes to
evoked firing were seen at the severe stage, CA1 pyramidal cells did exhibit a slight increase in
action potential initiation threshold at this time point. This same study also looked at threshold
for synaptic input evoked firingn pyramidal celland noted a decrease at P14 and an

increaseat P2025.These data indicate that pyramidal cells are hyperexcitable during the earlier
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stages ofDravet syndromein a manner that literature suggests cannot dee a direct
consequence of changes to Mal expression by pyramidal cells themsel{seeFigure 1.47).

The increase in action potential initiation threshold may be indicative of homeostatic
compensation to the ongoing hyperactivity that characterige A & G aSOSNBE Al 3 €
seizure frequency is highe@lmog et al., 2021Excitatory synaptic transmissidwas also been
assessed through recording of miniature excitatory postsynaptic cur@nEPSCsh Scnla
heterozygotes in a mixed culture of pyramidal cells, interneurons, and astrocytes. No changes

to either amplitude or frequencgf MEPSGsasdetected(Uchino et al., 2021)
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Figure 14.7. CA1 pyramidal cell excitability is altered between-Fd despite seemingly not

expressing NA.1 Voltage responses to bothO0OpA and +100pA current injections are shown

for WT (grey) anB®ravet (blue) micat pre-epileptic (P14L6), severe (P2R5), and stabilization
(P3345) phases dbravet syndromepileptogenesis along with the inpotitput curves for each
genotype at each age group. Firing is significantly increased-a6RiDravemice.b. Increased
excitability at P14.6 also may arise from the slight decrease in threshold for firing evoked by
Schaffer collateral evoked currents, with amplitude also significantly increased at this age group.
Adapted from Almoet al 2021.
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2. Postnatal development of hippocampal circuits

2.1 Dravet syndrome epileptogenesis and postnatal development

The developmental shift in dominairiterneuronsodium channel subtype is by no means the
only developmental change that ocsuluring the first 3 weeks of postnatal lif€hangesn
expression levels of ion channelsd ion transportereccursand both excitatory and inhibitory
synapse are formed anddjusted in an activitglependent manner during this perio@nce
again, the changes toyramidal cells and interneurom® not occur in isolation of one another
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and defective maturation of one cell type, as seenavet syndromemay have a profound
impact on developmental maturation of thather cell types in thesircuits they participate in.

As previously notedinterneuron hypoexcitabilityn Dravet syndromés transient(Favero et a|
2018)yet seizures persist outside of this transient phase. This strongly suggests that transient
loss of interneuron excitability is sufficient to perturb postnatal development in such a way as
to render the brain permanentlizyperexcitableWhilstthe hippocampus is not the only region

that is affected byDravet syndromessociated mutationgTai et al., 2014)its relevance to
seizure generation in both Dravé$tein et al., 2019 nd other forms of epilepsgAvoli, 2007;
Chatzikonstantinou, 20149 clear.ts use in all experimental paradigms employed in this thesis
and in most papers investigating cellular and circuit physiology in Draestnsthat postnatal

development of the hippocamys will bethe focus of this chapter.

2.2 Postnatal development of CAdircuitry

All regions of the hippocampus undergo a protracted phase of postnatal development that can
be characterised by changes to their intrinsic and synaptic propé@ielsen et al., 2000; Cossart
and Khazipov, 2022; Khaldfizzal and Francis, 2012)though comparable changes occur in
other hippocampal regions, examples of postnatal changes will focus on the development of the
CA1 subfield of the ppocampus. The properties of both excitatory and inhibitory transmission
will be discussed along with postnatal developmental charigasestablish the appropriate

balance betweerthe two systems.

2.2.1 Postnataimaturationof CA1 pyramidal ceihtrinsicproperties

Intrinsic electrical properties, determined primarily by patterns of membrane ion channel
expression, change throughout postnatal life in bothaativity dependent and independent
manner.When investigated with wholeell current clampecordings, he overall direction of
postnatal developmenin CA1 pyramidal cells is increased excitability with increastidn

potential amplitude and decreasedction potentialhalf-width that correlates with an increase

39



in rate of action potential dishargeacross the first month of lif€6SancheAguilera et al., 2020;
Spigelman et al., 1992he most prominent aspects of the postnatal changes to the intrinsic
properties of CAL1 pyramidal cells amrore passive aspects of their electrophysioldgput
resistance is consistently seen to decrease during the first month of postnatadHideving a
linear trajectory of decline. A similar trend is se&nresting membrane potential (RMP
(Spigelman et al., 1990hangesare alscseen to hyperpolarizatioactivated cyclioucleotide;
gated (HCN) channetediated | currents which are key regulators dfoth passive membrane
propertiese.g. RMP and active events such as burst f{fidigl et al., 2009 Earlierstudies have
identified increases in kmplitude during the first postnatal month, identifying changes to both
absolute amplitue, onset kinetics, and sensitivity to cyclic AMP (cAl@@pder et al., 2001;
Vasilyev and Barish, 2002ith these changes supported by both electrophysiological,
immunohistchemical, and mRNAbelling studieswhilst nore recent work has demonstrated
the opposite trend, with a notable decrease in H@Mdiated currents between P15 and P25 in

CAL1 pyramidal cel®ougherty, 2020)

2.2.2. Postnatal development dfAlinterneurons

Postnatalupregulation ofScnlaand downregulation oScn3abetween P10 and P20 is key to
increasing the intrinsic excitability of interneurons in the hippocampus and key to the delayed
onset ofseizures irDravet syndromgBeckh et al., 1989; Cheah et al., 2018Yifficulty in
discussing the developmental chamsggeen in interneurons is the diversity of interneuron types
present in the hippocampus. Although pyramidal cells also display an increasingly recognised
heterogeneityof property and function, it does not compare to the heterogeneity seen within
interneuron populationsUnlike pyramidal cells, relatively few studies have focuseetifically

on physiological postnatal development of the intrinsic properties of interneurons in the
hippocampus with more work done on cortical interneuron developmedithough specific

differences in postnatal developmental of interneuron properties are bound tst é&etween
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different regions of the brain, the overall developmental trajectory is likely to be sistiltrese

studies will be used to discuss likely chanigesippocampal interneurons.
2.2.2.1 Postnatal maturation oP\fpositive interneuron intrinsigroperties

P\positive interneurons are important to many aspects fappocampal physiology and
pathophysiologyincluding that oDravet syndroméRubinstein et al., 2015and constitute 30

50% of total interneurongTamamaki et al., 2003)The electrophysiology oP\fpositive
interneuronallows them to mediate rapid onset, temporally precise inhibitiortwa powerful
influence overthe pyramidal cells they innervate. Whenmmarising theslectrophysiological
propertiesof PMJ2 A A G A @S A y (i SNY S dzNRty destribd &nst aHs8pNdRof o T I a
their electrophysiologicaphenotype (Hu et al., 2014)When matured like all hippocampal
interneuron subtyps, they receive fast excitatory inpuiGeiger et al., 1997)expressfast
deactivating potassium channels that medidiéest repolarization thus allowing fdiast action
potential discharge(Rudy and McBain, 20Q1gxhibit fast axonal propagatiorof action
potentialsdue to high densitNa/1.1clusteringat the axon initial segmerfHHu and Jonas, 2014;
Ogiwara et al., 2007)and expressfast activaing presynaptic calcium channetsd exocytic
machinery to mediate rapid exocytosis of GABgontaining vesicles upon presynaptic
depolaitization (Bucurenciu et al., 2008, 2010; Zaitsev et al., 20@7poth cortical and
hippocampal tissuegFrom the results discusdearlier (seesection 1.4.35.2), it clear that these
properties emerge during the first month of postnatal development and in part the emergence
of the mature fastspiking phenotype results from upregulation of ld. Another key aspect

of the electrophysiology of fas$piking interneurons is the expression of th8 Khannel family.
These channels are characterized by a depolarized voltage threshold of activation and by rapid
deactivation kinetics. They are crucial in generating short spikehwahd rapid firing
frequencies(Boddum et al., 2017; Rudy and McBain, 20@i@ firing phenotypeseen in PV
positive interneuronsand the high level of expression is one of the features that distinguish PV

positive from SSpositive interneuronsn the neocorteChow et al., 1999)The expression of
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K.3.1 in hippocampal Rpositive interneurons dramatically increases between P10 and P20,
contributing to maturaion of the spike waveform in Ppositive interneurons during early

postnatalhippocampal developmen(Du et al., 1996)

2.2.2 2. Postnatal maturation of S§Jositive interneuron intrisic properties

Somatostatinpositive (SST) interneurons are a diverse group of cells, with different subgroups
displaying differences in electrophysiological, morphological, and synaptic properties. A
common feature of all subgroups are the dendiitegeting synapses #i they form onto local
pyramidal cells, allowing them tgate incoming excitatory signais both a feedforward and
feedback mannefHonoré et al., 2021; Katona et al., 1999; Miiller and Remy, 2014; Yavorska
and Wehr, 2016) As with PYpositive interneurons SSipositive interneurons exhibit
hypoexcitability inDravet syndromeanice, indicating the importance of Nal expressioror

their postnatal maturation(Tai et al., 2014)In general, maturation of cortical SSpositive
interneurons followssimilar patterns to PMpositive cells. Overall excitability, quantified as
maximal firing rate, increases progressively from-206iz at P& until stabilizing at ~50Hz by
P1517, with other parameters such as action potential duration and amplitude showing similar
trajectories, decreasingand increasing respectively until stabilizing by between -B15
Throughout this periodthe input resistance and resting membrane potentidl SSIpositive

neocortical interneurongalls sharply(Pan et al., 2016)

2.2.3 Synapsaenaturationduring postnatal development

Overall levels of neuronal activity atite patterns of neuronal activity within a circuit emerge
from the interplay between the intrinsic properties of neurons and the properties of the
synapseshat form between them The balance between excitatory transmission and inhibitory
transmission is ciital in determining the net excitability of the netwofRvoli et al., 20&;
Bateup et al., 2013; Gibson et al., 20@G8)d inthe proper functioning of networks, with

imbalances implicated in epilep@yritschy, 2008; Shao et al., 2018)tism(Antoine et al., 2019;

42



Rubensteirand Merzenich, 2003and schizophrenigCalvin and Redish, 2021; Gao and Penzes,

2015)

2.2.3.1 Development of excitatotyansmissiorin CA1

Excitatory synaptic input into the CA1 subfield arises from CA3 via the Schaffer collaterals and
from the entorhinal cortex via the temperoammonic pathw&ynapsesoften form onto
specializedpostsynapticstructures termed dendritic spinefuring postnatal development,
initial spine growth begins at between H§increases steadily with age, and approaches adult
levels by P2@2. During this period, spine densiilgcreases from around 0.2 spines/um of
dendrite to around 1.1 spines/um of dendrite, with 1.4 spines/um of dendrite in adult-§250

mice (Harris et al., 1992; Kirov et al., 200&)ectrophysiologicainalysisof Schaffer collateral
mediated transmissionan also be used tassessynaptic density iCAL pyramidal cellThese
recordingsdemonstrate that frequencgf miniature EPSCs (MEPSCs), reflective of total synapse
count, increases from under 0.2Hz at-®40 0.4Hz by P169 whilst the amplitude of EBPSCs
remains relatively stable, dropping from around 10.5pA abRd around 8pA by P1&9 (Hsia

et al., 1998) During postnatal week 2 to postnatal week 3, the dominant AMPA receptor
(AMPAR)subunit switches from GIuAl to GIuA3 darthere is a large upregulation of
transmembrane AMPA receptor regulatory proteins (TARPS) that interact with AMPA receptors
to alter their functional properties. These switches contribute to generating AMR&dRate
currents that are wider and larger immplitude and the overall increase in CA1 postsynaptic
excitability that occurs with ag€Blair et al., 2013; Durand and Zukin, 199jesynaptic
physiology is also altered during postnatal development, with alim@ar trajectory seen in
changes to presynaptielease probability. Release probability is initially high during the first
postnatal week then undergoes a slight decline during postnatal week 2, before climbing once
again to reach adult levels by P30. Sensitivity of transmission to extracellularncalciu

concentration also increases with ag&olshakov and Siegelbaum, 1995; Dumas and Foster,
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1995; Muller et al.,, 1989)Some of the changes seen during postnatglitamatergic

development are highlighted iRigure 22.1.
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2.2.32 The exciting role of GABA during perinatal development?

The chloride gradienthat exists across neuronal membrangsring early postnatal life, from
birth until ~P8,is suggested to resulin efflux of chloride anions when GAB®eceptors are
activated andherefore generatea depolarizing curreniBenrAri et al., 1989)This is due to the
dominance of the N&-ClI cotransporter 2 (NK@J which imports chloride into the neuronal
cytoplasm, in setting the transmembrane chloride gradienting early postnatal lifeThe
postnatal upregulation the of Kl cotransporter 2 (KCC2yhich exports chlorideut of the

cytoplasmyeverses thalirection of thechloride gradient, resulting in hyperpolarizing, inhibitory
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GABA receptormediated currents emerging in the second week of postnatal [iflee
upregulation of KCC2 starts from biidind reaches adult levels by ERivera et al., 1999ith
NKCeE expression peaking at P7 and decreasing significantly byvA2a studied in cortical
tissue(Dzhala et a).2005) This story has been dominant in neuroscience literature for many
decades now, but more recent work has suggested that depolarizing -GwBiated
transmissiormay not occurin vivoand that earlier recordings are artefactse{ vivorecording

techniquegDzhala et al., 2012; Holmgren et al., 2010; Rheims et al., 2009)

Despite thismixed data, the evidence that GABAergic signalling influences both synaptic and
network development during early postnatal development is strong and almost all of that
evidence, gathered over the last 30 yearsyasy difficult toreconcile with a nordepolarizing
effect of GABAergic transmissiobiscussion oflGABAergic development witle divided into
early stage gupposedlydepolarizing transmission, R10) and latestage (hyperpolarizing
transmission, P10 due to theabundance of literature on early postnatal development that

assumeghat perinatal GABAergic transmission is depolarizing.

2.2.3.3 Early stage dvelopment of inhibitory transmission in CAl

Unlikethe majority ofmature glutamatergic synapse§ABAergic synapseanform onto both
dendritic spines andirectly onto a spindree region of possynaptic membraneThe majority
of GABAergic synapsesito pyramidal cell§orm directly the dendritictree, although both
somatic and axonic synapses are also com(ratkey et al., 2017A population of GABAergic
synapses form direct contact with dendritic spines, enabling them to mediate a powerful
inhibitory effect over incoming glutamatergic transmiss{@iu et al., 2013; Kwon et al., 2019)
The genetic andpatiotemporal regulation of interneuron subtypégricoire et al., 2011and
the stereotypedpatterns of synapséistribution that each subtype formwith respect to the
pyramidal cell compartment thetarget (Kullmann, 2011; Pelkey et al., 20%dpgests that the
overall pattern of innervation is somehownate to each subtypeGABAergic synapse specifi
CAMs and scaffolding proteins have been identified, perhaps most importanthethreligin2
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gephyrincollybistin complexhat is crucial to clustering and traffickjrof GABAreceptorsto

the synapse and forms transsynaptic interactions with the presynagriginal (Lee et al., 2013;
Mishra et al.,, 2014; Pettemteal., 2013; Poulopoulos et al., 2009; Takahashi et al., 2012;
Varoqueaux et al., 2004However, the molecular mechanisms by whedrch subtype forms
those stereotyped patternsf synapse distributiomre still largelyunclear. A systentould be
imagired by whichsubtypespecific epression ofcertain axonal guidance molecule receptors
or CAMsensure GABAergic axons fiadd anchor tadhe correctpostsynaptidarget. This CAM
mediated target specificity has recently been demonstrated on the postsynajuté; with
reduction in the expression of the CAM1 (1CAM in pyramidal cells selectively reducing
axoaxonic GABAergic synapses that are known to be provided exclusively by cortical chandelier
cell.Although this accounts for how axoaxonic synapses are stabilizeohdleeular mechanism

by which chandelier celtsan selectively project their axons to reach the axon initial segment in

the first place is still unknowfTai et al., 2019)

GABAergic synapsgenerallybegin toform before glutamatergic synapsé@sboth the rodent
(BenAri et al., 2007; Deng et al., 200a)d primatebrain (Khazipov et al., 2001)his earlyin
part embryoni¢ synaptogenesi does not mean that synapse formation does not persist into
later stages of development, with mIPSC frequermtinuallyincreasing between the first and
second postnatal week andbt reachingadult frequencies untiP1521 (Cohen et al., 2000)
Takingboth the order of synapse formation and the nature of earlyB&Argic synapse function
into account, early stage postnatal development is characterized Ipredominance of
supposedidepolarizing GABAergic synapsde role of depolarizing GABAergic transmission
extends beyond triggerindepolarizationsand is nowecognized to be an important organizer
of both GABAergic and glutamatergic circuit developmEatly axon elongatiofAgetalshihara

et al., 2009and dendrite formationBarbin et al., 1993; Gascon et al., 2086 enhancedby
GABA depolarizatietriggered calcium influx into the neuromluring early postnatal life and
following adult neurogenesis(Gascon et al.,, 2006)Blocking early GAB#ediated

depolarizationsn vivoresults in permanently altered sensorimotgating,seemingly stemming
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from altered cortical neuron morphologgnd reducedevels ofexcitatory transmissioifwang
and Kriegstein, 2011}5ABA signalling not only influences the properties of excitatory cells and
synapses buis alsoseltregulabry. GABAergic depolarizatianfluences formation of new
GABAergic synapsesith rapid accumulatiorof both functional GAB&eceptors and markers

of GABAergic synapsewlucedby brief pipette application of GABA to cortical dendritdsis
was confirmed to alsoccur followingendogenous release of GABA from interneurons during
development(Oh et al., 2016)The same role for GArgicsignalling in initiating GABAergic
synapse formation has also been demonstrateaet cultures (Chattopadhyayat al., 2007;
Fucheet al., 2013) In addition to its role imeuronal development ansynapse formation, many

of the earlypatterns ofhippocampahetwork activity are thought to be driven by depolarizing
GABAergic activity, such as the synchronoussting events termed giant depolarizing
potentials(GDP) that emerge at around P2 and cease by@d§uoli and Cherubini, 2017; Sipila
and Kaila, 2008)Although similar atterns of neuronal activity have been notédvivq these
eventshavealsobeen suggested to bearly forms of sharp wave ripp{eeinekugel et al., 2002;
Valeeva et al., 2019andmay not share the same pattern of activity or mechanism of generation

as the spontaneous GDBst have only been observed @&x vivoslices.

2.2.34 Late stage development of inhibitory transmission in CA1

Although functional GABAergic synapses are ingpar determinants of early stage
development, mosGABAergisynapses form after this phase. Between P7 and P21, the number
of GABAergic synapses, quantified via density of the vesicular inhibitory amino acid transporter
(VIAAT), increases oveff@dld in QA3 and over 6old in CAXMarty et d., 2002) This time course

of synapse development correlates with the increase in mfiRSQency discussed previously,
which also increases by arounddd between P8L4 and P121 in CAl pyramidal ce{l€ohen

et al.,, 2000) An increased temporal precision of GABAergic transmission across postnatal
development can beemonstrated by paired recordings between-pasitive interneurons and

dentate gyus granule cells, with action potentials triggered in the interneuron by one electrode
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being recorded as inhibitory postsynaptic currents in the other. This study demorstize
the latency of synaptic transmission, the probability of failing to evokmuraent, and the
variance of latency all decrease between P5 and P25, whilst during the same period the decay
constantdecreasesind the probability of connectivity both increafieoischer et al., 2008)n

other words, more precise, fastacting inhibitory transmission

This maturation of GABAergic transmission results in part from the intrinsic maturation of
interneurons discussed above (sgection2.2.2), but both pre and postsynaptic changes are

also important to this process. Overall puction of GABAreceptors in norFhuman primates

peaks between the second and fourth month of life, and subsequently undergoes a decline
(Lidow et al., 1991)In rodents, more precise patterns of developmental regulation of GABA
receptors have been identified. At birth the dominaBABAh & dzo dzy A 14 SELINB A &
and hippocampali A & & dzS I NB . The éxpreéssinkvels §f BRIl 3sybsequently decline
RdAdZNAYy3I GKS FTANRG o 6SS1a 2F LkRaldyralrt RS@St 2
subunit (Fritschy et al., 1994; Laurie et al.,, 199Zhe importance of His shift can be
RSY2yaGNYGSR o0& Ydf GALX S addzRA Sat. I ot 2he § K S
KALILIRZ OF YLIdza FYR 20GKSNJ I NBlFas 620K O2NIAOI €
delayed maturation of GABAergic transmission and retentibimmature GABAreceptor

mediated current kineticlBBosman et al., 2005; Goldstein et al., 2002; Juttner et al., 2001; Okada
etal, 20000 Ly /! mZ f2aa 2F hm AYyONBlFrasSa G(KS RSOl
and interneurons and decreases the average kinnge of mIPSCs in pyramidal cells aldness

2F hm faz2 RNIYFGAOI ff &mddiatedSnBn totb&nSodidzépiyiel A G A |
application, with the almost no change in mIPSC amplitude séemin 1 y 2 O1 2dzi YA OS
type mIPSC amplitudencreased by almost 50% in interneuro(Sobstein et al., 2002)
Presynaptic changes are less well characterised. Expression levels of the vesicular GABA
transporter (VGAT) increase between PO and P15, by which point immunoreactivity for VGAT is
comparable to adult levelMinelli et al., 2003)Although various form of prgynaptic &d post

synaptic LTP and LTD can occur at both glutamatergic synapses onto GABAergic interneurons
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and in GABAergic synapses themsel{@astillo, 2012; Castillo et aR011; Kullmann et al.,
2012) the age of onset for functional GABAergic LTP or LTD has not been addressed in the way

it has for glutamatergic transmission. Some of the changes seen during postnatal GABAergic

development are highlighted iRigure 22.2.
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2.2 4 Inhibitory motifs in hippocampal circuits

Figure2.2.2 Summary of changes
to pree and postsynaptic
GABAergic function that occur
during early postnatal life
Changes represented in the top
panel are indicative of general
direction of change to each
property over time and are not
representative of magnitude of
change. In the lower panel, a
pyramidal cell soma is shown in
orange A  fully  formed
presynaptic termial is shown in
green, whilst a nascent GABAergic
synapse is shown in blue. Changes
indicated are representative
examples of changes seen
between birth and the first month
of life.

Although there is amcreasing recognition of the diversity of pyramidal cells within CA1, these

differences primarily manifest along the dorsantral axis rather than between proximal cells

(Dougherty, 2020; Dougherty etl., 2012, 2013; Fanselow and Dong, 2018)comparison,

interneurons within a small volume of the hippocampus will display a high degree of functional
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and morphological heterogeneity. Interneurons are often divided on the basis of differential
expres#on of various proteins e.g. parvalbumiBV) somatostatin(SST,)vasoactive intestinal
peptide (VIP) etc(Harris et al., 2018; Pelkey et al., 2Q1which broadly correlate witlthe

functional properties of those cells.

2.24.1 Feedforward and feedbaahkhibition

Feedforward inhibition (FFI) is evoked by inputs onto the local interneurons of a given region
and results in inhibitory transmission onto neurons other than those that initially fired to
activate those interneurons. For example, CA3 Schafitatemals activate interneurons in CAl

and evoke disynaptic inhibitory currents onto CA1 pyramidal cells. Feedback inhibition (FBI) is
inhibition that is evoked by pyramidal cell input to local interneurons that results in inhibitory

input back onto the psamidal cell that initially stimulated those interneurofiéullmann, 2011)

In terms of interneuron subtypes that mediate FFI &f&1, most of the more common subtypes
are capable of mediating both. For example, the-gsiking P\positive and CCRositive basket

cells, that mediate somatic and perisomatic inhibition, receive input from local CA1 pyramidal
cells and from the Schaffeollaterals(Bezaire and Soltesz, 2013; Hu et al., 200ther cells

are thought to be primarily specialised to mediating either FFI or FBI. The Schaffer cellateral
associated interneuronshat reside in stratum radiatum and contaitie basal dendrites of CAl
pyramidal cellsare often suggested to be specialized in mediating FFI from CA3 to CA1, although
this appears to be primarily based on the location of their soma and dendrites, which overlap
with the spatial distribution of Setffer collateral axons, rather than any conclusive
electrophysiological demonstration of this ral€ope et al., 2002; Klausberger, 2009y cells

and bistratified interne@rons, both of which provide dendritic input to CA1 pyramidal cells
(Pelkey et al., 2017are also thought to provide feedforward inhibition due to the inputs they
receive from CAJ3Armstrong et al., 2012; Kullmann, 201Bimilarly, neurogliaform (NGF)
interneurons are thought tgorimarily mediate feedforward inhibition from the entorhinal
cortex via the temperoammonic path. These cells are located in thil,Shave profusely
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branching axons, and are thought to primarily mediate inhibition via volume transmission rather
than release of GABA directly onto postsynaptic sif&anstrong et al., 2012)n contrast, @M
interneurons are believed to be specialized providers of feedback inhiliti@Al. These cells,
positioned in stratum oriens, project to the distal dendrites of CA1 pyramidal cells in stratum

lacunosuramoleculare(BlasceL 6+ 35T | YR CNBdzyREZ wmpdp T { S dzf A

In addition to the pattern of inputs that they receive, other properttbat functionally define
interneurons include their electrophysiological properties e.g. fasiiking versus regular
spiking, adapting versus nedapting, the pyramidal cell compartment that they innervate e.g.
dendritic, somatic, axonic, and the presenaf cotransmitters e.g. cholecystokinifiPelkey et
al., 2017) All of these properties come together to determine the patterns of activity that

interneurons control and participate i\ntonoudiouet al., 2020; Stark et al., 2014)
2.24.2 Compartmental targeting of inhibitory synapses

One of the defining features of different interneuron subtypes is the pyramidal cell
compartment that they innervate, with Ppositive cells andSSTpositive cells displaying
relatively selective somatic/perisomatic and dendritic targeting respectively. Due to the distinct
roles these compartments play in pyramidal cell physiology, this targeting resultsire&¥ted

and SSTmediated inhibition jaying different roles in the local microcircuits that they participate
in. Perisomatic targeting is a characteristic of both-gdgitive and CGHositive basket cells
(Bartos and Elgueta, 201Z3iven the crucial role of the soma and perisomatic regions in input
integration and action ptential generation, this targeting preisposes the powerful inhibitory
synapses provided by basket cells to playing a crucial role in regulating pyramidal cell firing and
intra-pyramidal celsynchronicityBuhl et al., 1994; Cobb et al., 1995; Miles et al., 1996; Pouille
and Scanziani, 2001Jheir abiliy to synchronize populations of pyramidal cells means that
basket cells play a key role in the generation and/or propagation of various patterns of
hippocampal oscillatory field potentia{€arlén et al., 2012; Klausberger et al., 2005; Wulff et
al., 2009) This role is aided by the gap junction coupling commonly seen betwe@odive
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interneurons that helps synchronize local inhibitory inp(Bartos et al., 2007; LeBeau et al.,

2003)

Somatostatin (SSPpsitive interneurons are the most prevalent class of predominantly
dendrite-targeting interneurons in the hippocampy(Belkey et al., 2017 he dendritic tree of
pyramidal cells ishe major site of glutamatergic, and indeed GABAergic, ifldiausberger,
2009) The interaction between incoming glutamatergic transmission and GABAergic
transmission allows dendritiargeting interneurons to play a role of modulating input
integration (Klausberger, 2009; Lovelarron et al., 2012)In the hippocampus, silencing SST
positiveinterneurons generates a dramatic increase in spontaneous firing irajgart via an
increase in NMDARependent dendritic burstingLovettBarron et al., 2012)SS3¥positive
interneuron mediated inhibition also regulates the initiation of letgym plasticity at
glutamatergic synapses as they can inhibit dendritic calcium ir({BBaellan et al., 2013;

Scheyltjens and Arckens, 2016)

Whilst undoubtedly an ovesimplification, the dichotomy often drawn between perisomatic
versus dendritic inhibition is between powerful, sudden inhibition to silence cells versus more
subtle inhibitory modulation of incoming excitatory input to finetuneotlh excitatory

transmission and plasticity.

2.24.3 Disinhibitory interneurons

Disinhibitory interneurons, also termed interneurapecific interneurons, specialize in
providing inhibitory input to other interneurons, the most common of which arepdstive

and calretininpositive (CR) interneurons in both the hippocampus and neocqéxt al.,
2013) CRpositive interneurons are found in stratum radiatum, pyramidale, and oriens and
innervate the somatodendritic compartment of other interneurons. They are iratetv/by both
CA3 and CALl pyramidal cell axons-pdgitive interneurons are found in stratum radiatum and
lacunosuramoleculare and innervate CQi¢sitive basket cells and other disinhibitory

interneurons. A third class of disinhibitory interneuron expriesth VIP and CR and innervate
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SSTpositive and GLM interneurongPelkey et al., 2017By inhibiting other interneurons, these
cells function to increase overall firing activity. Types of interneurons not specialized in
mediating disinhibition, such as Bdsitive basket cells, can also innervate other interneurons,
but such synapses are only a small fraction of their total synaptic ofreund and Gulyas,

1997)

2.3 Excitation/inhibition balance

Sofar, the postnataldevelopment of excitation and inhibition have been discussed separately.
However, during physiological activity they are innately intertwined and considering them in
isolation can onhbring you so far h understanding how synapses mature to form functional
circuits that are neither too excitabl@or too inhibited. This concept is usually termed

excitation/inhibition balance (E/I balance).

2.3.1 How to defineE/l balance

When someonerefers to excitatoryand inhibitory transmission existing in balance, it does not
mean that for each excitatory current there is an equal and opposite inhibitory current that
occurs simultaneously. It also does not mean that the number of excitatory and inhibitory cells
in a gven network is equal, nor the number of excitatory and inhibitory synapses. It seems fair
to say that E/I balance means different thingddifferent studies largely dependent upon the
methodology that is being used to assésand the question that methodology i®ing usedo
answer. Even if we consider E/I balance only in the contexirgflecell electrophysiology
recordings, E/I balance could be taken to mean the ratio between excitatory and inhibitory
current amplitude evoked by a singledefined event e.g. following electrical/optogenetic
stimulationor during a defined moment in a behavioutakk orcould mean the number and

amplitude of spontaneous excitatory and inhibitory events recorded in a given time frame
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2.3.1.1Experimentadefinitionsof E/I balance

Whilst the general definition above can be used to understand the scope of this sectom, m
specific definitions of E/I balancean be used for different phenomenaSome authors
distinguish betweemglobal and temporal E/I balance in order to refine discuseid&/| balance

and the roles it plays in circuit function Df 26 F f 9k L oOthebwlkym@Buretkeny NB T
of relative contributions of excitatory and inhibitory synaptic currents recdiyed specific

neurort ¥ G KSNBIF & (SYL] NIhé relativef mhaghfufes diRetcitatddy and 2 @
inhibitory synaptic currents are matched in a peiHpoint manner on a fast time sca@léZhou

and Yu, 2018)

Global E/I balance has be@vestigatedn multiple cortical regions. For example, a 2003 study
into the generation of prefrontal corte® | tstates, spontaneous periodic bursts of synaptic
activity and action ptential dischargerecorded both excitatory and inhibitory activity received

by layer 5pyramidal cellgluring those up statedNVhen the net conductander both excitatory

and inhibitory transmission during each up state were plotted, a clear lineariowesdtip
between the two can be seen across multiple oglth an average slope of 0.68hese UP states
represent periods of recurrent transmission between both pyramidal cells and interneurons. The
authors arguethat this indicates that even during peds in which activity levels abruptly
increase, the recurrent excitatory and inhibitory transmission recruited by that increase is
proportionate However, when external stimulation is delivered i.e. input from a region outside
of the recurrent cortical netwrk in the UP state, itecruits inhibitory cells with more efficacy
than excitatory cells, providing a mechanism by which recurrent activity can be termi{&ttad

et al., 2003) shown béow Figure2.3.1. Exploration of E/I balance in the visual cortex, assessed
by recording EPSCs and IPSCs in the same cell and evoked by either visual or optogenetic
stimulation, demonstrate that the average ratio between excitation and inhibition differs
between cortical lgers and that the probability of optogenetic stimulatieroked firing is

proportionate to the E/I balance for each layer, with higher ratios resulting in higher firing rates.
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Layers 2/3, 4, and 5 were recorded in response to optogenetic activation ef ddtyer 4 or 5,
with E/I ratio alsoinfluencedon the layer from which incoming input arogadesnik, 2018)
Cellular E/I balance is often probed in this manner, by recording both excitatory and inhibitory

currents evoked by stimulation of the same population of inputs. When layer 2/3 pyrarsitial ¢
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Figure2.3.1 Cortical UP states generate rapid increases in activity but maintain E/I balance
Cortical UP states were recorded in acute slices, occurring both spontaneously and in response
to electrical stimulationa. A representative trace of both extracellular (top) and intracellular
(bottom) recordings during both UP and DOWN st&tesveragel waveform of both inhibitory

(blue) and excitatory (red) currents recorded during UP states, along with several raw traces
recorded at +30mV (greer). A plot of UP state inhibitory conductance) (&rsus excitatory
conductance (@ for recorded neurondNote the linear relationship between @d Gin all cells,
regardless of the slope of that relationship. Adapted fBimet al, 2003.

were recorded simultaneously ardyer 4wasstimulated via channelrhodopsithe absolute
amplitude of both EPS@sd IPSCs exhibited a high degree of variance between neurons whilst
the ratio between those amplitudes was considerably more stgAtiesnik, 2018)This is an
important consideratiorg E/I balance does not necessarily mean that the strength of excitation
and inhibition received by different cells is similar in absolute amplitude, but that the ratio
betweenE and amplitudesis conservedetween cellsSimilar results have been demonstrated

via optogenetic stimulation of CA3 neurons whilst recording from pyramidal cells in CA1, thus
quantifying E/I balance at the Schaffer collateral synapse in adult. mlie study expanded

upon the basic paradigm sfngle stimulation coupled with single recordings of EPSCs and IPSCs
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by using laser activation of channelrhodopsi in a random combination of cells in a grid
centred on the CA3 pyramidal cdlbdy layer. Despite the random generation of different
combinaions of inputs, E/l balance was maintained in response to all irf(Bltatia et al., 2019)

Both V1 and CA1 E/I balance experiments are shown bslesF{gure2.3.2).
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Figure2.3.2 E/I balance can be observed in different brain regions and when assessed via
different experimental paradigms B!/l balawce is quantified via total excitatory and inhibitory
charge transfer recorded in layer 2/3 pyramidal dellgiva E/I balance is nir#tained during

visual stimulation across a variety of increasingly strong contrast gratihgger 4 optogenetic
stimulation results in a very similar distribution of charge transfer in layer 2/3 cells recorded in
acute slices, with excitatory and ibtory charge ratio maintained again when incrementally
stronger optical stimulation is deliveredidapted from Adesnik, 2018.Experimental paradigm

used to record Schaffer collatealoked monosynaptic excitation and monosynaptic inhibition

in CA1 pyamidal cells. CA3 neurons are transfected with channelrhodopsin, with a grid pattern
centred around CAS3 stratum pyramidale used to define stimulation pat@inSive random
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squares on the stimulan grid are targeted for each recording, with each coration eliciting
excitatory and inhibitory currents at a consistent radi. E/I ratio is maintained when the
number of squares being stimulated is incrementally increased from 1dii. /I amplitude
ratio during incrementally increasing stimulatintensity shows supralinear gain. Adapted from
Bhatiaet al., 2019.

2.3.1.2 Activity-independent energence oE/l balance

Thegeneral trend for both glutamatergic and GABAergic transmission during the first month of
postnatal development is more synapsgsgaterintrinsic excitability, more temporally precise
transmission, and more plastic synapses. As a resath excitationand inhibition undergo
extensive changes over a relatively short space of tiloméng whichexternal sources of input

to the brain greatly increase as sensory systems develop and the young animal must learn and
adapt to its surroundings. All of this musdapgpen whilstgenerating the E/I balance that is seen

by adulthood.

The emergence of E/l balance begins early, with initial patterns of neurogenesis able to influence
future network connectivity. Demonstrations of this principle have been made in cultuléd ¢

in which network emergence has been tracked over time in a mixed cell population of excitatory
and inhibitory neurons, with manipulation of the proportion of inhibitory cells present in the
culture used to assess how early neurogenesigld alter long term network properties.
Increased proportions of interneurons generated networks that generated bursts of activity at
an increased frequengyvith interneuron depleted cultures generating burst events less often
and failing to undergo the maturation btirst properties noted in nowlepleted cultures. \Wen
synaptic E/I balance was quantifigtie presence of more interneurons was not found to have
alteredthe properties ofisolated spontaneouEPSCs and IPSCs and the balance between them
when contrasted wh cultures with decreased interneuron densityowever, E/l balance during
multisynaptic burss was significantly altered, with E/I balance shifted upwards reflecting a
potentiation of EPSC charge transféhis suggests intrinsic mechanisms that canstdjimple
synapticproperties, such as altered intrinsic propedier synaptic strengtltan act tomaintain

E/l balance duringelativelyquiescent periods but when many cells are recruited in synchrony,
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early patterns of neurogenesis are reflectedthat activityas altered E/I balancéXing et al.,

2021)

Sme of the basic mechanisntat underlie formation of excitatory and inhibitory synapses
have been found to act iconcert, with key signalling molecules that underlie the two processes
interacting and influencing synaptic balanféenuch studied example is the effect of modulation
of the excitatory synapsassociated proteins PSE5» and Neuroligifl, which are not fond at
inhibitory synapsefEtHusseini et al., 2000; Song et al., 1988 spite their selectivpositioning

at excitatory synapsg altering expression levels also modulates the formation of inhibitory
synapses. Upregulation of PSB generates an increase in excitatasynapses,yet also
generates a strong decrease in inhibitory synapses whilst upregulation of Neufoligin
upregulates the formation of bothKnockdown of PS86 generates the opposite effect,
generating an upregulation of inhibitory synapses formation dadnregulation of excitatory

synapse formatiorfseeFigure 23.3)(Prarge et al., 2004)
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Figure2.3.3 Manipulation of neuroligil and PSD95 alters the ratio between excitatory and
inhibitory contacts All experiments were conducted in neuron cultures prepared from
hippocampi, transfected with neuroligin PSD95, or bbtsimultaneouslya. The size and
number of VGAT clusters is greatly enhanced by transfection with neuroligin and PSD95 and
enhanced even further by neuroligin transfection alone. The number of VGAT positive clusters
was greatly enhanced by neuroligin alone but not be duasteation. Both size and number of
VGLUT positive clusters are enhanced by neuroligin, with dual transfection not producing a
greater degree of change than neuroligin alone. This means that dual transfection results in a
relative imbalance of GABAergic &yse formation.b. These changes are reflected in
electrophysiological changes. Transfection with neureligiRSD95, or both simultaneously
increases mMEPSC frequency, but neuroligin alone increases IPSC frequency. Indeed, transfection
with PSD95 supressenlPSC frequency. No transfections altered IPSC amplitude, whilst PSD95
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appears capable of inducing upregulation of EPSC amplithdeindicates that glutamatergic
synaptic components can influence GABAergic synapse formation and activity and generate
potential E/I imbalance if upregulated. Adapted from Praeige, 2004.

The manipulation of GABAergic synagpecificcomponents also impacts upon both types of
synapse, with overexpression of the cytoskeletal protein gephkriownto influence clustring

of postsynaptic GABA receptogenerating not only the anticipated increase in GABA receptor
clustering but also downregulating PSB-positive clustergLardiStudler et al., 2007)t seems
possible that the common metabolic processes and structural elemdatisare needed for
synapse formation mean that upregulating formation of one synapse type downregulates the
other type simply by limiting the availability of those key resowgCEne fact that upregulation

of some excitatory synapse elements genegatmlanced changes to inhibitory synapse
formation whilst other elements generate only imbalance suggests that this may not be the case
(Prange et al., 2004Regardlesst is still relevant to postnatal development as it would suggest
that cells must be ablto distribute those resources in a way that does not jeopardize formation
of one synapse type at the expense of the othéfhilst these studies do not explain how
synapse formation is balancewhether by active homeostatic interaction between synaptic
proteins or by metabolic regulation to prevent over formation of either type, they do make it

clear that the two processes do not occur in isolatidione another.

2.3.1.3 Activity-dependent emergence of E/I balance

Neuronal activity, at both a single telnd network level, is vital to sculpting the postnatal
emergence of E/l balance and indeed many other aspects of postnatal development. The role of
activity in shaping postnatal circuitry is of particular relevanderavet syndromeasthis period

of activity-dependent developmenbverlapswith the upregulation ofScnlaand thus withthe
emergence ofnterneuron dysfunctiorand hyperactivity.It is important to consider that even
activity independent plasticity/development would likebe alteredin the absence ofiny
neuronal firing whatsoeverso the extent to which any such plasticity is truly activity

independent is questionablélowever, for a form of developmental regulation to be considered
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activity-dependent, | will consider phenomena thate either instigated byeuronal firingor

modulated by changes in the level @ifing in the developing network

Synaptic transmission, both action potential driven and spontaneous vesicle release, has long
been thought to impact uporarlysynagse fomation and developmenfAndreae and Burrone,
2014, 2018) with transmission contributing taendritic branching and spine formatidan a
NMDAreceptor dependent mannefleeet al., 2005; Sepulvedat al., 2010; Siret al., 2002)

and both glutamatergic and GAB#y& releasecontributingto the growth ofnascent axonand

thus speculated tocontribute to the formation of synaptic terminal@©emarque et al., 2002;
Obrietan and Van Den Pol, 1996; Sayor et al., 2010)Howneuronal activitycontributes to

early aspects of E/l balance remains uncleath some findings seemingly suggesting that early
synapse formation may not follow homeostatic rules to balance excitability. A 2002 study in
which cultured cells were sparsely transfected witl2.K to selectively reduce activity in a
subset of neurons prior to synapse formation demonstrated that Ktransfected cells received
reduced synaptic input, quantified by both miniature and evoE&SCs, rather than the increase

that may be expected from a system under homeostatic regulgnrone et al., 2002)
2.3.1.4 Homeostatic refinement of postnatal circuit development

Activity-dependentdevelopmentis more often associated witlhater stagecircuit refinement
rather thanearly initialdevelopment. This refinemens thought to bekey to understanding
how immature circuits emerge as mature circuits with lidlance andepresens a common
GadaNYy GS3eé¢ Ay vy SMaMPpfocebsesRsbich $i§ fyhdpss yoimation, do not
immediately result in adult circuitry faming, but insteadseem towork by proceeding in a
somewhat imprecise manner before activiyiven refinement generates maturcuits Much

of the work relating neuronal activity to synaptic refinement has been performed in areas of
sensory cortex due to the relative easéh which activity levels can be manipulated by altering
sensory experience. One of the earliest demonstrations afémstaticcircuitrefinementin vivo

was performed in 2002 and related directly to postnatal refinement of circuitrgrimary visual
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cortex (V1), mEPSCs increase in frequency but decrease in amplitude between P12 and P23,
suggesting that as synapse nuenbincreases, average synaptic strength decreases. In of itself
this is suggestive of E/I balance as that reduction in strength would act to prevent the potential
hyperexcitation generated by the doubling of excitatory synapses formed during that 11 day
window. When animals were reared in the dark from P12 onwards, the increase in mEPSC
frequency persisted but the decrease in amplitude was largely blgekedlting insignificantly
greater amplitudesfrom P18 onwardgDesai et al., 2002)This work constituted the first
demonstration of synaptic scalingéx vivatissue.This suggests that the compensatory decline

in synaptic strength is not an innate result of increasing syndpasity butis instead a product

of the change imeuronal activitythat that process generatesas can be seen frofigure 2.3.4.

The locus of this plasticity was also developmentally regulated, with homeostatic effects of dark
rearing initially manifesting itayer 4but not 2/3 at P1418 but subsequently reversing, with
effects only noted irlayer 2/3but not 4 by P2123 (Desai et al., 2002Followup work has
recently expanded upon these developmental differences in homeostatic profilbofrs of
chemogenetic silencing layer 2/3during either development or adulthood induces differiht
responses. Developmental silencing resulted in homeostatic plasticity of both excitatory
synaptic strength and intrinsic excitability, whilst adulescing generated only changes in
synaptic strength, with inhibitory synaptic strength also undergoing homeostatic changes that
were absent during developme(itVen and Turrigiano, 2021)
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Figure2.3.4. Activity dependent development of excitatory transmission can be demonstrated
via sensory deprivation &/hen mice are kept in a completely dark environment, the normal
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developmental decrease in mMEPSC amplitude, noted by thidzRugh€rsiand others, is blocked

until considerably later in postnatal development. Monocular deprivation via intraocular TTX
injection generates an even stronger effect, with an increase seen in mEPSC amplitude in layer
2/3 cells of the visual cortex, as showbiiand quantified ifii. Adapted from Desat al, 2002

Other work has produced comparable results in other argasemsory cortex, with sensory
manipulations generating changes to the properties of excitation and/or inhib{8amnes et

al., 2015; Keck et al., 2013; Knott et al., 2002; Teichert et al., 20&&)role of the axon initial
segment, critical to action potential initiation, in driving homeostatic changes in somatosensory
cortexhas recently been demonstrateAnagedependent increase then decrease in AlS length
could once again be manipulateég sensory deprivation, with whisker trimmidegcreasing the

rate of decrease in AIS lengtBnce again,tis speaks to the interaction betweesngoing
developmental changes and the actual changesenronalactivity levels that those changes

reduce(Jamann et al., 2021)

Agerelated changes in pléisity of GABAergic development have also been shiovuivg with
intraocular TTX injection resulting in reduced perisomatic inhibitblayer 5pyramidal cdk in

V1 when administered during postnatal week it failing to produce any changes when
administered during postnatal week(&hattopadhyaya, 2004Previous studies suggested that
GABAergic synapse formation reash&dult levels by between P18 and P21 in hippocampal
tissue(Colen et al., 200Q)whilst this study suggests that perisomatic sys@pcounipeaks at
P28 and subsequently undergoes a slight decline by(€Hattopadhyaya, 2004How the time
course of synapse formation relates to windows of synaptic homeostasis is uri@ieaparable
developmental changdsave also been demonstrated during development in neuronal cultures,
with activity suppression via TTX application at early stages reducing the formation and strength
of inhibitory synapsesyith later stage TTX applicationodifyinginhibitory synapticstrength

but not number(Hartman et al., 2006)

Importantly to E/I balance,development of excitatory and inhibitory transmission is

bidirectionally related to one another with perturbation of one generating changes in the other.
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Experimental impairment of AMPA receptor trafficking unsurprisingly generates diminished
excitatory transmissionbut also generates decreases in the frequemary amplitude of
inhibitory currents that serve to limthe perturbation ofheuronalactivity leves. Thisoccursin

part by modifying preexisting inhibitory synapses and in part by enhancing the generation of
new inhibitory synapses, in addition to clgg@s to the intrinsic properties of interneurons with
increased interneuron dendritic complexity also s€de et al., 2018Bidirectional homeostatic
plasticity of excitatory transmission can also be induced by dyreuntbdifying interneuron
numbersin viva DIX"?) mice display reductions in certain interneuron populations and a
consequence of this interneuron hypofunction is corresponding homeostatic reductions in
mMEPSCfrequency, decreased AMPA:NMDA receptor ratio during evoked glutamatergic
transmission, and a decrease in CAl pyramidal iotrlhsic excitability These changes to
glutamatergic transmission could be reversed back to control levels by replacing lost
interneurons via directly transplanting interneuron progenitor cells iBtb{’?) hippocampi
(Howard et al., 2014)shown below inFigure 2.3.5. Whilst neither of these studies were
performed in developingmice, indeed impairment of AMPA trafficking was performed in
Xenopus Laevis tadpole retinotectal neurons, they demonstrate that changes to one
neurotransmitter system can induce ropensatory changes to the other. Whilst this has been
demonstrated in cultured cells via pharmacological manipulation many year&Sagmwick et

al., 2006; Turrigiano et al., 1998ubsequentin vivo demonstration via more naturalistic
modulation provides a strong demonstration that homeostatic regulation of both

neurotransmittersystemsare linked.
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Figure 2.3.5 Excitatory cells undergo homeostatic changes in response to altered levels of
inhibitory transmissionThis study utilised @I¥’? mouse line to reduce the number of
interneurons in the hippocampi. Thigduced inhibitory transmission, but also induces
homeostatic alterations to both the synaptic and intrinsic propedigs/ramidal cellsa. When
assessed at P23, excitatory transmisgiowas unaltered with both mEPSC frequency and
amplitude unaltereddj.). b. When reassessed at P33, a decreased frequency of mMEPSCs was
seen which could be reversed by transplant of interneuronstidippocampushi.). mEPSC
amplitude was unchangedi. Loss of interneurons produced a decrease in input resistance in
pyramidal cells and an increase in rheob&d®, indicating a compensatory reduction in
pyramidal cell excitabilitAdapted from Howardt al., 2014.

2.3.2 E/limbalance irepilepsy

E/l imbalance in epilepsy has long bemmsideredkey toits pathophysiologywith shifts in
favour of excitation over inhibition often demonstrated and already discussed al@mmetic
epilepsies in which interneurons or GABAergic synapsethaught to beselectively impaired,
such adDravet syndromer epilepsies arising fromABA, receptor lossof-function mutations,

provide astrongdemonstration of the epileptogenic effects imhibitory hypofunction

Given that most epilepsies do not arise framutationsthat have such a clear cut impact on E/I
balancewhat other factors haeled researchers t@onsider E/l balance as key to epilep$yie
pharmacology of epilepsy provides strong indication that E/I imbalance is epileptogenic, with
most pharmacological models of acute seizures relying on either inhibiting inhibitory
transmis#on or increasingneuronal excitability (Dhir, 2012; Heuzeroth et al., 2019; Loscher,

2011) and many antepileptic drugs acting via enhancement of GABAergic transmission e.g.
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benzodiazepine$Riss et al., 2008)r GABA reuptake inhibitor@8auer and Coopédvlahkorn,
2008) This pharmacological evidencashbeen expanded on by research using both animal
models of epilepsyex vivohuman tissue, anéh vivoEEG recordings from epileptic patients.
Commonly used models of temporal lobe epilepsy, such as the intrahippocampal kainate model,
often cause high lals of cell death within the hippocampal formation. This death, drikgrart

by excitotoxicity(Vincent and Mulle, 2009 affects both pyramidal cells and interneurons but it
appears that interneurons are more vulneralbteexcitotoxic damage thapyramidal cells and
given the relative sparseness of interneuramnparedto pyramidal cellsloss ofinterneurons

is thought to be key to the emergence of seizures in this and other modelsilepsy as well

asin acquired epilepsies in humag8ossart et al., 2001; Knopp et al., 2008; de Lanerolle et al.,
1989; Marx et al., 2013; Shetty et al., 2009; Téth and Magléczky, .20M#r evidencefor a
crucial role of E/I imbalance comdésom other genetic models of epilepsy in which the
underlying genetic cause is not directly related to either excitatory or inhibitory transmission,
but still results in E/I imbalance e.godels of TuberouSclerosidBateup et al., 2013 Rett
syndrome(Banerjee et al., 2016and Focal Cortical Dysplagalcagnotto, 2005 his indicates
that E/l imbalance is a common endpoinimodels ofyenetic epilepsyregardless of thprimary

causality

Despite the strong evidence that interneuron number and activity level are often decreased in
epileptic tissue, there has been much discussion recently overctrgradictory roles of
interneurons in seizure initiatiorRecent data has indicated that theset of seizures may not

be characterized by a reduction in interneuron activity but may instead be characterized by
increased interneuron firin¢Rich et al., 2020However, this does not necessarily mean that E/|
balance is shifted in favour of inhibition, with both péshibitory rebound prenomena and
inhibition-mediated chloride overload resultinig the seizure itself being characterized ay
overall loss of inhibition after an initial burst of interneuron firf@@hang et al., 2018; Elahian et
al., 2018; Librizzi et al., 2017; Lillis et al., 20TRis is another example of hawe definition of

E/I balance can dramatically change the answer you receive, with momentary E/|dsihétex
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in favour of inhibition potentiallygeneratinglonger lasting shifts in E/I balance that favour
excitation. The role of interneurons in epilepsy is undoubtedly more complex than simple failure
to provide sufficient levels of inhibition, but therg sufficient evidence to say that interneuron

function is altered in epilepsies, includiBgavet syndromeas discussed in detaibove

The homeostatic regulation of E/I balance may provide a route to understanding how decreased
basal inhibitory actity and/or interneuron count could generate novel interneuron networks
that have undergone homeostatic changes to compensate for those changmdting in
networks capable of driving the abrupt transition to seizure states. Whilst highly speculative,
compensatory changes to attempt to restore interneuron activity may have been noted in
Dravet syndromégDe Stasset al., 2016) Whether these changes are beneficial or not is unclear

given that they fail to prevent seizure emergence.

3. Homeostatic Plasticity

Homeostatic plasticity (HSP) has been discussed above in the context of postnatal emergence of
E/l balarce. In this section it will be discussed more broadly, with mechanisragyods of

induction, and purpose all taken into consideration.

3.1 What ishomeostatic plasticity?

Homeostatic plasticity relies on detectipgolonged perturbationso activity levés and inducing
changes to cellular physiology restore activity towards baselinevels Homeostatic plasticity

is therefore a negative feedback system by which deviations from baseline activitydandie
opposed to maintain the stable levels of activity that can be seen over long periods of time in
the CNS(Desai, 2003; Turrigiano, 2011 omeostatic mechanism$o control neuronal
excitability haveoften been postulated as a necessacpunterbalanceto the potentially
deleterious positive feedback loop that Hebbian plasticity could genenratth LTPor LTD
increasing the probability of further LTd® LTD occuing (Keck et al., 2017; Turrigiano and

Nelson, 200Q)The necessity of homeostatic mechanisms to constspiketiming dependent
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plasticity (STDR® maintain a stable baseline activity levels been supported by modelling of
neural networks with networks capable of undergoing STDP without suitable mechanisms of
homeostatic plasticity rapidly destabiliziagd undergoing dramatic increases in overall activity
(Tetzlaff et al., 2011; Zenke and Gerstner, 200%e of the earliest mechanisms of homeostatic
regulation of neuronal activity came in 1996, with the demonstration thatcpding activity

levels of the postsynaptic partner modulates the threshold for experimental induction of LTP
and LTD. Prolonged light deprivation enhanced the degree of LTP induced, assessed via fEPSP
recordings, in layer lll visual cortex pyramidals;ellhilst the reverse was true for the degree of
LTD inductiorfKirkwood et al., 1996) ¢ KA & 62NJ] LINBJARSR AYAGAL
GKS2NEB &S |y A suggested tiad dkeyfaspacRoblearnindgahdimemory acquisition

is the shifting of plasticity threshold in an experience dependent manner in order to stabilize

time-averaged postsynaptic firif@ienenstock et al1982; Cooper and Bear, 2012)

3.2Mechanisms of homeostatic plasticity

The majority of studies into mechanisms of HSP have focused on plasticity of glutamatergic
transmission and have focused on homeostatic responses to decreased activity i.e. plasticity
designed to increase activity levels, bo#x vivoand in vivo (Moulin et al., 202Q) The
mechanisms of homeostatic plasticity are believed to be bidirectional so there is no reason to
assume that themechanisms employed in response decreased actity would not also be

induced by increased activity, albeit in the opposite direction.

3.2.1Synaptic scalingdivide and constrain

Turrigiano has long bealeadingfigurein the study of homeostatic plasticity, stang with her
discovery oynaptic scaling in 199&/hich was amongst thérst mechanisms of HSP tdhave
beenconclusivelydemonstrated This study was performed in cultured neocortical neurons and
utilised pharmacological manipulation of activity levels, with TaXoltagegated sodium

channel blockerpr CNQX (an AMPA receptor antagonist) applied to reduce activitydadel
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prevent glutamatergic transmission respectivalyd bicuculline (a GARAeceptor antagonist)
applied to increase it. Following 48 hours of exposure, mE®Er@srecorded and contrasted

to control cultures. Each drugxposed culture was found to have undergone a shift in AMPAR
mediated current amplitude in a direction that would oppose the effect of the applied drug, with
TTX exposed cultures exhibitinda%increase and bicuculline exposed cultures exhibiting a
30% decrease in mMEPSC amplitude. These changest@cestoreaveragespontaneous firing
rate to preperturbation levels, were NMDAIRdependent, andappeared to manifest via a
global multiplicativeor divisive shift in synaptic weightinBach synapse present on a given cell
appeared to be adjusted by the same scaling fadious preserving the relative weightings of

inputsonto each neuror{seeFigure 3.2.)(Turrigiano et al., 1998)
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Figure3.2.1 The original demonstration of synaptic scalikiy recordings are derived from
cultured neocortical pyramidal neuroras Following prolonged TTX application, the distribution

of mMEPSCs is shifted leftwards indicating that they have incraesedje amplitude. The reverse
effect is seen followingrolonged bicuculline application. Application of bicuculline to
untreated neurons renders them hyperexcitable, tripling the rate of spontaneous spike discharge.
Cells that have been exposed tolonged bicuculline application are resistant to this increase,
demonstrating that synaptic scaling can act to prevent hyperexcitability when E/I imbalance
occurs. Adapted from Turrigiaebal, 1998.

Whilstthe idea of synaptic scalingmains influenial, and greatly appealing aiglpsreconcile
Hebbian and homeostatic plasticitthis idea has beemwalled into question for a number of
years. The originabtatistical methodology to identify uniforrity of scaling via rankorder
histograms of cumulative mEPSC amplitude, has since been criticized as it required a correction

factor to account for limitations of detection threshold.
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Thus instead of synapse weight being adjusted via a single multiplicative transtormen

additive scalinderm was included such that:

wherea s the scaling factox is baseline synaptic strength,is postHSP synaptic strength,

andb is an additional additive scaling factor. The scaling faxtsithus defined as:

w —
W W

For pure multiplicative scaling, scaling would be defined simple as:

co

®

The inclusion of an additive factor means that stronger synapses are actually scaled up by a
lesser factor than weaker synapses and is thereforeumitersa) with the authors of a 2012
study suggesting better methodology to identify actual multiplicative scékim ¢ al., 2012)
These concerns are supported by d&atam neuronal cultureshat also suggesd non-universal
weighting to synaptic scalifgianes et al., 202@&nd by in vivoobservations that evenniform
synaptic scalindefined using the original methodology does not persist beyond {8886l and
Lee, 2007and only occurs at certain synapses, with lateral intracortical syndyetegenvisual
cortex layer 2/3 pyramidal cells undergoing upscaling following dark reamhgst those
between layer 4 and layer 2/3 were unalteré@éetrus et al., 2015)'hese data d not change
the factthat synaptic strength is adjusted in response to global modulation of adivigls but

indicates that the universal nature tfe scalingfactor may be overly simplistior only applyat

certain ages and/or certaigynaptic connections.
3.21.1 Mechanisms of excitatory synaptic scaling

The list of proposed mechanisms for synaptic scaling include bothame postsynaptic

alterations, key among them the adjustment of psgihaptic AMPA receptor number and type
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(Turrigiano, 2008)Initial studies identified these changes as being drivamarily bytrafficking
of intracellularGIuAl subung to or from thepostsynaptic membranerather than viade novo
synthesiso [ AdaAy SiG |t dX wThepmolecular@edddniSrys bédnéostatic P> ™ «

scaling requie a wide range of intracellular and extracellular signalling molecules.

The first extracellular molecule found to regulate homeostatic adjustment of AMPA receptor
RSyairde gra GKS AyTFilYYlFIG2NE OCGLR| &te&éd ( dz2¥ 2 d
culture media inducing homeostatic upscaling when applied toyT FXO@S Odzf i dzZNB a )
NBOSLIi2NI RSLWISYRSY(G YIYYSNIIFYR 1y2012dzi 2F ¢b
YySdzZNBya FyR at A0Sao ¢ b GrigwasBoing tobSderivéitidedigliad & &
rather than neurons themselveStellwagen and Malenka, 2008)he norneuronal origin of a

mediator of synaptic scaling is significaaswhether homeostatic plasticity relies on detection

of networklevel changesr occurs in a neurospecific manner remaindy RSolF GS® ¢
application rapidly (>15 minutes) induces AMPAR trafficking to the postsynaptic membrane
selectively enhancing GIuAl trafficking which upregulated calgienmeable GluA2acking

AMPA receptors(Leonoudakis et al., 2008) ¢ b Ch | f 82 RSONKitede@BdR G KS
subunit trafficking, suggesting it can contribute to homeostatic control of both excitatory and
inhibitory transmissior{Stellwagen etal., 2005§ KS NRf S 2F ¢bCh invio a8y |
has been confirmed in visual cortéikaneko et al., 2008auditory ortex (Teichert ¢ al., 2017)

and somatosensory cortefGreenhill et al., 2015)Brainrderived neurotrophic factor (BDNF),

also importantin inducing theprotein synthesis needed for latgtage LTRKuipers et al., 2016;

Lu et al., 2008; Panja and Bramham, 20bésbeensuggestedo be important in homeostatic
downscalingof MEPSCs. BDNF application blocks homeostatic upscaling of mEPSCs in pyramidal
cells in respose to TTXnduced activity deprivatiorand BDNF antagonismlone upscales

MEPSC amplitud&utherford et al., 1998)

C&*/calmodulindependent protein kinaselV (CaMKIY is probably the mostimportant

intracellular signalling molecuidentified in regulation of homeostatic plasticitylembers of
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the C&*/calmodulindependent proteinkinasefamily are sensitive to rises in [Ehand drive
transcription via phosphorylation of various transcription fact@a®ong with other proteins
(Swulius and Waxham, 2008he first study tesuggesta role of CaMK signalling was in 2008,
showing that synaptic upscaling involved a reductionGaMKIV signalling and a subsequent
change in patterns of gene transcriptioihis work relied orinhibiting CaMKIV activity via
transduction with adominant negative fornmof CaMHKVto cell cultures, both with and without
concurrent TTXinduced activity depvation. Interestingly, this study found thahhibiting
CaMKIV was sufficient in of itself to induce a comparable degree of upscaling as TTX application

(Ibata et al., 2008)

It is worth considering that many studies reveal novel regulators or signalling cascades that, in
their hands, are found to be indispensable to successful induction of HSP. It is still unclear if
there is simply a high degree of signalling redundancy uyithey synaptic scaling, or if all of
these pathways are in fact strictly necessary. Given that many of these studies sttt
different protocolsto induce and measure synaptic changeg.ii K S  NJade atywvhicd &ells
where harvested and culturedbrain area cells are taken froiwhoice ofdrug applied to induce

HSP, length of time activity was changed for prior to measuremémisy also be possibtbat
different circumstances induce different pathways even if the overall results that those

pathways generate are comparable.

Changes to synaptic strength are not isolated to the postsynaptic side of the synapse, with
presynaptic changes also induced by HSP protocols. An early demonstration of hippocampal
presynaptic plasticitghowed that activitydeprivation resulted in an increase in the size of the
readily releasable pool of neurotransmitter vesicles and an increase in presynaptic release
probability of ~50%accompanied by aimcreasa presynaptic terminalolume(Murthy et al.,

2001) Opposite changes, @ecrease in vesicle poahd rate ofvesicle replenishmentan be

seen in response to increased activity lev@oulder et al., 2006)The presynaptic changes

induced by altered activity levels involve extersigmodelling of the presynaptic terminal, with
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depletion of a wide variety of presynaptic scaffolding proteins and enrichment of various
regulators of release probability e BIM,synaptogamirl, the vesicle fusioassociated protein

SV2B, and the/Qtype VGCC @Al seen in response to activity deprivation (Lazaretial.,
2011).The up or downregulation of calcium channels as a mechanism of homeostatic plasticity

is firmly demonstrated as a key mechanism of presynaptic homeostasis, and changes
presynaptic calcium influx are an important part of HSP inductioank, 204; Zhao et al.,

2011) Bidirectional homeostatic changes in the expression of neurotransmitter vesicular
transporters for both glutamate (VGLUT1, VGLUT2) and GABA (VIAAT) has been demonstrated
in neocortical culturegGois et al., 20055ince most studies have utilised batpplication of

drugs to alter ativity, the potential spatial specificity of homeostatic plasticity is not tangible
from these data. One study that did employ spatially restricted activity moiduiatvia a
sparsely transfected cell culture in which presynaptic axons and their postiymhgmdritic
partners could be clearly identified, stimulated, and recordeain via calcium imaging of
postsynaptic boutonsdemonstrated that homeostatic plasticity can also occuinad spatially

limited manner The study demonstrated that presynaptidease probability is dendritic branch
specific and igorrelated withthe overall activity at the postsynaptic dendrite segment that
GK2a4S LINBadylFLWGAO (GSNXYAYyLFfAa AYYSNBIGSP 2KSyYy
presynaptic terminals thanhnervate that segment decrease in release probability whilst those
terminals from the same axon that do not innervate that segment are unaltéBeginco et al.,

2008) Other studies have also indicated that homeostatic synaptic plasticity can occur in a
spatially restricted fashion, to subsets of céBsirrone et al., 2002pr even a subset of synapses
formed by a single population of ce({l§sim and Tsien, 2008 this2008study, TTX was bath
applied to an organotypic hippocampal cultunedayet synapses formed between hippocampal
subfields (DG to CA3 and CA3 to CA1) were strengthened whilst recurrent CA3 to CA3 synapses
were depressedKim and Tsien, 2008)he mechanism by which synaptic function is related to

global changes in activity aride functional significance of synapspecific HSP is not known.
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3.2.1.2Synaptic scaling in vivo

Althoughin vivoinduction of synaptic scaling had been demonstrated as early as(P@3ai et

al., 2002) the first demonstration otthe correlation betweersynaptic scalingndin vivofiring

rate homeostasigsluringcame in a landmark study in 201Bhis study utilised a now commonly
used paradigm in which HSP is induced within the visual cortex through bilaistsll
deprivation ablating both sensorgvoked and spontaneous retinal input to the lateral
geniculatenucleus of the thalamus and thereby greatly reducing activity within primary visual
cortex. Chronic calcium imaging of the same layer 2/3 and layer 5 pyramidal cells over a period
of 24-48 hours wasised to track activity before and afteisual deprivatio, demonstrating that
activity levels returned to preleprivationlevels within 24 hours despite the persistent loss of
sensory drive. mEPSC amplitude, quantifiedxrvivoslices prepared frondeprivedmice, had
significantly increased relative to poeprivationlevels and the initial drop in mEPSC frequency
that could be seen 18 hours pedéprivationhad recovered by the same time poiseeFigure

3.2.2. The changes in mEPSC properties over time correlated with changes in volume of
dendritic spinegKeck et al., 2013Although this was not the first time synaptic scaliagl been
induced byin vivosensorydeprivation(Blackman et al., 2012; Goel et al., 2006; He et al., 2012;
Kaneko et al., 2008; Mrskeogel et al., 2007])t was the first clear demonstration thaynaptic

scalingcorrelated with and seemingly caus#tk restoration
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Figure 3.2.2 Binocularisual deprivationgenerates homeostatic plasticity in V1, restoring
spontaneous calcium transients back to-f@sion levels avlaximal projection images from
vivocalcium imaging experiments, monitoring firrates in layers 2/3 and layer 5 over time-pre
and postvisual deprivation Example calcium transients fro@dhrs, +6rs, and +24hrs pest
deprivationare shown belowb. Activity is restored to prdeprivationlevels by +24hrs. This
appears to result fronmomeostatic upscaling of mMEPSC ampliteilg (vith mEPSC frequency
initially dropping before rebounding to reach near baseline levels. Adapted froratkbcR013

Similar results have now also been demonstrated in other regions of sensory (Bféewski

et al., 2017; Teichert et al., 201The relationship between synaptic scaling and altered activity
levels are not as simple as perhaps once predicted. A 2018 study revealed that, contrary to the
predicted effect, application of diazepam duringrkl exposure prevented rather than enhanced
homeostatic changes to V1 mEPSC amplitude despite exacerbating the decrease in V1 firing rate
induced by dark exposure. When lid suture, which alone is insufficient to induced mEPSC
upscaling, was performed witboncurrent administration of the benzodiazepibanding site
antagonist flumazenil to increase spontaneous firing, MEPSC upscaling was then observed.
These data demonstrated that the increase in activity observed during homeostatic protocols is
needed to mduce scaling, rather scaling being required to induced increased activity. This
increased spontaneous activity drives upregulation of the GIuN2B NMDAR subunit which in turn

is necessary for dark exposureluced increases in mMEPSC amplit(Biedi et al., 2018)

An emerging theme in homeostatic plasticity research, including in synaptic scaling, is the role
of sleep/wake cycles in mediating homeostatic responses. It appears that even in mice that have
not underlgone any sensory deprivation, synapse size is scaled down during sleep in both adults
(de Vivo et al., 2018nd pupgde Vivo et al., 2019However, homeostatic adjustment of firing
rates postsensory deprivation have been skio to occur during periods of active wakefulness
(Hengen et al., 2016; Pacheco et al., 20ZhE role of sleep in homeostatic downscaling of EPSC
amplitude has also been shown, dependent on Homerla and metabotropic glutamate receptor
signalling(Diering et al., 2017)The role of sleep is therefore still unclear, with both sleep and
wake being identified as the behavioural state during which homeostatic regulaticurs The

spontaneous scaling downoted in de Vivo et al. and other worksas led sleep to be
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hypothesized as a period in which Hebbian changes to synapse strength that have occurred
during wakefulness can be adjusted to prevewerexcitation, along with general homeotta
regulationof the CNSo maintain physiologically optimal conditionBhe wakedrivenupscaling

of firing rate following sensory deprivation has led wake to be hypothesized as the period during
which homeostat responses are instigated. Perhaps both claims are true, with differential roles
for sleep and wake depending on the nature and scale of homeostatic response required, with
sleep providing fine tuning via scaling following slight perturbations duringe veakd wake
providing largescale activitydriven remodelling of networks to maintain firing rate after abrupt
and dramatic changes to sensory inplitmay also be possible that synaptic scaling that occurs
during epochs of sleep does not immediately mesiifas altered firing rate, with a lag between
synaptic plasticity and the restoration of activity that it is aiming to restore that requires a period

of wakefulnessassociatedctivity toemerge

A potential caveat for the physiological relevance of sexperimental demonstrations is the
degree of sensory deprivation that may be required to successfully induce HSP responses.
Although retinal ablation, TTX injection, or ocular enucleation have regularly been seen to
induce synaptic scalin@pesai et al., 2002; Goel et al., 2006; He et all228eck et al., 2013)
eydid suture has usually not been met with the same suc¢®sdi et al., 2018; He et al., 2012;
Maffei and Turrigiano, 2008)siven thateydid suture, unlike the other techniques, does not
generate complete blindness and limitéght sensitivityis retained it seems that high degree

of sensorydeprivationis needed to generateobustHSP, a degree of change magimalsare
unlikely to ever face. Whilst these studies provide a strong proof of prinoiptee amazing
homeostatic capacity of the braimvork to reconcile homeostasis seen in respeiio extreme
sensory deprivation paradigms with the relatively mild changesiuced by alteredsensory

input or following Hebbian plasticity thamost of usundergo during our life is needed.
Considerably moreesearch is needed to establish the rolesghaptic scaling in responding to

physiologically relevardegrees of altered activity
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3.2.2Mechanisms ointrinsichomeostatic plasticity

The overall excitability of a network is a product of both synaptic strength and the intrinsic
excitability of the neurons within itntrinsic excitability is also under homeostatic control, with
the two forms of plasticityoften occurring concurrently with one another. The early
demonstrations of intrinsic homeostatic plasticity once again canoeen fipharmacological
manipulation of activity levels in cultured neocortical neurons. Baiplication of TTX to
generate 48 hours of reduced activigsulted in an increase in the amplitude of voltageked
sodium currents, correlating with an increasecimrentinjection evoked firing ratefDesai et

al., 1999) Homeostatic intrinsic plasticity often manifests via changes in the expression levels of
membrane ion channels, either with or without corresponding structural plasticity. In the initial
study by Desagt al. the primary cause underlying increased ingitexcitability was a TTX
induced upregulationof sodium current density, a findingubsequently replicated in
hippocampal slice culturegAptowicz et al., 2004)Potassium channel expression is also
modified during homeostatic plasticity. Longgrm auditory deprivation via unilateral removal

of the basilar cochlea membranmsulted in redistribution of voltage gated potassium channels

in auditory brainstermeurons accompanied by a lengthening of the axon initial segnant
which they can be foundAudtory deprivation led to decreased, K1 current and increased
K/1.7 currents with K1.1 replaced by .7 at the AIS. These changesre accompanied by an
increase in probability of action potential generation in response to auditory st{iulia et al.,
2015) K1.1 expression was also modified by elevated activity, with the kainate model of TLE
found to indu@ an upregulation of K.1 expression dentate gyrus granule cells. The effect of
this elevated expressionas to delay action potential onset in response to injected current, with
dominant role for kKL.1 in controlling granule cell inpaiutput responses in both control and
kainateinjected animalsUpregulation of .1 was reversible, with bath application of KA to
organotypic slice cultures inducing comparable changes to granule cell properties that could be

returned to preKA levels once KAplication was withdrawriKirchheim et al., 2013)
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Organotypic slice cultures have also been used to demonstrate the bidirectional homeostatic
regulation of hippocampalHCN channel expression, responsible for the hyperpolarization
activated I, current that influences resting membrane potential, membrane time constant, and
postinhibitory rebound firing SinceHCN channslexert a powerful influence over both iimsic

and synaptic properties of neurons, they can play a large role in determining overall patterns of
activity and their altered expression can exert strong homeostatic pressure due to this dual role
(Biel et al., 2009¥8li@ cultures were immersedh the glutamate receptor antagonist kynurenic
acid or the GABAreceptor antagonist picrotoxin, to decrease and increase slice activity
respectively. The gendrahift inaction potential generation fitted with homeostatic regulation

of excitability, and was found to stem in part from bidirectional changeg éxgression(see

Figure 3.2.)Gasselin et al., 2015)
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Figure 3.2.3 Homeostatic plasticity in hippocampal slice cultures generates large changes in HCN
channel expressioBidirectional pharmacological maniptida of slice culture activity levels

results in bidirectional intrinsic plasticity that relies on altered HCN channel expression.
Excitability is increased by the glutamate antagonist kynurenate (Kyn) and decreased by the GABA
antagonist picrotoxin (PPx), quantified imi. These changes correlate with bidirectional shifts in
hyperpolariziation evoked sgptentials b.), which was demonstrated to result in altered input
resistanced.). Adapted from Gasselat al, 2015.

The changes im $een in hippocampal slices also affected the wavefornm@dmingSchaffer

collateralevoked EPSPEasselin et al., 2015kerving as a reminder of the bidirectional
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relationship between intrinsic excitability and synaptiansmission Given that both intrinsic

and synaptic properties are under homeostatic control, how do these two aspects of
homeostatic plasticity interact and when and where do theyocour? Work publisheth 2008
studied visual cortex responses to both lid suture and intraocular TTX injection and looked at
both synaptic and intrinsic homeostatic responses to layer 2/3. As previously mentioned, this
study demonstratedhat feedforward excitation from layer4 and 5 were potentiated whilst
intralaminar layer 2/3 synapses were weakened. Even though lid suture and TTX injection
produced comparable changes in layer 2/3 firing rate, only lid suture generated changes to
intrinsic excitability, with a smaller degref synaptic scaling occurring pesitture vs posiTTX.

The intrinsic excitability of in layer 2/3 was upregulated in response to lid suture, although the
underlying molecular mechanisms were not identif{staffei and Turrigiano, 2008)n terms of
coincidental occurrencehe circumstances under whightrinsic and synaptic homeostasire
simultaneously engagedn vivo has not yet been answered, but work in organotypic
hippocampal cultures suggest that intrinsiomeostatic plasticity can be induced faster than

synaptic homeostatic plasticifiKarmarkar and Buonomano, 2006)

3.2.2.1Homeostatic structural plasticity

Synapses aside, the axon initial segment (AIS) is the most well characterized structural locus of
homeostatic regulationThe length of, location of, and density of channels, both volgated

sodium channels and others, at the AIS can be adjusted i tyddter the threshold for action
potential generation and thus provide homeostatic regulation of neuronal excitapylaynada

and Kuba, 2016arly demonstrations of this activitiriven plasticitywere provided in cultured
hippocampal neurons in which both pharmacological and optogenetic modulation of culture
activity levels resulted in bidirectional movement of the AIS, with increased activity driving
movement of the AIS away frorhé soma and decreased activity driving movement towards it.
These changes could be correlated with neuronal excitability on dyekll basigGrubb and

Burrone, 2010Q) Interestingly, when singleell optogenetics was used tmduce activity-
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dependentrelocation of the AIS away from the soma, this change in AIS location was not
accompanied by relocation of the axoaxonic inhibitory synapses that normally innervate them,
at least not during the experimental window investigated, thus generating a mismatch between
AIS location and AIS inhibitioBomputational modelling of CA1 neurons were used to contrast
AIS relocation with or without corresponding axoaxonic synapse ridogawith lack of
relocation resulting in neurons exhibiting delayed, smaller amplitude action potentials, thus
mediating homeostatic plasticity in response to elevated fifefelmeyer et al., 2015A1S
plasticity has been demonstratedn response to both auditoryKuba et al., 2010and
somatosensoryJanann et al., 2021Jleprivation In the second study, AIS plasticity manifested

as altered AIS length. During normal development, AIS within the barrel cortex decreased in
length between P15 and P45. In mice with trimmed whiskers, this declinegtilirred,but
average AIS length wasicreased at all age groups investigatellS length could be
bidirectionally regulated, with a 3 hour exposure to an enriched home environment sufficient to
generate an increase in AlS. In both directions, changes in AlS length could be correlated with
both threshold for action potential initiation and in overall firing ratgamann et al., 2021)
Although the retraction, formation, or adjustment of dendritic spines could be considered a
form of homeostatic structural plasticitiBarnes et al., 2017; Hobbiss et al., 20I8)en their

role as a vital component of glutamatergic synapses this form of plasticity is better discussed in

the context of the synaptic scaling that itlisually ceincident with.

3.22.2 Intrinsic properties rapidly respond to Hebbian synaptic plasticity

Given thatpotential positivefeedback loops induced Ibyebbian plasticitareone of theaspects

of CNS physiologyhat homeostatic plasticityis supposedly intended to preventcan
homeostatic responses be seen following induction of LTP orChi&riyes have been noted but
are often during a considerably shorter timescale than the changes induced by the deprivation
inducedprotocols described above. Induction of L Ma 3Hz stimulation protocohas been

seen to induce a counterbalancing increase in the intrinsic excitability of CA1 pyramidal cells
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when assessed just 30 minutes lgtagain associated with downregulatiohlg@ These changes
were dependent upon mGIuR1 and protein kinase C activdi8vager and Johnston, 2007)
Induction of LTP, via a theta burst stimulation protocol, was similarly associated with supposedly
compensatory downregulation of excitabilibgcurring 30 minutes after the induction protocol

had been applied and agaifia modulation ofd. This required NMDA receptor activati@ifan

et al., 2005) Whilst these data undoubtedly demonstrate that the protocols that induce LTP and
LTD can also induce modulation of certain intrinsic properties, in my view they doesbtthe
requirements to be described as homeostatic plastidiiystly,no change in firing rate can be
demonstrated which, as will shortly be discussed, is key to induction of homeostatic plasticity.
Secondly, it seems improbable that Hebbian plagtigienerates precise counterbalancing
changes tantrinsic propertiesso as to prevent changesmeuronal activity as byédesigré LTP
should generate alterations to firing patterns. Thirdiectricalstimulation protocols generally

do not selectively taget single synapses and instead likely activate tens of thousands of synapses
simultaneously. The changes to the extracellular environment and the potential changes to
neuronal activity this induces, and thus the potential homeostatic plasticity thatait cause,

are likely to be unrepresentative of physiological strengthening of synapses in a controlled

physiologicamanner.

3.2.3The homeostat what is being measured?

Most aspects of physiology are under homeostatic regulation. Body temperature, blood
pressure,blood glucose levelg all are measured by the body and deviations from healthy
parameters induce homeostatic responses to restore them to healthy levels. pehanheteris
being measured when it comes to neuronal homeostatic plastidity® answer appears to be
that firing rate is the parameter under homeostatic control, with individual neurons exhibiting
stable firing rates over timéhat can be returned to witha relatively high degree of precision
during homeostatic plasticityiring rate homeostasisaginitially demonstratedn visual cortex

following monocular deprivatioifHengen et al., 2013with afollow-up study demonstrating
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that despite V1 pyramidal cells exhibiting firing rateat differ by up to several orders of
magnitude at baseline, posteprivation homeostatic plasticity returns firing rates poe-
deprivation cellspecific firing rates with remarkablaccuracy This process appeared to be
driven by synaptic scalirand restoration of firing rates occurred during periods of wakefulness
(Hengen et al., 20167 his return to baseline has also been demonstrated following increased
activity, in a protocol that relies on prolonged eye suture followed by subsequent reopening to

drive that increase in firingPacheco etal.,, 2020) ¢ KS FIF O4 GKIF G +m A

QX

y 2
that point, i.e. it has alreadyndergone HSP in response to the initial lid suture, seems to make
this method somewhat questionable in truly identifying the mechanisms of HSP in response to
increased activity. Nevertheless, that precise return to -peeturbation firing rate was
confirmed. A core part of homeostatic regulation of firing rate appears to be mitochondrial
signalling with the inner membrane proteidi-hydroorotate dehydrogenase (DHODH) being
important in setting neuronal firing rate s@ints and detecting changes in figimate (Styr et

al., 2019)Pharmacologicahhibition of DHODHith teriflunomidegenerated astable decrease

in mean fting rate that appeared to represent a new aiint, as further perturbation with
baclofen or TBOA, a blocker of glutamateupgtake that enhanceseuronal activity, resulted in

a return tothe new firing rateestablished posDHODH inhibition. Loweringihg rate setpoint

in this manner also conferretiecreased seizure susceptibility to both pharmacological seizures
and thermal seizures iDravet syndromenice (Styr et al., 2019)mportantly DHODH inhibition

did not alter ATP levels, although some changes to mitochondrial funditbensue.DHODH

may detect firing rates through mitochondrial calcium spikes, which occur following action
potentials and thus link firing rates to calcium concentration and firing homeogtes&igure

3.24).
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Figure3.2.4 Firing rate is influenced by mitoctanal DHODH and mean firing rate-petnt is
altered by DHODH inhibitidRecordings were taken from hippocampal slice cultures, using the
drug Teriflunomide (TERI) to inhibit the mitochondrial enzyme DHOB&th application of TERI
resulted in a decrese in intrinsic excitability, as assessed by optput curves &i.). This
decrease in excitability also manifested as a decreased mean spontaneous firilg) ths (
constituted a new homeostatic spoint, with bacloferapplication resulting in a Ineeostatic
increase in firing rate that returned to the new pd&RI sepoint (bi.). Adapted from Styat al,
20109.

3.2.4Homeostatic plasticity in interneurons

So far all of the mechanisms and examples covered have discussejiiLhamatergic pyramidal

cells undergo homeostatic plasticityGiven the role of interneurons in controlling circuit
excitability, the homeostatic regulation of inhibitory transmission is undoubtedly going to be
important to understandng how overall actity levels are regulatedSince GABAergic
interneurons function to reduce overall activity levels, their response to homeostatic induction
protocols would be expected to be opposite to the response of pyramidal cells. The homeostatic
plasticity of GABAergimterneurons is considerably less well studied than that of pyramidal
cells but it is clear that thegeneralrepertoire of homeostatic mechanismis comparable

between the two populationgWenner, 2011)
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3.2.41 GABAergic synaptic scaling

The activitydependent regulation of GABAergic synapse strength had previously been
suggested bymmunohistochemistry studies in which reduction in activity levels could generate
a reversible decrease in GAB®ceptor immunoreactivity in cultured neuror(darty et al.,
1996; Rutherford et al., 199.7The first demonstration of synaptic scaling via mIPSC recordings
demonstrated that TTaduced activity deprivation generated a downscaling of mIPSC
amplitude and a decrease in mIPS&quency that correlated with a drop IIGABAR
immunofluorescencéKilman et al., 2002 hese changes, observed in cultured neocortical cells,
have been repeated in hippocampal cultures. This study also denadedtihat, unlike mEPSCs
(Burrone et al., 2002)sparse transfection witk;2.1 to selectively decrease activity in a small
population of neurons did not generate scaling of mIPSCs that those neurons re(¢éavteadan

et al., 2006) Changesto mIPSC frequency al®directional, with elevated external potassium
concentration or application of kainate driving GABAergic upscaling to compensate for the
increased activity eliciy with GABA" m & dadseizioAkéy to that strengtheningPeng et

al., 2010; Rannals and Kapur, 201The study by Penget al. revealedthat regulation of
GABAergic synapses is dependent on feedback from their postsynaptic pafitneesrograde

BDNFsignallingdependent on increased postsynaptic spiki(igeng et al., 2010)

In vivo GABAergic scaling has also been demonsttabut not always in the direction
anticipated.Insertion of slowrelease TTX, prepared by suspension of TTX in an etHyéessl
polymer, into the hippocampus generatedpscaling of both excitatory and inhibitory
transmission, withagedependent effecton the scaling of both mEPSCs and mIPSCs. Juvenile
CAl pyramidal cells underwent upscaling of mMEPSC frequency but not amplitude, whilst adult
CAL1 pyramidal cells underwent upscaling of both. Conversely, adult cells underwent upscaling
of both mIPSC frequey and amplitude whilguvenilecells underwent upscaling of amplitude
alone(Echegoyen et al., 200Regardless of agelated differences, this study demonstrated

that activity blockade strengthened inhibitory transmission. This may be due to the method
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employed resulting in global silencing of all cell types, including interneurons. Similar eesults
seen when putative fastpiking(i.e. interneuron)cell firing rate was tracked over time before
and after monocular deprivation, with a comparable degree of decline followed by recofrery
firing rate to pyramidal cellfHengen et al., 2013Yhese results suggest that decreasingyvitgt

in vivodoes not always produce the change in inhibitory transmission that one may expect from
ex vivoor culturebased studieOther studies have demonstrated a directionality of GABAergic
synaptic homeostasis that does fit better with the antid¢gzhrole of GABAergic inhibition. 3 day
monocular deprivation during a critical phase of postnatal development of visual cortex results
in a strengthening othe synaptic connection between cortical fasgiking interneurons and
layer 4 pyramidal cells, thi both presynaptic and postsynaptic changes noted. The number of
docked vesicles present at the presynaptic side of the synapse increased, along with an elevated
density of postsynaptic GAB#eceptors. The cordinated nature of these changes suggested
transsynaptic signalling occurs to guide the GABAergic response to activity deprivation
(Nahmani and Turrigiano, 2014)nfortunately mostin vivostudies into homeostatic plasticity

did not assess inhibitory scaling in addition to excitatory scalBlgckman et al., 2012;
Glazewski et al., 2017; Goel et al., 2006; Teichert et al., 26dThe same depth of knowledge
about when GABAergic scaling occurs and in which direction it cabeting) different paradigms

is not available.

In terms of underlying signalling cascades that control GABAergic scaling, once again there is less
data available compared to glutamatergic scaling. The role of CaMKIV, a central hub in the
control of both syaptic and intrinsic homeostasis of glutamatergic transmission, was
demonstrated not to be important in GABAergic synaptic scéliogeph and Turrigiano, 2017)

Ly AdG&a LXFOST /FaYLLh yR LINRPGSAY | poyfanta S /
regulators of both gephyrin clustering, an important GABAergic synapse scaffolding protein, and
the lateral diffusion of GABAeceptors from extrasynaptic to synaptic sites during 4#diced

hyperactivity
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3.2.4.2Mechanisms of intrinsic intermeon homeostatic plasticity

Very little work has focused on intrinsic plasticity of interneurons during homeostatic plasticity
induction paradigms. Activity deprivation induced via whisker trimredy in life (between P7

and P15) results in downregulati of the parvalbumin protein and generates downscaling of
mIPSC amplitudé€Jiao, 2006) The same protocol also induces a decrease in the intrinsic
excitability of fastspiking interneurons in layer 4 of somatosensory cortex, resulting from an
increase in action potential halfidth and an increase in the amplitude of fast
afterhyperpolarizéion that appeared to result from an upregulation of a 4¢dhsitive voltage
gated potassium channg€bun, 2009)Following ocular enucleation, one of the mechanisms that
may cortribute to the restoration of firing rate in visual cortex is a reduction in synaptic
inhibition. mIPSC frequency and amplitude both exhibited a reduction in thé82Hours
following enucleation, with the ratio between evoked IPSC and EPSC currentgirgxtabi
dramatic decline just 24 hours after enucleation. This effect did not seem to depend on an

enhancement of the intrinsic excitability of V1 interneurdBsirnes et al., 2015)

Some limited examples of interneuron structural plasticity have also been identified in response
to manipulation of gramidal cell activityChemogenetic inhibition of identifiable populations

of pyramidal cells in layer 2/3 of somatosensory cortex generated reversible structural changes
to the axonal projections of chandelier cells. These cells, the cortical equigdleippocampal
axoaxonic interneurons, formed a reduced density of axoaxonic inhibitory synapses in inhibited
circuits that correlated with reduced amplitude of chandelier cell evoked IPSCs and a higher

probability of IPSC failui@®anrVazquez et al., 2018)

3.2.5Homeostatic plasticity andpilepsy

Epilepsy is a condition associated wdtironically altered patterns of neurahactivity, implying
that homeostatic plasticity fails to maintain normal activity. The question of homeostatic
plasticityduringepileptogenesis and in threubsequenthronic phase of epilepsy has often been

considered(André et al., 2018; Lignani et al., 2020; Queenan and Pak, 2013; Swann and Rho,
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2014) but so far these discussions have failegligdd any conclusive answers due to the limited
experimental evidence availakie address the question araften result in differing conclusions

due to the different assumptions each makes about the nature of epilapsgciated activity

and the definition of a homeostatic responsewill discuss available data pertaining to the role

of homeostatic plasticity in epilepsy, with a focus on the epileptogenic stage where possible due
to its relevance to this thesis, and the difficultissassessingn vivohomeostatic responses to

elevated activity compared to assessing responses to decreased activity.

3.2.51 Epileptiformactivity-induced homeostatic plasticity

Whilst the overwhelming majority of examples iafvivohomeostatic plasticity have bedan
resporse to decreased activity via sensory deprivation, responses to increased activity have
been demonstrated and discussed abom®wever, epileptiform activity is not simply defined
by an elevated firing rate, such as that seen in response to eppeaning dter prolonged lid
suture (Pacheco et al.,, 2021)Some experiments in cultured cells hageoduced quasi
epileptiform activity i.e. high frequency bussbtf synchronousaction potential discharge via
application of 4AP, the voltage gated potassium channel inhibédiod, haveshownthat after
application of 4AP, the initial elevation in ratd action potential firing drops over the
subsequent 24 to 48 hourncurrent with the suppression of epileptiform activity, quantified
by calcium imaging and multielectrode array recordings respectiRdyzi et al., 2013)lhis
suppression resulted from a decrease in intrinsic excitabilityodausy channel downregulation
and was dependant on the action of the transcriptionalregsor REBilencing Transcription
factor (REST(Pozzi et al., 2013)Similar protocols also generated presynaptic homeostatic
downscaling of glutamatergic synapses, again in a-@&%dent fashiorfPecorareBisogni et

al., 2018) The application of the GARAntagonist picrotoxin (PTX) has also been employed to
induce seizurelike activity in hippocampal slice cultures, generating an initial elevation of
MEPSC amplitudihat returns to within prePTX ranges by 18 hours pos@pplication. This

suppression and reversal of the potentiation of MEPSCs was dependent on the induction of polo
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like kinasel activity (Seeburg and Sheng, 2008)f note, the effetiveness of optogenetic
stimulation employed to evoke activitlgriven homeostatic changes tthe AIS did not depend
solely on the frequency of stimulation, but also on the pattern of stimulation delivered. 1Hz
optogeneticstimulation at a uniform rate resulted in no significant changes in AIS length, whilst
1Hz stimulation delivered in clustered burstaore typical of epileptiform activitygenerated

increases in Al@istance from the somé&Grubb and Burrone, 2010)
3.2.521n vivo homeostatic responsesdpileptogenesis

The role of homeostatic plasticity in epileptogenesis is usually considered in one of three ways.
The first issimply that homeostatic plasticity fails to be induced or induced sufficiently strongly
to counteract thehyperactivity drive by amitial epileptogenidgnsult or mutation the second is

that it occurs in response to hyperactivity but is somehow pooriteduo respond and ends up
contributing to epileptogenic network rarrangement, and the third is that it occurs in response

to decreasedactivity and therefore contributes to the strengthening of synaptic connections
and the generation of a hyperactivetwork. Surprisingly, given the normal association between
epilepsy and hyperactivity, the final hypothesis has the strongest level of experimental support
but only under very specific circumstances. The other two are not well tested and much work
will be needed to validate them. It is worth considering the often bewildering diversity of
epileptogenic mechanisms in both acquired and genetic epilepsieséstion 1.2 above). This

diversity may well mean that all three hypotheses are true under different circumstances.
3.2.5.21 Homeostatic synaptic strengthenigglown then up

The idea that the immediate aftermath of an epileptogenic insult is characterised by &epiies
phase of reduced activity has beemuch discussed in the context of pestumatic
epileptogenesis. This idea appears to result from the observation that cortical undercut i.e. the
ASOSNRYy I 27T slaf 6f cokigal tidziieiresilt? in theneérgence of epileptiform
discharges and even focal seizu#ike activity within a few days of undercuttiriGrafstein and

Sastry, 1957; Sharpless and Halpern, 1968yering of the Schaffeollaterals in hippocampal
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slice culture generates similar resuiiisCAL(Mckinney et al., 1997The hypothesis is thahis
deafferentation results in a decrease in activithius drivinghomeostatic upscalingnd the
eventual emergence of seizures as a refatinzalez et gl2015; Houweling et al., 2003)/hilst
synaptic strengthening has been confirmed following cortical traimdaiced epileptogenesis
(Avramescu and Tinfieev, 2008)and network modelling demonstrated that synaptic scaling is
sufficient to generate an epileptic network in the aftermath of deafferentati{blouweling et

al., 2005)it has not yet been conclusively demarzged that a loss of activity drives synaptic
strengtheningn viva Homeostatic strengthening at the mossy fibre synapses between dentate
granule cells and CA3 has also been suggested to arise as a result of trezddegendogenous
opioid release thatan occur following periods of intense neuronal activity a study that
utilised an amygdalaindling model of TLEhe authorssuggested that inappropriate expansion

of mossy fibre innervation of CA3 resulted from kappa opioid receptor activatiomgémarated
prolonged mossy fibre inactivity. Attenuation of this inactivitduced expansion of the mossy
fibre tract via administration of kappa opioid antagonists during the epileptogenic phase was

shown to attenuate seizure emergenf@ueenan and Pak, 2013)

Indirect evidence for posstatus epilepticus (SkEipscaling can be derived from assessing the
release of the solde mediators of synaptic scaling described above (@eation 3.2.2.7).

Epilepsy is associated with persistent neuroinflammation, with activation of both astrocytes and
microglia(Rana and Musto, 2018; Sun et al., 2021). 2 i K NBt S &S ¢bCh I |
receptorupscalingand GABA receptatownscaling Stellwagen and Malenka, 2006; Stellwagen

etal, 2005 yR LISNEAAaGSyidfte StS@OFrGiSR ¢bcCh §S@St a
epilepsy and in the immediate afterrtiaof status epilepticugLi et al., 2011)Despite the clear

NREfS F2NJ ¢bCh Ay YSRAFGAY3T a@dylrLIAO adNBy3aGK

AT dzNBa& |yR YAOS 4 A éido2ndzduros é&velop NBldddedeuids S E L

QX
(s}

(Babssoetal.,2008) Ly O2y N} adz AYyOdNILSNARG2YSFE ¢bcCh
during epileptogenic kindlingShandra et al., 200®) ¢ KS Of SI NJ Odzi NRf S

upscaling has not yet been reconciled with its contradictory rolepilepogenesis.
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3.2.5.22 Homeostatic synaptic weakeniqgip then down

Surprisingly, a studies have directly addressewvhether epileptogenesiassociated
homeostatic downscalingccursand even finding confirmation that epileptogenesis, either
acquired or genetic, is associateith a prolongechyperactivityis also surprisingly challenging

particularly demonstrations of prolonged elevatsof spontaneous firing ratin viva

The intraperitoneal injection of pilocarpin@ muscarinic agonisis a model of acquired TLE.
Using his model, CA1 excitability was assessed during the latent and chronic phase of
epileptogenesis by recording field EPSPs (fEPSP) from the pyraetildgler whilst stimulating
Schaffer collateral fibres. The slope of the evoked fEPSP was already ebhwanecthe latent
phase and in fact decreased slightly by the chronic phase, although other aspexdtsred
excitability seen during the latent phase e.g. generation of multiple spikes, enhanced-paired
pulse potentiation persisted into the chronic pleasThe authors argue that this suggests that
Schaffer collaterals are strongest during latency rather than-peiture onset 9 f rrlet-ak, a |
2007) A more thorough examination of epileptogeneasociated hyperexcitability also made
use to fEPSP measurements, in both CA1 and DG, following tetanic stimofat@enSchaffer
collateralsto instigate epileptogenic kindlingn the mmediate aftermath of status epilepticus
(+4 hours, +24 hours), the amplitude of paimase evoked fEPSPs was significantly supressed
when contrasted to baseline recordin¢Sorter et al., 2002)Unfortunately these results are
confounded by the athinistration of pentobarbital 4 hours after status epilepticus was evoked.
With a plasma halfife of up t08.2 hourqFrederiksen et al., 1983)entobarbital administration
makes these results hard to consider as an example as&RE homeostatic response. The
longer lasting trend in fEPSP amplitude, in both CA1 and DG, was a prolonged increase that

remained stable throughout the remaining 6 week recording wind@arter et al., 2002)

Direct assessment of synaptic scalingridg epileptogenesis is also lacking. Paahate
spontaneous EPSC and IPSC (sEPSC/sIPSC) properties have been assessed, and although they ¢
not offer the same insight into synaptic strength as the recording of miniature curréneg,
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demonstrated thatvarious properties are altered. Recordings from CA1 pyramidal cells at 3
days postSE, 710 days posSEandthe chronic stage of epileptogenesiemonstrated a small
decline in SEPSC amplitude at days r@lative to sham injected mice whilst sIPS(litode
displayed no changes. sEPSC amplitude had returned to sham levels byl@arsd7/more than
doubled by the chronic phasBothsEPSCs and sIP8@derwent a depression in frequency at
3-5 days postSE when contrasted to sham animals. By the clrphiase of epileptogenesis,
SEPSC frequency more than doubled whilst sSIPSC frequency had returned to shanBighiels
the decrease in spontaneous activity and the decrease in SEPSC amplitude is consistent with
early postSE synaptic homeostas(&tHassar et al., 2007)Despite these early changes,
profound E/l imbalance eventually emerged through a gratweakdown of GABAergic input
and a persistent strengthening of excitatory activity by latage epileptogenesideading to

seizure emergencgelHassar et al., 2007)
3.2.5.23 Homeostatic maladaptation

Homeostatic maladaptationis the concept hat certain changes seen in epilepsy, or other
neurological diseases, are a result of failed attempts to respond to novel intrinsic properties or
SEGNAY&aAO Ayldziaszs Yz2aid 2FGSy NBadzZ GAyTEe Ay
validity of classifing these changes aattempted homeostatic plasticity is somewhat
questionable, as they seem to be almost always identified at a single point in the time course of
epileptogenesis, often during the chronic phase, and their relationship to single celivasrize

level activity is never established. It seems equally likely that such changes result from
transcriptomic changes induced by excessive activity or changes induced by the extracellular
milieu of signalling molecules and inflammatory mediators tharthasresult of attempted
homeostasisThis may simply be a matter of semantics, with any changes that result in less
singlecell excitability in an epileptic networkperhaps reasonably being considered a
homeostaticchange butrelating those changes to quafiable alterations in activity would

greatly enhance the validity of their potentially homeostatic rdfast examples discussed are
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RN} gy FNBY | (K2 NP dzZaHomddSBa8id & shandetfopathye Méquiraddzslli2 S O
type-specific ion channelchanS&a Ay GSYLBR2NIf f20S SLIAfSLEAE |
Wolfart and Laker, 2015), with the original studies not always attempting to relate their work to

homeostatic plasticity.

Changes in expression of certain ion channels that result in ageised excitability have often

been noted in CA1 pyramidal cellsy’ S| NX & &I OljdzA NBR OKLF yy St 2 LI
pilocarpine model of TLE. The excitability of CAl pyramidal cells was enhanced by a
downregulation of the Aype K conductance medited by k4.2, leading to an increased ease

of action potential backpropagation into the dendritic tree. Cells in epileptic hippocampi had a
lower threshold for the transition from passive to active backpagation(Bernard et al., 2004)
Dendritic backpropagation is beliesd to contribute to both short term and long term plasticity
(Bliss et al., 2003; Schiessabt 2016; Sjostrom et al., 2008 nother activity regulated switch

in potassium channel expression can be seen following intraperitoneal kainate injegtidh. K
levels show a bimodal distribution, with an increase in expression 14 daysSposnd a
subsequent repression by 21 days p&#&, orrelating with a decrease in action potential
threshold (Sosanya et al., 2015Pespite the bimodal distribution inyK1 expression, the
increase in spontaneous seizure oaemce during the same time windowas continuous
(Sosanya et al., 2015uggesting that the initial upregulation does not supprasizures The
authors did not manipulate the causal pathways they identified in medjafiese changes to

test if preventing changes ta K1 expressioacceleratedepileptogenesisDysregulation of HCN
channelexpression in the epileptic hippocampus has also been discovered as a source of
pyramidal cell hyperexcitability, with dorsal CAgll€exhibitinga downregulation of HCN1 that

lead to increased input resistanckiring the chronic phase of kainabeduced TLEArnold et

al., 2019)
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3.2.53 Dravet syndromand homeostasis

The rebalancing of gene expression in genetic epilepsies, includliaget syndromghas also

been demongtated but the overall beneficial versus maladaptive nature of these changes is not
yet understood. As previously discussed, ititeinsichypoexcitabilityof interneurons irDravet
syndromeis transient(Favero et al., 2018nplying that the loss of sodium channelsi®ntually
somehow compensated for by an as yet unclear mechanism. This compensation is apparent at
an even earlier stage of Dravet pathogenesis when interneuron exdiaikilquantified in an

intact network as opposed to in isolated brain slifi@e Stasi et al., 2016uggestive of network

level compensations that are not apparent when interneuron excitability is asse$&ed.
authors failed to address the change that norisedlin vivoactivity, noting an increase in the
amplitude of mEPSCs received by cortical pyramidal cells and an increase in the amplitude of
mIPSCseceived by cortical Rpositive interneurons, both of which suggest E/I imbalance and
not corrective synaptic scalir{@®e Stasi et al., 2016heas of yet unidentifiedhanges do not
prevent seizure emergence and the apparently normal interneuron physioloogt

epileptogenesis raise the question of what the underlying source of hyperexcitability is.

4. Overall aims and hypotheses

The overall hypothesis | attempted to address in this thesis is whether epileptogenesis
associated activity induceshanges coristent with homeostatic plasticity in a model of genetic
epilepsy andin a model of acquired epilepsy. Although the underlying pathophysiological
mechanisms differ between the two types of epilepsy, they both share hyperactive neuronal
circuitry as a cordeature. One approach allows for the tracking of homeostatic changes in
response to a known molecular pathology i.e. a mutant gene, the other approach allows for the
tracking of homeostatic changes in response to a temporally defined insult. In conjuribggn

can provide a complimentary understanding of how epileptogenasi®ciated activity
interacts with homeostatic change, as one has a comparatively simple molecular pathology and

the other a comparatively simplified temporal emergence of pathologgirfg the emergence
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of homeostatic changes coincident with tlseispectedemergence of hyperactivity in both
models would provide strong evidence that epileptogenesisociated activity, regardless of

underlying mechanisms, is associated with the inductibhomeostatic processes.

Although hyperactivitinduced homeostatic plasticity is comparatively understudied, it is clear
that hyperactivity can induce changes to both synaptic and intrinsic properties that are
consistent with homeostaticchanges todecrease activity How homeostatic plasticity
contributes to epileptogenesis is a point of much contenttmrt with limited experimental
evidenceto back up any given theoryeRising and demonstrating improved methods to assess
it in both acquired and geztic epilepsiesan important initial stepUnravelling if and when it
occurs during epileptogenesis is an important first step to take before attempting to untavel

potential role in either slowing or contributing to epileptogenesis.
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Chapter 2.

The role of homeostatic plasticity during

epileptogenesian Dravetsyndrome
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1. Aims and hypotheses

This chapter is based on the following observations, all of which have been discussed in detail

above;

1.

Excitatory andnhibitory transmission can exert a homeostatic influence over each
other, with changes in one neurotransmitter system resulting in compensatory
alterations to the other (se€hapter 1section2.3.1).

In Dravet Syndrome, interneurons fail to undergo natrdevelopmental maturation

due to functional Scnlahemizygosity resulting in a failure to undergo normal
upregulation of Ngl.1 (seesection1.4.3.4/5) during a period in which synaptic and
intrinsic properties of neurons are undergoing many changekerhippocampus, and
elsewhere (se€hapter 1section 22)

Interneuron hypoexcitability is transient, yet epilepsy emerges and persists beyond this

time window 6eeChapter 1 section 14.3.4/5)

Based on these data, | sought to address the following hygsas.

1.

Interneuron hypoexcitability results ithe emergence ofmpaired E/I balanceduring
Dravet syndrome epileptogenesig gradual loss of interneuron excitabilityexpected

to result from the inability to sufficiently upregulate Scnlafrom P10 onwards|
evaluated if thistranslated into an impaired capacity to generate disynaptic IPSCs in
hippocampal CA1 pyramidal neurons in response to Schaffer collateral stimulation. |
focus on the hippocampus because it is implicated in genera@igures in Dravet
Syndrome(Stein et al., 2019)

Loss of inhibitory transmission results in compensatory changes to the properties of
pyramidal cells and the EPSCs that yhevoke as a homeostatic process to maintain
the E/I balanceWe know that pyramidal cell properties are altered in Dravet at specific

developmental pointgAlmog et al., 2021put do not have a detailed analysis of how
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they change over time during epileptogenesis and hoatitine course of thesehanges
correlate withdisinhibitiongenerated hyperactivity

3. Ongoing homeostatic plasticity in Dravet miadters the response of pyramidal cells
to novel changes to activity levelsGiven the emerging evidence that genetic
syndrones that manifestas E/I imbalance exhibit impaired homeostatic plasticity
responses, | sought to assdbe response ofCAl pyramidal cell® pharmacological
alterations to activityin acute slice preparations, as demonstrated TTXapplication in
Ellingfordet al, 2021. Rather than focusing on Finduced upregulation of excitability,
I will develop, assess, and apply a protocol that relies oniddiRed changes tactivity
to assess theesponseof response ofScnlaheterozygotes. will focus on intrinsic
excitability as assessment of miniature currents in Dravet has not yielded clear
conclusions when attempting to understand howv vivo interneuron activity is
maintained (De Stasi et al., 2016%uggesting that synaptic scaling is tioé most

pertinent mechanisnto Dravethomeostasis

Summary of the results

In this study | report that temporal E/l imbalance emerges between¥ldnd P1&0 in Dravet
mice, correlating with a large increase in the rate of spontaneyaspticactivity. The onset of
this hyperactivity coincides witheveral changes to synaptic and intrinsic propertlest are

consistent with homeostatic plasticitp counterbalancenetwork disinhbition. We see that

response to 4ARinduced changes texVivo activity are altered duringearly epileptogenesis
Surprisingly, we see also reduced pyramidal cell excitability atlP1faising the question of
whether Scnlas expressed by excitatory cells at an early point in postnatal developameht

questioning the acceptitheory that Dravet pathophysiology first manifests in interneurons.
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2. Materials and Methods

2.1 Animal use and ethical approval

All experimental procedures were performed in accordance with the UK Home Office legislation
(2013)Animals Scientific Procedures Act (ASPA) 198&er project license 1369Mice were
housed under a 12 hour light/dark cycle and had ad libitum access to food and water. All pups
were kept housed with their mother from birth until experimental uséice of either gender
were used, aged between postnatal day 10 (P10) and W2d.typemice were of theC57BL/6
genetic background (pregnant females obtained from Charles Rbeayet syndromgDS)
mice, 1298cnl1&**IMmijax (mice which are heterozygous for tigcnlaknockout allele)
were kindy gifted by Dr Raj Karda, UCL. 8e, and theiwild typelittermates, were obtained
by breedingC57BL/&males with 129S1/SvimJ background males heterozygousdoia

(Scn1&"). Daa was gathered and analysed blinded to pup genotype.

2.2 Preparation of solutions for electrophysiology

Artificial cerebrospinal fluid (aCSF) was prepared on the day of slice preparation. Internal
solutionsused forelectrophysiology recordings were prepared, aliquoted, and store@@cC.

Solutions were prepared as follows:

Table2.2.1 Artificial cerebrospinal fluid (aCSF)

Solute Concentration (mM)
NacCl 125

NaHC® 25

KCI 2.5

NakPQ 1.25

Glucose 2.5

Cad 2

MgCh 1
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Table 22.2 Potassium gluconate internal solution

Solute Concentration (mM)
K-gluconate 125

NaCl 25

Cad 2.5

MgSQ 1.25

BAPTA 2.5

Glucose 2

HEPES 1

MgATP 3

NasGTP 0.1

Table2.2.3 Giesium gluconate internasolution

Solute Concentration (mM)
CsOH 125
D-gluconic acid | 125
NacCl 8
Na-Phosphocreatine| 10
HEPES 10
EGTA 0.2
TEACI 5
MgATP 4
NasGTP 0.33
QX314 Br 5

Internal solutions had a final osmolarity of 2805mOsm and a final pH of #734. pH was
corrected with KOH. aCSF had a final osmolarity of3@®nOsm and a pkheasuredafter >20

minutesbubbling with carbogen, of betwee7.37.5.
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2.3 Exvivo brain slce preparation

All electrophysiology experiments were conducted in freshly prepasedvobrain slices. Pups
were anaesthetized via isoflurane-436V/V) inhalation until loss of consciousnessuld be
confirmedvia lack of toe pinch refleand subsequetly underwent cervical dislocation followed
by immediate decapitation. The head was placed into aCSF tslusipidly cool brain tissue.
Dissection of the brairwas performed in iceold aCSF, bubbled continuously with carbogen
(95% Q, 5% Cg), both during dissection and for 20 minutes pri@ucose solution was not
used during slice preparation amble slicesnay be obtained using standard aG@8ten young

pups are used.

Once removed from the skull, the brain was placed wghentral surfa&e resting flat on sterile
filter paper. A cut was made at-d5° angle starting at the intersection between forebrain and
cerebellumand continuing to the ventral surface, removing the cerebelland creating a flat
surface on which to secure the brainringslicing. Cyanoacrylate glue was used to secure this
surface to a slice holder, which was then submerged into thedbe aCSHilled slicing chamber

of a vibrding micraome (Leica VT1200S)CSRvas bubbled with carbogen throughout the
slicing. Tpically, 46 hippocampaklices were obtainelices were then placed into a carbogen
bubbled holding chamber that had be@eatedto ~33’Cvia water bath After 30 minutes, the
slice chamber was removdbm the heated batrand slices were letit room temperature(22-

24°C) fora minimum ofl hour prior to experimentation.

2.4 Exvivo exposure to prionged 4AP aplication

dices were bathed in aCSF with 25uMatinoypridine (4APjor 6 hours. A single dorsal
hippocampal slice was cut to divide the tlwemisphere, with a cutalsoplaced between CA3
and CAL to prevent recurre@A3 connectivity generatirapileptiform activity emerging. After
6 hours, recordings were taken from the control half of the slice, whilst theekfsBsed slice

was placed in noanal aCSF for 1 hour to wash away any 4AP present prior to recording.
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2.5 Electrophysiology data acquisition and protocols

2.5.1 Recording equipment

Recording pipettes were prepared from borosilicgkass capillary tubesith an inner diameter

of 1.17mm and an outer diameter of 1.5mm. Capillary tubes were pulled using-stage drop

puller (PEL00, Narashige) to produce pipettes with resistances pf@ m @ ! Odzii ¢

between CA3 and CA1 before slices were transfetwealsubmergedrecording chamberThe
recording chamber was continuously perfused witbhm temperatureoxygenated aCSWhen
required, a 23um radius tungsten concentric bipolar microlectrode (World Precision

Instruments)wasloweredinto stratum radiatum to stimulate theSchaffer collateral pathway

The recording pipette was backfilled with the appropriate recording solution Tabkes2.2.2
and 2.2.3, above) and secured to a headstage -8y Axon Instruments) with a silvsitver
chloriderecording electrodeAll data was acquired using a Multiclamp A0&8mplifier (Axon
Instruments, Molecular Devices), filtered at 10kHz and digitized at 5@Hgrotocols were
custommade in Signal v7 (CED LtelultiClamp Commander was used to monitordacontrol

pipette output settings

2.5.2 Obtaining wholeell recordings

Cells were approached with positive pressure applied through the pigetteemove any
overlying debris and prevent debris from entering the pipette. Pipette bath voltage was offset
and a 10mV pulse applied at 100ihilst approaching the celwith the resultant current
monitored via an oscilloscope to visually confirm changeedordingresistance. Once contact
was made with a cell, positive pressure waleased and negative pressure applied untihagh
resistance seal (>@jigaohn) was achieved.Capacitance transients were neutralised via
MultiClamp Commandeand further adustments made if automated neutralisation failed to

adequatelyreducetransients Brief, strong suction was then appligzlbreak the cell membrane
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and gain electrical access to the cell intericonfirmedby a sudden change in seal testoked

transient.

Following break in, at least 5 minutes was allowed for internal solution to diffuse into the cell
interior prior to the start of experimentdVhole cell access resistance was assebgedjection

of a 100ms, 50pA hyperpolarizing puksed onlyrecordings fromcells with access resistance
<20a mand a stable holding current of betwee00 and 200pA wereontinued Access
resistance and holding current were monitored throughout recogdin Recordings were

discarded if either varied by over 20%pthe end of the recording relative to initial values.

2.5.3 Excitation/inhibition balance recordings

2.5.3.1 Data acquisition

Evoked and spontaneous excitatory and inhibitory currents were deszbfrom CA1 pyramidal
cells in wild typeC57BL/6émice and both wild type and Dravet pups from the same litters.
Recordings were obtained using-@sconate internal solutionsge Table 2.2.3) to allow
membrane voltage to be clamped at OmV whitgéhimizing activation of voltaggated currents.

This solution contains caesium cations*{@sat block voltagegated potassium channels and
QX314Br, a blocker of voltaggated sodium channels that acts from within the cytoplasm.
Standard aCSEde Table 2.2.1) was modified by addition of -BP5 (50uM), a competitive
NMDAtype glutamate receptor (NMDAR) antagonist, to isolate AMPA receptor (AMPAR)
mediated currents. Recordings were performed in voltage clamp configuration, wittitMlly

set at-70mV, gproximating both the resting membrane potential (RMP) for CA1 pyramidal cells

and thetypicalreversal potential for GABAeceptors (Easj.

All currents were evoked via a microelectrode placed in stratum radiatum, close to the cell body
layer, controled by a DS3 Isolated Constant Current Stimulator (Digitimer). All currents were
delivered as 100us pulsed varying current amplitudes. Current intensity was calibrated by

gradually increasing the amplitude delivered until an inward current was evokesdymed to
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be an AMPARnediated EPSC arising from the stimulation of Schaffer collaterals. Stimulation
intensity was set to 120% of minimum intensity needed to evoke EPSCs. Stimuli consisted of two
paired pulses at 100ms and 50ms intervals, with a 10 segapdbetween them. Each 20s sweep

was delivered 10 times.\Wvas then gradually raised to OmV, the approximate reversal potential
for AMPARmMediated EPSCs to isolate GABA receptor mediated inhibitory postsynaptic currents
(IPSCs). IPSCs were then evokadhe same stimulation protocol and delivered at the same

stimulation intensity used to evoke EPSCs.

2.5.3.2 Evoked current analysis

Evoked EPSC (eEPSC) and IPSC (elPSC) amplitude was quantified using Stistdtito@pen

software, seehttps://neurodroid.qgithub.io/stimfit/). Average amplitude was calculated using

the averaged waveform of the 20 initialevoked EPSCs and IPSCs for eachSgatleps were
excluded from averaging if artefss occurred during the stimulation period or if polysynaptic
events made it impossible to distinguish the initial evoked current of interest. Baseline was
defined as the averaged current in a 15ms windowgtimulation and current amplitude was
measuredrelative to this baseline. Latency was defined as the interval between the stimulation
event and the point at which current amplitude reached 10% of maximum amplitude. Data in
which IPSC latency was less than 1ms later than EPSC latency was excluikedyggdbts that

the IPSC arose from direct stimulation of an interneuron rather than disynaptic inhibition evoked
by Schaffer collateral stimulatiorzor calculation of excitation/inhibition (E/I) balance, the
current evoked by initial stimuli was usedakimalaveragedeEPSC amplitude was divided by
maximalaveragedS Lt { / I YLX A(0dzRSZ A GK SS9t {/ I YLX A dzF
display. For pairegulse ratio (PPR), the amplitude of the second evoked current was divided

by that of the first evokd current for each of the two stimulation intervals.
2.5.3.3 Spontaneous current analysis

The same recordings were also used to analyse the frequency and amplitude of spontaneous

EPSCs (sEPSCs) and IPSCs (sIPSCs). Whilst stimulation can induceacsiyetitis was
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limited by disconnecting the CA3 subfield to prevent action potentials in the recurrent CA3
network from propagating to CAL. Any such activity is likely to last for only a few seconds post
stimulation. All spontaneous activity assessedsvexcluded if it occurred within a 2 second
window poststimulation.Initial identification of SEPSCs and sIPSCs was performed via template
matching in StimFit and subsequently, detected events were filtered using a cugtitten

Python script based onnaplitude threshold crossing. A template was constructed through
nonlinear regression (triexponential model) of an example EPSC/IPSC from each recording. A
sliding threshold approach was then ugglements and Bekkers, 199@)extract events, with

a low threshold to ensure as many events were detected as possible. False positives and glitches
were then automatically filtered in Pytimovia a thresholding approach that required all genuine
currents to have a peak current amplitude exceeding 2x standard deviation of anfesent
period of recordingto havethe average of the 1ms window either side of the peak to exceed
standard deviatin, andto have amaximal rate of current rise (dl/dt) not exceiad 200pA/ms.

These criteriawere set to exclude small amplitude noise with currdike waveforms and
recording artefacts, which were typically rapidly risifgief, high amplitude eventsThe
averaged waveform for each cell was then inspected to ensure false positives and artefacts had
been successfully excluded, with subsequent manual inspection and exclusion if it appeared

false positives had not been filtered.

2.5.4 Temporaintegration of synaptic and artificial conductances

2.5.4.1 Data acquisition

Temporal integration was assessed in CA1 pyramidal cells using a combination of stimulation
evoked conductances and artificial conductances introduced via dynamic clamp. Regording
were obtained using a-fluconate internal solutionséeTable 2.2.2) which aims to mimic the
natural cytosolic potassium composition, with gluconate replacing intracellular negatively
charged proteins. Whoteell access was obtained in voltage clamghwurrent clamp mode

then used during experimentation. Holding current was adjusted to bringpv¥70mV. Bridge
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balance compensation was applied to prevent voltage errors during larger current injections.
Recordings were discarded if, Was unstable orfiholding current changed by over 20% from

initial value.

The classical approach to temporal integration is to use multiple stimulation electrodes to evoke
two independent sources of excitatory and/or inhibitory inpufor example, two stimulation
electrodes in stratum radiatum at each end of the hippocampus to stimulate two separate
Schaffer collateral axons. This approach was attempted but was unsuccessful, seemingly due to
the young age of pups used resulting in limited space to place the two stinqldiie proximity
between site of stimuli and site of recording results in a high likelihood of evoking monosynaptic
IPSPs. Instead, a single stimulation electrode was placed in stratum radiatum and an artificial
EPSP was generated via dynamic clamp. AMioARuctances were modelled as described

previously(Morris et al., 2017)

Unlike traditional current clamp approaches, dynamic clamp allows for the injection of
conductances rather than currents. Current clamp allows for the injection of dus@veforms,

such as a square pulse of fixed amplitude, and allows the experimenter to monitor the changes
in Vin evoked by that waveform. Currents evoked by synaptic transmission do of course not give
rise to square pulse waveforngghey instead give rise a currentwaveformthat depends on

the reversal potential for that synaptic events(ff determined by the combined reversal
potentials for all participating channels, the membrane voltégg), and the total resistance
experienced by those channels. Dynamic clamp aims to replicate the valégpgmdency of
injected currents to replicate #h effects of channel opening in order to generate more
physiologically accurate waveforms. In standard current injection, the current injection sums
GAUK ff 20KSNJ OdZNNByGa LI aairAy3d G§KS YSYONIyS

AG

0,
#xa C6 % )
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where C is capacitance,— is the progressive change in membrane voltage over time, g is

conductance, &vis conductance reversal potential, angli$ the current injected. Note that the
liny term has no dependence omVIn contrast, in dynaio clamp, the injected current is made

to depend on the driving force of the conductance one is trying to replicate such that:

.
C#xy G6 % C 6 %

where gcand Ecare the conductance and reversal potential for the current being replicated. In

practice, this must be done by a rapidly implemented loop in whigh ddjusted asvchanges

Figure 25.1 Dynamic clamp is mediated by a rapid
feedback loop

In whole cell current clamp mode, an artificial current is
introduced, its effect on Vm recorded, and the artificial
current injection adapted dependent on the changenin V
\ and the reversal potential of the conductance being
modelled. This allows artificial waveforms similar in
morphology and functional effecto physiological

Read V, Inject Iinj conductances$o be introduced to recorded cells.

v

Iinj= - gdc(Vm_ Edc)

Single channel conductance was set at 0.28a%rsal potential at OmV, and a decay constant

0 _ 0 2@nductahaedwas calibrated by injecting increasingly large AMIRARoNductances

in steps of 0.28nS until firing threshold was reached. This threshold conductance was then
reduced by 30%. Stimulan intensity was calibrated by establishing synaptic EPSP latency and
introducing the artificial synaptic conductance simultaneous to the start of the EPSP. Stimulation
intensity was then adjusted until the simultaneous delivery of a synaptic and iaitEEESP had
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a 5090% chance of eliciting an action potential (AP). Conductance was also adjusted if this
proved challenging, with a lower limit of 50% of conductance threshold and an upper limit of
80% of threshold conductance. The slice was stimulatedyelO seconds and the artificial EPSP
conductancewas delivered with an increasing interstimulus interval (ISI), starting at ISI = Oms
and increasing to ISI = 15ms. Throughout recordings, stimulation alone and artificial EPSP alone
were delivered every seep to ensure neither could elicit firing, although a single action
potential for each was permitted to allow for the possibility of evoking firing due to summation

of spontaneous activity or fluctuations inmmVFor each cell, 10 sweeps were attempted, aut

minimum of 5 was deemed acceptable.
2.5.4.2 Summation analysis and evoked potential properties

Summation properties were analysed by simple viscahfirmation of action potential
generationat each ISICells were excluded from analysis if eitlsice stimulation alone or
conductance injection alone evoked more than a single action potential during the 10 sweeps.
Cells were also excluded if spontaneous firing occudigtihg the recordingOnce all raw data

was analysedfurther analyses were pesfmed, such as calculating area under the curve for

SI OK OSf f pyiitting b GdussiSnicun M the datasdtdtingwas achieved by first

creating a mirror of the datasetiuplicatingthe dataat ISI of0 to -15ms, in order to creata

symmetrt distribution of action potential probabilitieszitted curves were compared vixtra

sumof squareftestt YR 06& O2YLI NARazy 2F °  @Charge$dnsidria a2 O.
for the EPSP and IPSP component of stimulation evoked conductancashiaeeording, along

with EPSP and IPSP peak. Net charge transfer was calculated by subtracting EPSP area from IPSF

area. The relationship between net charge transfer and total number of action potentials evoked

during recordings was fitted with a standdidear regression.
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2.55 Intrinsic cell excitabilitguring early postnatal development

2.55.1 Data acquisition

Qurrent injection of various waveforms was used to assess the excitability, action potential
properties, and sag potentials seen in CA1 pyramidal cells dDBrepileptogenesiRecordings
were obtained using 4§luconate internal solutionsee Table 2.2.2). All recording were
obtained asdescribed abovesge section 2.5.4.1). All recordings come from cells in which

integration data was subsequently gatheredvassattempted to be gathered.

Input-output curveswere generated by injection of a 500ms squaverent pulse, ranging from

-40 to 200pA, with 8 secondyap between the start of each sequential pulse. Current injection
was increased by 10pA between each sweep. Ramp injections were used to establish rheobase
for each cell The AP evoked at rheobasind the initial AP evoked during 100pA current step
injectionwere used to define action potential properties for that cell. Ramp injections consisted

of 5 sweeps in which current slopes were injectd@00ms in lengthduring which current
increased fron OpA (relative to holding current) up to 200pA. Sag potentials were generated by
injection of a 500ms square current pulse, ranging from 0-200pA, to generate a

hyperpolarizing voltage response.

2.5.5.2Current ste@nalysis

Actionpotentials were detected from current stefata using a custorwritten Python script (A.
Snowball, formerly of UCL). Action potentials were defined as events in whiolodsed OmV
Action potentiatike waveforms that failed to reach OmV were not count€drrent step plots

for each cell were fitted with sigmoidal curves to provide further parameters with which to
contrast genotypes.In addition to firing, each step was also used to assess medium
afterhyperpolarization (mAHP) using a custamtten Pythonscript. mAHP was defined as the

minimum amplitude in the 250ms after the end of the current step relative tegpep baseline.
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2.5.5.3Action potential property analysis

Action potentials evoked atheobasewere usedto define properties of individuaiction
potential waveforms. All analysis was dam&ng custorawritten Python scriptsThe following
properties were defined for each detected action potential on the basis of action potential
initiation being the point at which dV/dt reaches 10mV/msoltage threshold, time of voltage
threshold crossing, maximal dV/dt, maximal voltage reached, time of maximal vaitageal
dv/dt, after-AP voltage reached (i.e. AHP/AR&ative to membrane voltage at initiatioime

of AHP/ADP peak, and halfdth. Parameters are illustrated below figure 2.5.2

Time of max amp.

F S 'O.,‘

[

| & Max. decay
S| |\ . Figure 25.2  Typical
21| 1 \Max. rise hol d
= \ Haftwidth morphology and parameters
= defined in action potential
ol | \ analysesAll parameters are
<l defined as described above.

{ I\-.

a
\’.\H \\\»\
~"Time of threshold crossing WWMM_HW"“'JW‘“

2ms

AMOZ

Rheobase was defined using the time of threshold crossing to establish where on the current

slope the initiation of firing occurred.

2.5.5.4 Phase plot analysis

For visualization of potential changes to action potential waveform, phase plots were praduced
These plots entail plotting the rate of voltage change (dV/dt) versus membrane voltage. As with
waveform analysis, the first AP evoked by slope injection i.e. a spike evoked at rheobase and the
first AP evoked at 100pA current step injection were used.7/ms epoch was extracted,
centred around the peak of AP waveform, and dV/dT was calculated for this epoch. The average

of both membrane voltage and dV/dT for each cell were then plotted to produce final plots for

each age group and genotype
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2.5.55 Sagpotential analysis

Sag potentials, indicative of HCN channel expression due to their hyperpolariaatieated
inward current, were generated through a series of hyperpolarizing current séeyadysis was
done by subtracting the minimal voltage reachiding the firs250ms of the current step from

the steady state voltage reached during the final 25ms of the stép. potential was plotted
against the current step for and fitted with a standard linear regression for each genotype at

each age.

2.5.6 Kaluating exvivo homeostatic plasticity

Slices were bathed #hAPfor 6 hours, as described above (2.4). The same protocols as described
in section 2.5.5 were applied when evaluating intrinsic plasticity of cells after prolohged
exposureData is presented as both raw values and as the averaged datARexposedissue

minus the averaged data for control tissue. This enabled a more direct comparison between WT
and DS littermates, helping to understand if homeostatic processes are impaired in DS mice

during postnatal development.

2.6 Statistical analysis

All statidical analysis was performed using PrisB) GraphPad Softwarewith initial data

handling and processing performed using a combination of Microsoft Excel and ewstibem

Python scripts to automate certain aspects of data processing. All statistichlsenavas
performed withstatistical significanceefined as g-value of 005 or below. When required,

RFEGEF gl a aasSaasSR T2N y2NYI tPearsdn testll niuligied NA 6 dz
comparison tests usedostANOVAwere performed using dzy' Yy Q& Ydzf GALX S 0O2Y
following 1-way ANOVA antiolmSidalQ & Y dzf { A LJf t&t wls2u¥edildMPgi2avgy
ANOVAAII distributions were compared via Kolmogoi®mirnov (KS) test.Fitted data were
compared via extra surof-squares Hest. For all graphst = p<0.05** = p<0.@, *** = p<0.001,

*r*% = p<0.0001.
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3. Results

3.1 Excitationinhibition balanceat the Schaffer collateral synapsa

Dravet syndromeduring postnatal development

The ratio between the monosynaptic excitan andfeedforward inhibitiona given projection
generates displays consistency across different neurons that projection inneri/desnik,
2018; Bhatia et al., 2019; Lee et al., 201@&med temporal E/I balancé&oth excitatory and
inhibitory synapses can undergo modulation to maintain that balance. | set out to define how
excitation/inhibition (E/lI) balancehangesduring epileptogenesis irDS miceto addressthe
hypothesisthe emergence ofmpaired interneuron excitability results inmpaired disynaptic
inhibition, thus generating E/I imbalanceand that excitatory transmission undergoes

compensatory changes in response.

3.1.1 Excitation/inhibition balance during postnatal developmerE&YBL/Gnice

Initial workset out to evaluate th@roposed protocoby assessingostnatal developmentP10

P20)of E/l balanceat the Schaffer collateral (SGynapsein C57BL/6mice. The recording
configurationis depicted inFigure3.1.1a During this postnatatlevelopmental window, both

eEPSC and elPSC amplitude progressively incheaseen eachtime point (P1012, P1416,

P1820) (Fig. 3.1.1k Between P12 and P180,eEPSC amplitude increased by 55.3% whilst
elPSC amplitude increased by 128.5%e increae in elPSC amplitude representsignificant

change between P10 and P20(p=0.006, Holl{f A Rl 1 Qa YdzZ GALX)S 0O2Y
Proportionately largemcreases inPS@mplituderesulted in a continuous reduction E/l ratio

between eachime point relativeto P1012(Fig3.1.1d)0 LI ndnHd YR ndnno NB2
multiple comparison test)Paired pulse ratios (PPRs) were measured at two intervals, 100ms

and 50ms, for both EPSCs and IPBGssess potential presynaptic changdsPPR above 1
indicates that the second of the paired pulseoked currents is larger in amplitude than the

first. No significant changes were seen in PPR valuesf2ANOVA with Holsh A Rl 1 Q& Y dzf
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comparisons ést) suggestig that large presynaptic changes do not occur during postnatal

development inC57BL/6nice Fig. 3.11¢€).
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Figure 3.1.1. Incremental maturation of excitatory and inhibitory curgeTtieratesareduction
in E/lratio between P10 and P20 C57BL/@nice All points inc and e represent mean + SEM.
Points in plod represent individual E/I values, with mean + SEM shéaabox plot.a Acartoon

representation of the experimentphradigm used to evoke monosynaptic EPSCs and disynaptic
IPEs by stimulation of the Schaffer collaterals that project from CA3 pyramidal cells (red) to both
pyramidal cells (blue) and local interneurons (green) ofliC Representative EPSC (lower trace)
and IPSC (upper trace) for each age grougEPSC amplitudes do not change during postnatal
development between P10 and P20 (p=0.058;a% ANOVA), with no significant differences

between developmental timpoints (p=0838, p=0.052, p=0.338 for differences between-P20
and P1416, P1612 and P10, and P146 and P10 respectively, Holfh A R { Q&

Y dzf

comparisons test). In contrast, elPSC amplitude significantly increases during postnatal
development (p=0.008way ANOVA), with a significant difference between®18nd P10
02 Y LI NA®2aydaP146S a i 0

(** p=0.006, Hol{ A R

(p=0.163, Holf A R} | Q&

NBaLSOuA@St

1 Qa

e

Ydzt GALX S
YdzZt GALX S O2 YLHM&NInd RP1R6 (p0.363,0 0 2
Holm{ A R mijltilé& comparisons testl. E/I ratio is significantly reduced at both PBtand
P1820 when compared with initial E/I ratios recorded at-B2@* p=0.029 and ** p=0.0033
5 dzy' Y Q aNoVYitieretick Wwifs Gote® BeXvedlMIE ardly & U

111

l.j

)



P1820 (p>0.9995 dzy' y Q& Y dzf (i A LJ).8. PRRAwed dbshbkked &t obh a 6084 ifiterval
(ei) and a 100ms intervagi{.). Neither showed any significant differences between means for
either eEPSCs (p=0.583 and p=0.343 respectivetyy ANOVA) or elPSCs (p=0.137 and p=0.754
respectively, vay ANOVA). No significant intage differences were seen at a 50ms interval for
both eEPSCs and elP§E9.768, 0.768, and 0.663 for eEPSCs betweedPafnd P1416, P10
12 and P10, and P146 and P1&0 respectivelyp=0.920, 0.205, and 0.205 for elPSCs
between P1al2 and P1416, P1612 and P1&0, and P146 and P1&0 respectivelypr at a
100ms interval (p=0.591, 0.695, and 0.408 for eEPSCs betwed2 BhA P1416, P1612 and
P1820, andP1416 and P1&0 respectively; p=0.918, 0.862, an@62 for eIPSCs between P10
12 and P1416, P1612 and P10, and P14.6 and P1&0 respectivelyh =[38, =6, 32 celld, [6,
,5mice] at P1a12, P1416, and P10 respectively.

3.1.2 E/l ratio is increased at R28 inDravet syndromenice

The same protocol was employed to probe E/I balance at the Schaffer collateral synapse in
Dravet syndromepups and their homozygous littermates to test the impact of expected
interneuron hypoexcitability on inhibitory transmission. | found that deficits to inhibitory
synaptic transmission emerge at between P16 and B4Bredicted by the expression pattern

of Na/1.1across early postnatal developmefithe deficit in inhibitory transmission did not alter

the overall development of excitatory transmission

3.1.2.1 E/lI imbalance emerges by PIBin DS mice but is preceded by subtle changes to

inhibitory transmssion

Between P16L2 and P1&0, eEPSC amplitudeig. 3.12ai) increased by 119.3% and 184.4% for
WT and DS mice respectively; with elPSC amplitkde 3.12aii) increasing by 217.7% and
300.1%. Throughout postnatal development the mean IPSC amplitusleavsistently lower in
DS than WT mice. A tawway ANOVA testevealed a significant genotygiependent deficit in
elPSC amplitude across the 3 age groups (p=0.024ay2ANOVA). eEPSC amplitstiewed

no genotype dependent differences (p=0.90way ANVA). Consistent with the findings in
C57BL/6émice, the E/I ratio decreased progressively with developmenwildtype mice In
contrast, E/I ratioprogressively increaséd DS miceHig. 3.12b). andby P1820, the E/I ratio
was significantly higher in DS mitean in their WT littermates with an average ratio

0f0.89+0.13 and 4.07+1.260r WT and DS mice respectively @336 Holm{ A Rl { Qa Y dz i
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comparison test)However, ncsignificant genotypalependent effect on E/I ratio was detected

(p=0.0r3, 22way ANOVA).
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Figure 3.1.2 Impaired IPSC amplitude maturation results in an altered E/I ratio-2y iR18S
mice All data points represent mean + SEM for each genotype at each ageajemdgaii show
developmental changes in eEPSC and elPSC amplitude respectively in WT and DS mice between
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postnatal days 10 and 20. IPSC maturation, unlike EPSC maturation (p=&&0BNOVA), is
significantly impacted by genotype (* p=0.0474y&y ANOVA). No ertgenotype differences

between different age groups were noted for either eEPSCs (p=0.985 for each age group, Holm
{ARF1 Q& VYdzZf GALX S O2YLI NrAaz2ya (Saiepp1daNP18Lt {/ &
20 respectively, Holi A R 1 Q& Y diforis zekt)b. Slo siy@ificdntionetall integenotype

difference was noted in-Ebalance (p=0.645 2ay ANOVA). An intgenotype difference was

detected at P10 (p=0.038, Holgli A Rl 1 Q& Ydzf GALX S O2YLI NR&A2Yya
at either P1612 or P1416 (p=0.887 for both age groups, Hdimk Rl 1 Q& Ydzf G A LJ S
test).ci ¢ ciiishow the paired EPSC and IPSC amplitudes for each cell across the three age groups.
di anddii display the probability of successfully evoking EPSCs and Ip8Civedyg at each age
group. IPSC probability is significantly reduced in DS mice (* p=0w0&¢ ANOVA), whilst EPSC
probability is unaffected (p=0.711way ANOVA). No intgenotype differences are noted at
any time points for either EPSC failureer§i=0.390, 0.444, and 0.750 at AX) P1416, and
P1820 respectively, Holi A R {1 Q& Ydzf GALI S O2YLI N az2ya i i
and 0.226 at P1Q2, P1416, and P1&0 respectively, Holp A Rl 1 Q& Ydzt GALX S O2
n =[B2 16, 13) vs (2, 21, 33) cells] and K, 6, 6) vs &, 5, 8) mice]

The probability of successfully evoking EPSCs and IPSCs was quantified by counting the number
of stimulation events that successfully generated a detectable current with a maximal amplitude
greater than baseline standard deviation. EPSC succes$igt& {2ci) was unaltered between

the two genotypes and remained stable over tinp=@.71, 2vay ANOVA with Holsh A R { Q&
multiple comparisons testwhereas IPSC success rdig (3.1.2c)i wasdecreased in DS mice

from P1416 onwards, resulting in a significant genotygependent effect (p=0.034,-&ay
ANOVAwith Holm{ A Rl { Q& Y dzft ( A L) TBe stuldtiodt iNdnsity uged fofiedch U
genotype for each age group is showrSimpplementay Figure 1 Stimulation intensity did not

significantly differ between genotypes in any age group.

When the distribution of eEPSC amplitudes was analysed, no genrdégmndent differences
emerged in any age groupif. 3.1.3ahiii). The elPSC distribution was different at both-220

and P1820, with the Kolmogorossmirnov test showing that DS elPSCs are significemtjler

than WT elPSCs at both ages (p=0.021 and 0.011 respectively, Kolng&yoirmov test)Fig.
3.1.3bibiii). eIPSC distribution shows a leftwards shift in DS mice. In addition, the distribution
of E/I ratios was altered at P48 (Fig. 3.1.8i-ciii). These results suggest that subtle deficits in
inhibitory transmission may precede the onset of overt interneurgpdexcitability(Favero et

al., 2018)
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3.1.2.2 Pairegpulse ratios are unaltered between WT and DS mice

As withC57BL/@nice (seeFig. 3.11e), none of the four PPR datasetsowed any significant
agerelated changes. Similarly, no genotygependent differences iPPR were observedi@.

3.14). This implies that presynaptic release properties are not alteresdml ehemizygosity. It

is worth noting that in recordings in weti initial stimulation failed to evoke any detectable
current, which was found to be significantly more likely to occur for DS elPSC recordings at both
P1416 and P1&0 (Fig. 3.12cii), it is not possible to calculate a PPR. Given that this population
of cells seems highly relevant to the reduced inhibitory functionality involved in Dravet

Syndrome pathophysiology, their exclusion may be relevant to the lack of effect seen.
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Figure 3.1.3 elPSC distribution is altered at bothl218nd P10 in DS mice lAdatasets
represent cumulative frequency distribution of either current amplitudes (a + b) or E/I ratios (c)
recorded in WT or DS mice.Raequency distribution of eEPSC amplitude across 3 age groups
show no alteration between WT and DS mice, in acoosdwith averaged data (p=0.188, 0.712,
and 0.378 respectively, Kolmogoi®mirnov test)b. Frequency distribution of elPSC amplitude

is altered at both P102 and P1&0 (* p=0.021 and p=0.011 respectively, Kolmog&mirnov

test) but not at P14.6 (p=0886, Kolmogora®mirnov test) in DS miae Frequency distribution

in E/l ratio is differs between WT and DS mice at2@1@ p=0.0347, Kolmogoresmirnov test),
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but not at P1612 or P1416 (p=0.544 and 0.238 respectively, Kolmog&mirnov test). n {32,
16, 13) vs (2, 21, 33) cells] and K, 6, 6) vs ¢, 5, 8) mice]
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Figure 3.1.4 Pairepulse ratios are not significantly altered by either age or genotype during
postnatal development for either eEPSCs or elR8@ata represent mean PPR + SENNO
genotypedependent effect was noted for EPSC PPR at 50ms (p=0\829 ANOVA) or between
genotypes at any age group (p=0.888, 0.888, and 0.348 for each age group respectively, Holm

{ ARIF 1 Q& Ydzt (A LB.So gédtypedephidieniZeffect ivasandtedl for EPSC PPR at
100ms (p=0.327,-ay ANOVA) or between genotysany age group (p=0.952, 0. 952, and

0.465 for each age group respectively, Hplh R { Qa Y dzt ( A LX.So géndtyped NR & 2
dependent effect was noted for EPSC PPR at 50ms (p=0-820; ANOVA) or between
genotypes at any age group (p=0.99790@,%nd 0.978 for each age group respectively, Holm

{ ARI 1 Qa Ydzt (A LM So géndtypedeplideniZeffect ivésandted for EPSC PPR at
50ms (p=0.829,-vay ANOVA) or between genotypes at any age group (p=0.743 for each age
group respectively, HoH{ A Rl { Q& Ydzt G A LI 53202 Mk (RRABEB)\ells] Sa i 0 ¢
and [@, 6, 6) vs 4, 5, 8) mice]

3.1.2.3 Multiple properties of both eEPSCs and el@8Gdtered during postnatal maturation

in DS mice

In addition to amplitude and E/I ratio, exploratory analysis of other parameters was also
performed for the evoked currents recorde&uch parameters can be indicative of both
presynapticchangesand possynaptic changes and may offer limited insight into the origin of
E/l imbalance noted in DS cells or potential glutamatergic adaptations to inhibitory dysfunction.

For example, altered current decay rates can indicate altered rates of neurotransmitter re
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uptake (Otis et al., 1996; Takahashi et al., 1988)Ist altered rise times could suggest changes

to postsynaptic receptor subunit compositi@angulo et al., 1997)Whilst these analyses do not

provide direct evidence of the underlying causality of changes seen, they can help guide future
work.For each current that passed the criteria for inclusion in amplitude aisalyalfwidth, 10

90% rise time, maximal rise and decay slope, and lateverng assessed. DS mice had a
decreased elPSC halfdth (p=0.008, Zvay ANOVA), with a prominent decrease seen atP14

16. WT elPSC halfidth was 478+165ms, whilst DS haiividth was 19.0+5.3msHg. 3.15aii,

p=0.0%, Holm{ A RI 1 Q& Ydzt GALX S O2YLI NRAaz2ya i-®Gidhiood hy
was seen across the 3 age groups, with a 60.13% reduction seen-46 P4 differences were

noted for eEPSC halfidth at any ag (Fig. 3.15ai). 1090% rise time was significantly altered

by genotype for both eEPSCs and elPBigs3.15bi + bii p=0.029 + p= 0.004 respectively, 2

way ANOVA), again most prominently at AB4 For elPSCs, maximal rise was significantly
slower in [3 mice at P180 Fig. 3.15cii, p=0.008, Holr{ A Rl { Q& Ydzf GALX S O2YL
no overall genotypalependent effect was seen. No differences in eEPSC rise were detected.
Maximal decay slope was significantly increased for eEPSCs in DS micd @{Rd43.15di,

p=0.0®, Hoim{ ARl 1 Q& VYdzZf GALX S O2YLI NRA&A2ya (Sado o dz

for elPSC decay slopes.
3.1.3 Summary

In this section | have evaluated the properties of both excitatory and inhibitory transmission at
the Schaffer collaterasynapse. As hypothesized, a deficit in inhibitory transmission emerged
between PD and R20 in DS miceThis change emerges at least in part as a result of a reduced
probability of evoking inhibitory transmission. Although E/l imbalance was only detected-at P18
20, subtle alterations to IPSC properties were noted prior to-B,8with atrend towards a
reduced IPSCamplitude noted throughout the epileptogenic period and a reduced IPSC

probability already apparent at PA16. Although some alterations to EPSC properties could be
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seen, they are not sufficient to prevent E/I imbalance as overall EPSC amplitotiteuously

rises between ages.
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Figure 3.5 Multiple parameters of both eEPSCs and elPSCs are altered during postnatal
development in D&lIfigures on the left side of the page display EPSC data, all those on the right
display IPSC datAll data points represent mean + SBMCurrent halfwidth is unaffected for
eEPSC=0.183, avay ANOVA(RI) but a significant genotypgependent reduction for elPSC
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halfwidth can be seen aii(** p=0.008, 2way ANOVAREPSC halfwidth is unaltered by genotype

at any timepoint (p=0.457, 0.994, and 0.555 for each age group respectively{ Holl { Q&
Ydzf GALIX S O2YLI NR&A2YyQa (G(Sadosr 4&p=0.447 086 86nd/ KI
0.447 for each age groupspectively, Holff A Rl {1 Q& Y dzf ( A LI bSCuréét videJr NR& & :
time is significantly reduced for both eEP@®Ckand elPSOyii.) (** p=0.003 and ** p =0.0@
respectively)Both eEPSC and elPSC rise time significantly differ between genotiyidd @&

(p=0.064, * 0.022, and 0.762 for eEPSCs at age group respectivel{ WdRi 1 Qa Y dzf
O2YLI NRa2yQa (GSadT LIrndénumE f ndnHdpI{ARR] 2&®wm
YdzZt GALX S O2 Y eINeithedeERITE) ofl SRS Aaii.xPmaximal rising slopare
significantlyalteredin DSp=0.332 and 0.820 respectivelyway ANOVA). No age groups show
differences in eEPSC rising slope (p=0.079, 0.068, and 0.060 for each age group respectively,
Holm{ A Rl { Qa Ydzf ( Aest)f @hilstOe2PBC JisiNG\ sioeyodly differ in DS aP®18
(p=0.252, 0.294, and ** 0.008 for each age group respectively, HdnR| | Q& Y dzf |
comparisons test)d. Similarly, neithereEPSCci) or elPSC(cii) maximal decay slope is
significanthyaltered in DSp=0.066 and 0.956 respectivelyway ANOVA). Whilst eEPSCs display

a significant genotypdependent effect at P146 (p=0.188, ** 0.009, and 0.188 respectively,

Holm{ ARI 1 Qa Ydzf GALIX S O2YLI NRaz2ya GSzat@amagelLt {/ :
group (p=0.573, 0.522, and 0.205 respectivelpg)m{ A Rl { Qa Ydzf G A L}eS 0O2Y
Latency between stimulus and evoked curraitefi.) is unaltered for both eEPSCs and elPSCs
(p=0.253 and 0.169 respectivelyway ANOVAREPSC latewnds altered at age P16 (p=0.914,

* 0.028, and 0.673) whilst elPSCs display no differences in latency at any age group (p=0.234,
0.530, and 0.642 respectivelolm{ A Rl { Qa Y dzf { A LID&a ishdtdrdectedfar 2 y &
multiple comparisons across parameters as these datasets are exploratory, with E/| ratio the key
parameter quantified from these recordings= [(32, 16, 13) vs (2, 21, 33) cells] and K, 6, 6) vs

(4,5, 8) mice]

119



3.2 Pontaneousexcitatory and inhibitory transmission during DS

postnatal maturation

Having confirmed that evoked inhibitory transmission is impaired bydtgeDravet syndrome
epileptogenesis | set out to assess how interneuron hypoexcitability affects the frequency and
amplitude of spontaneous synaptic transmission. Once again changes to inhibitory transmission
could be seen earlier than anticipated, with changes also seerditatory transmission at the
same ages. These data provide strong evidencedpantaneous activitys altered prior to the

onset of severe interneuron hypoexcitabiliyd E/I imbalance.

3.2.1 Frequency and amplitude of spontaneous EPSCs and |IPSliseddnDravet syndrome

Examplesof a burst of both spontaneous excitatoryred) and inhibitory (blackactivity Eig.

3.2.19 along withaveragedcurrentwaveformstaken froma single cellKig. 3.2.1b are shown

below. By P1416,SEPSC frequency wagnificantlyreducedin DS micgp=0.039, Holr{ A RI { Q&
multiple comparisons testwith an averagdérequencyof 45.%7.9Hzin WT versu23.8t4.1Hz

in DSThefrequencyof SEPSCs in DS ctiklsn climbedrapidly by P1&0 to become significantly

greater than inWT cells(p=0.007 Holm{ A RI { Qa Y dzf G A LX With dhAvetalleNR & 2

frequency of 32.8+3.0Hz in WT versus 52.7+6.1Hz in DS.

Spontaneous IPSC (sIP8€juency (Fig. 3.2.19i showed a signifant genotypedependent
alteration (p=0.0092-way ANOVAand showed significant reduction in DS mice at both-P2L0

and P1416 (p=0.015 for bothHolm{ A RI { Qa Y dzf ( A Libefore Geuiibd toN\KTa 2 y &
levels by P120. Initiallyat P1012, averagesIPS@equencywas just3.80.8Hz whilst WT cells
received araverage frequencgf 25.8t8.8Hz Both WT and Disequenciesncreased by a similar
percentagebetween P16012 and P1416, bringing DSrequencyto 13.5t2.6Hzand the WT
frequencyto 36.5t8.3HzBy P1&0, WT sIPS€equencyhad declined, as it had for sEPSC
frequency down to 29.143.7Hz DS sIPS€equencyrose sharply to reach a maximum of

37.3t4.9Hz.
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Figure 3.2.1 Spontaneous EPSC and IPSC frequency are altered during development in DS

a. Bxample tracsin which a high frequency burst of EP8€d) or IPSCs (black) occurs P18

DS recordingh. Averaged waveform of SEPSCs (red) and sIBI&€ks ffom a single celt. cii.

depictsfrequencyof SEPSQsetected at each age group for both WT and DS. dédisoverall
genotypedependent effect on mean frequency is noted (p=0.3A2ag ANOVA), but multiple
comparisons show amitial deficit ineEPSC frequency at P18 (** p=0.0039 followed by
hyperactiity relative to WT at P180 (** p=0.0074. No change was seen at PIID(p=0.229)

Frequency of sIPS@8)(is significantly altered by [$-0.0094and a consistently lowered sIPSC
frequencywas seen the first two age groufFsp=0.015 for both), witmo difference at P120

(p=0.306) d. Analysis of mean amplitude dati ¢ dii) does not reveal angverall genotype
dependent effects for either SEPSCs or sIPSCs (p=0.280 and -&vagAIROVA). No effect was

seen at any aggroup for either SEPSCs (%56, 0.231, and 0.656, HofmA Rl {1 Q&
2NJ aLt{{ ARILI& oy dzff & A o™ T
test).n = 15 cells for each time point and for each genotype.
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Figure 3.2.2 Distribution of SEPSC and siR{tudesare significantly altered by RSP1820.

All data shows averaged current amplitude distribigioalculated for each cell. At P1® and

P1416, neithersEPS@p=0.505 and 0.061 respectiveBway ANOVpandsIPSEp=0.055 and

0.070 respectigly, 22way ANOV)Ydistributions are significantly altereaiii andbi-bii).By P18

20, both sEPSC and sIPSC distributions are significantly leftward shifted, displaying smaller
amplitude currents iDravet syndroma@eurons (*** p =0.008, ** p = 0.042-way ANOVA). n =

15 cells for each time point and for each genotype.

Current amplitude data was derived by calculating peak amplitude of each detected current,

then calculating the mean amplitude for each cell for both EPSCs and IPSCs. No significant
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differencesin mean current were seen at any age grolfg( 3.2.1di + dji However, the
distribution of current amplitudes for both sEPSCs and sIPE@s3(2.2iii + bii) were
significantlydifferent at P1820, with both displaying a leftward shift amplitude distribution.

Distributionswere unaltered at younger ages.

3.2.2 Summary

This dataset reveals a surprising loss of spontaneous activity at bothZ2Pa6d P1416 in DS

pups with both spontaneous excitatory and inhibitory transmission reducdtiege ages. The
onset of E/l imbalance in DS (saection 3.2.) coincides with a large increase in sEPSC and sIPSC

frequencywith a simultaneous decrease in SEPSC and sIPSC amplitude distributions
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3.3Intrinsic properties of CA1 pyramidal cells undertgzge changes

during early postnatal development iDravet syndrome

Changes in circuit activity levels can arise from changes in intrinsic as well as synaptic properties
(e.g. Estacion et al., 2014; Huang et al., 2009; Spratt et al.,, 281 onsequences for overall
circuit excitability a result of both phenomena in combination. In this section, | seek to address
whether postnatal deviepment in Dravet Syndrome is associated with changes to the intrinsic
properties of hippocampal pyramidal cells in addition to the vestablished hypoexcitability
seen in interneurons. In DS, pyramidal cell excitability is not decreasgdiiossof-function

and is even moderately increased at certain a@@snog et al., 2021)This lack of effect is
generally thought to be because their sodium currents are primarily mediat&tbgaNaV1.2)

and Scn8a(NaV1.6YRoyeclet al., 2008) WhilstScnlahemizygosity is therefore not expected

to directly impact upon pyramidal cell excitabil{tyu et al., 2006}he changes in network level
excitability consequent to diminished inhibition could &eticipated to lead to compensatory

changes in the properties of pyramidal cells participating in that networkCéepter 12.3.1).

So far, we have demonstrated that hyperactivity, when quantified by spontaneous current rate,
does not manifest until &r P1416 and that early stages of Dravet may even be characterised
by a general reduction in network excitability (deig. 3.2.1). The following data supports this
conclusion, identifying a surprising reduction in pyramidal cell intrinsic excitaddlitile most

likely cause of that initial (P112) reduction.

3.3.1 Slice hypoactivity may be explained by loss of intrinsic pyramidal cell activity-B2 P10

Although square pulse current injections are not comparable to the waveforms that
physiological currents produce, they are indicative of many of the intrinsic properties that
determine how neurons would respond to physiological stimuli. Current pulses iweated
for 500ms, from betweerd0 and 200pA in incremental steps of 10pfgure 3.3.1aiii displays

the number of action potentials evoked by each current step in both WT and DS miceHt,P10
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14-16, and 180 respectively. All plots are fitted withigmoidal curves, aiding the direct

contrast of datasets between genotypes and between-ggrips.
3.3.1.1. Inpubutput curves reveal changes to neuronal excitability at PA2&nd P1416

Initial firing curves at P02 (Fig. 3.3.13ireveal that earlytages of DS postnatal maturation

are characterized by a surprising reduction in pyramidal cell excitability (p=0.048y 2
ANOVA). No significant differences were noted in the two older age groups. When maximal
frequency reached during the current injemtis were quantified, a significant decrease was
noted once again at P12, with a maximal frequency of 19.2+0.9Hz in WT cells and 14.5t1.4Hz
in DS cellsFjg. 3.3.1hi p=0.018 Holm{ A Rl 1 Q& Ydzf GALX S O2YLI} NRaz2y
noted at any other ag groups, although maximal firing rate displays a modest increase at P14
16. Passive cellular parameters, input resistance and capacitance, remained unchanged
throughout postnatal development={g 3.1.3ci + gii During this postnatal window, WT cells
exhbit a remarkable degree of stability in their intrinsic excitability, whilst-DScurves vary
greatly between each age group. Developmental trajectories are seen béliguré 3.3.2,

which show the firing curves for each genotype across each age grbape data support the
notion that all intergenotype differences detected are due to altered excitability in DS
pyramidal cellsAge was not a signficant factor in WT mice, whereas DS mice exhibit signficant

agerelated changes in excitability (p=0.002way ANOVA).
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Figure3.31 CA1 pyramidal celise initiallyhypoexcitabilityduring postnatal development in
Dravet syndrome. I-O curves for current steps betwee#O to 200pA, with each data point
representing mean number of action potentials + SEM evoked by each current step amplitude.
Each dataset is also fitted with a sigmoidal curve (solid line). Diminished exagab#ibat P10

12 @i,* p=0.045, 2way ANOVA whilst excitability at both P1¥6 (p=0.235, &vay ANOVA) and
P1820 (p=0.838, &vay ANOVA) is unchangbildisplays the maximal frequency reached by WT
and DS cells during current injection, with a signifidastease in maximal frequency detected

at P1012 in DS migebut no changes seen in the subsequent age grfups0.018, 0.238, and

0.679 respectivelyHolm{ A Rl { Q& Ydzf G A L) Mo ow@alydehotyfdépendent ( S a i

effect was noted (p=0.541;2ay ANOVANo differences in fitted curve plateaus was sdmi) (

for either overall genotype effect (p=0.71Anvay ANOVA) or differences at any age groups
(p=0.095, 0.347, 0.719, HofnA RI 1 Qa Y dzf G A LI SNo drerencds NdnpguR y Q &
resistancewere seen ¢€i) for either overall genotype effect (p=0.228way ANOVA) or
differences at any age groups (p=0.376, 0.956, 0.956, -HAInR | { Q& Ydzf GALX S
test)No differences in fitted curve plateaus was sdaii) for either overall genotype effect
(p=0.9152-way ANOVA) or differences at any age groups (p=0.530, 0.252, 0.53q, Kokt | Q&
Ydzft GALX S O2 WMIENENRIED) ys@F 251G eli§ard [7, 5, 8) vs 6, 7, 7) mice].
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Figure3.32 Dravet syndromegyramidal cells exhibit marked changes in intrinsic excitability
during epileptogenesisll data pointsepresent mean number of action potentials + SEM evoked
by each current step amplituda. displays-O curves for WT pyramidal cells between P10 and
P20. WT cells do not display any overall -@igpendent changes inQ curve (p=0.572,-Bay
ANOVA)b. displays-O curves for DS pyramidal cells between P10 andF20ells display an
overall agedependent changes irQ curve (p=0.001-&ay ANOVAh =[(40, 34, 52) vs @1, 25,

46) cell§ and [7, 5, 8) vs 6, 7, 7) mice].

Increased firing rate during current injections could result from increased propensity to generate
a high frequencyurst ofspikesduring initial depolarizatioor from an ability to maintairhigher
frequencyfiring rates over a longer period of time. @dferentiate these two possibilities, the
evoked action potential counts were split into two epochs for each 500ms square @thise

first 100ms and the final 250ms. Th®Icurves for these two periods are showrkigure3.3.3,

with actionpotentials evoked in the first 1:00ms marked with an orange background and those
evoked in the final 250ms are marked with a green background. Data is presented in the same
format as aboveKig.3.3.1). No genotypedependent changes in firing are noted famy of the
datasets, at either 100ms or 250nsd.3.3.3b + ¢, 2way ANOVAHowever, when the data is
quantified asnaximal frequencyve once agairsee aredudion at P1812 in DS mice during the

final 250ms of current injection, from 15.5+0.9 in WTLi04+1.3 in D& = 0.032Hoim{ A Rl 1 Q&

Ydzt GALX S O2)\Agi3R3da)2 y Q& G54
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Figure 3.3.3 Changes in firing curve seem to result from prolonged maintenance of firing rate
rather than increased frequency of initial burstifageach O curve, data points represemean
number of action potentials £ SEM evoked by each current step amplitude during either the first
100ms of the stepb] or the last 250m<c). a. A depiction of the two epochs of overall current
step analysedb. I-O curves of action potentials evoked during initial 2700ms of current step. No
significant differences were noted between genotypes at anypae(d97, 0.8943, and 0.484 for
each age group respectivelypay ANOVAL. I-O curves of action potentials ésaxd during final
250ms of current step. No significant differences were noted between genotypes at any age
(p=0.055, 0.106, and 0.655 for each age group respectivelgy2ANOVAX. di. Maximal
frequency is unaltered during initial 100ms of current imjec dii. Maximal frequency is
decreased during the final 250ms of current injections at 1 DS mice (* p=0.23Holm

{ ARF 1 Q& Ydzt (A L S[AQBDNs I 25,26) éell§ andl i 5, 8) vs 6, 7, 7)

mice].
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3.3.2 Action potential morphologis not altered byDravet syndrome

Although properties such as firing rate and instantaneous frequency offer insights into overall
excitability, they do not provide insight into the underlying changes in membrane ion channel
composition that may underlie such changes. By analysing the morphology of evoked action
potential waveforms seen during DS postnhatal development, | hoped to gain insight into why
the changes to intrinsic excitability emergiction potential waveforms evokedt rheobase

were analysed.
3.3.2.1 Action potential waveforms evoked at rheobase do not exhibit any altered properties

Current slope injections result in a continuous, linearly increasing current amplitude, so when
an action potential ieventually evoked it is at the minimum current required to evoke firig.
typical voltage response to slope injectisrdepicted irFigure3.3.4a. Averaged action potential
waveform and action potential phase plot for each genotype at eaydare depiced (seeFig.

3.34b + c). All properties quantified display nesignificant alterations between genotypes (2

way ANOVAwWAolm{ A RI { Q& Y dzt G A LX I®po@aatly; hidMd curgent 3 &tablie S &
across genotypes and over tinfeee Fig. 3.34dvi). Given that input resistance also remains
stable (sed-ig. 3.3.19j this suggests that resting membrane voltage would be expectdxt to
comparable between genotypes. As all experiments performed in current clamp mode were
conducted at aetvoltage (~70mV), this may result igenotype dependent effects being missed

if there is a substantial change in resting membrane voltage between genotypes.
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Figure 3.3.4 Action potential waveform parameters derived faotion potentials evoked at
rheobasea. Action potential sequence evoked by slope injection, with initial AP highlighted with
green dashed boh. Averaged waveform of all APs analysed for BlE) and DS (red) mice at
each age groupc. Phase plots depicting relationship between rate of voltage change and
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membrane voltage during action potentials. All plotsl.ishow the change in various action
potential properties with age across both gerpes.All data points represent mean + SEN.
Overall effect of genotype on rheobase was not significant (p=0.328y 2NOVA) and no
changes were noted at any age group (p=0.851 for each age gliaupyerall effect of genotype

on voltage thresholevas not significant (p=0.799%uw2y ANOVA) and no changes were noted at
any age group (p=0.957, 0.968.9B8for each age group respectivelgiii. Overall effect of
genotype on AHP was not significant (p=0.394a2 ANOVA) and no changes were notedhgat a
age group p=0.812, 0.324. 0.812 for each age group respectirel@)verall effect of genotype

on max voltage was not significant (p=0.33®;a% ANOVA) and no changes were noted at any
age group (p=0.994, 0.464. 0.931 for each age group resperctie®verall effect of genotype

on halfwidth was not significant (p=0.115w&y ANOVA) and no changes were noted at any age
group (p=0.920, 0.310. 0.310 for each age group respectigelypverall effect of genotype on
holding current was not sigiaant (p=0.891, &vay ANOVA) and no changes were noted at any
age group (p=0.731, 0.674. 0.731 for each age group respectiwiily)verall effect of genotype

on maximal rise was not significant (p=0.57#&a% ANOVA) and no changes were noted at any
age group (p=0.476 for each age groudiii. Overall effect of genotype on maximal decay was
not significant (p=0.077 ~ay ANOVA) and no changes were noted at any age group (p=0.607,
0.154. 0.154 for each age group respectively[(34, 28, 48) vs @1, 29, 39) cell§ and [7, 5, 8)

Vs 6, 7, 7) mice].

3.3.2.2 Sag potentials are enhanced at PA@in DS pyramidal cells

Sag potentials are generated by the activation of hyperpolarizatidivated cation (HCN)
channels, key regulators of neuronal excitability during activity and at rest. Sag potentials were
evoked by sequential hyperpolarizing current steps, starting @& 8pd decreasing to a final
amplitude of-200pA, with each step decreasing {30pA. Sag potentials were quantified for
each amplitude and are shown Kigure3.3.5a. Each point represents mean + SEM and each
dataset is fitted with a linear regression. Rdatasets for thetwo initial age groups did not
exhibit any genotypelependent differencessgeFig.3.3.5ai + aij p=0.078 and 0.31 for each
P1012 and P1416 respectively, @vay ANOVA). However, by P28 (ee Fig. 3.3.5aiii), a
genotypedependent incrase in sag potential amplitude could be seen (p=H.03way
ANOVA), in line with the significant difference between fitted linear regressions seen (p<0.0001,
Ftest) also seenThis suggests that HCN channel activity is increased b2@Pih8DS miceAn
example of this enhancement can be seen from two illustrative traces from a WT and DS

pyramidal cell (blue and red respectiveffyg.3.3.5aiv).
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3.3.2.3 Medium/slow AHP is unaltered in DS

In addition to fast AHP, medium AHP (mAMRSs also quantified, which is typically measured
as the hyperpolarizatiofollowing a prolonged depolarization or train of action potentiais

this case in the immediate aftermath of the 500ms depolarizing step used to evoke AP firing.
This was quantfiied for each depolarizing step duringdl curve experiments and can be seen
plotted in FHgure 3.3.5b for each genotype at each time point. When analysed, no significant
differences in either fitted linear regression or in raw data could be seen betwawrtygees at

any age group or for any current amplitude.
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Figure 3.3.%5ag potentials are enhanced at PIBin DS mice, with no change seen in mAHP
amplitude at any age alepicts sag potentisdmplitude at each hyperpolarizing current step
between 0 and200pA. No changes between either raw data or fitted slopes differ at either P10
12 or P1416 @iandaii) (p=0.777 and 0.308 respectivelyway ANOVASignificant increases in
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sag potential can be seeat P1820 in DS cellsaiii), with a genotypalependent increase in
amplitude (* p=0.035,-#vay ANOVA) and significant increases at high amplitude hyperpolarizing
steps, with example traces from both genotypes displayaivin =[(40, 34, 50) vs @1, 25, 46)

cell§ and [7, 5, 8) vs 6, 7, 7) mice].b. shows the amplitude of medium AHP (mAHP) evoked
following each current pulse (0 to 200pA) at R20pi), P1416 ii), and P1&0 (iii). No
significant changes were seen at any age between thgéwotypegp=0.295, 0.404, and 0.211,
2-way ANOVAR =[(40, 33, 52) vs R0, 25, 46) cell§ and [7, 5, 8) vs 6, 7, 7) mice].

3.3.3 Summary

The most prominent change noted to overall excitability, as quantified-@acurves, was seen
during the early (P1Q2) stage of epileptogenesis with a 25% lower maximal firinggada in

DS pyramidatellswith no differenceswas seen athe subsequent tw age groupsDespite the
apparentlyunchangedverall excitabilityat P1820, there was an increase in the amplitude of
HCN channel mediated sag potentials. Increased HCN channel expression would be anticipated
to diminish excitability in CA1 pyramidailis (Gasselin et al., 201%ut no such changes to

overall excitability could be detected.
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3.4 Investigating temporal integration of excitatory inputs using synaptic

and artificial conductances in Dravet Syndrome

The balance between excitation and inhibition is critical to allowing neuronal circuitry to operate
within physiological parameterfAvoli et al., 2016; Bonansco and Fuenzalida, 2048) in
allowing precise, efficient encoding of information in both neocortical and hippocampal circuitry
(Bhatiaet al., 2019; Zhou and Yu, 2018)aving established that temporal E/I imbalance occurs
by late stage epileptogenesis Dravet Syndrome, | sought to investigate its functional

consequenes for the hippocampal circuit.

One of the key roles of feedforward inhibition is to define the time window in which multiple
SEOAGIG2NE aéyl LWAO AyLdzia OFy FTRR G23S34KSN
action potential thresholdPouille, 2001)Without feedforward inhibition intact, the window in

which summation may occur in CAl pyramidal cells is greatly expanded from just a few
milliseconds to tens of millisecondBoulle and Scanziani, 2001low the window in which

incoming synaptic activity may generate an action potential is defined is key to understanding

the functionality of the neuronal circuitnand in understanding how diminished inhibitory

transmission caxontribute to hyperactivity.

To probe the effect of reduced E/I ratio on temporal summation in Dravet Syndrome, a modified
version of the protocol most often employed to analyse summation was used. The conventional
experimental procedure involves the stitation two pathways, or two axons in the same
pathway, with either two stimulation electrodes or via optogenetic stimulation. When & dual
electrode based approach was attempted in slices obtained from very young mice, the limited
sizeof the hippocampal fomation at these agemade electrode placement highly challenging.

In order to prevent feedorward inhibition from being contamindged with monosynaptic
inhibition, it is necessary to stimulate at a sufficient distance from the recording electrode. This
had already proven difficult when obtaining E/I balance recordings, with many recordings

discarded as they evoked monosynaptic IPSCs. With two stimulation electrodes, the distance
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between stimulation site and recording site is halved and thus the probaliitgvoking
monosynaptic IPSCs is greatly increased. As a result, attempts to employ this protocol failed due
to the impact of the simultaneous arrival of IPSCs and EPSCs. To overcome the need for two
electrodes, | modified the standard protocol by utiligia single stimulation electrode and an
artificial synaptic conductance injected directly into the neuron through dynamic clamp. Both

the standard protocol and new modified protocol are depicted belovifgnre 3.4.1

: Simultaneousi : : " 2nd stimt UEHO._n._ :
; stimulation _: ' :replaceg W(al’tlfICIa|:
_______ ! conductance_ _,

} interstimulus interval t interstimulus interval

N e

AP probability

Interstimulus interval

Figure3.4.1 Standard and modified protocol used to probe EPSP summation in CA1 pyramidal
cells

Left: Standard experimental method to probe temporal summation relies on the stimulation of
two distinct input pathways onto the cell being recorded from. By establistiiiad) probability
of evoking action potentials when both evoked EPSPs arrive simultaneously, the effect of

increased interstimulus interval (ISI) can be investigated.

Right:Modified potocol in which a second synaptic input has been replaced withtifiniar

EPSHke conductance, injected via the recording pipette through dynamic clamp.
135



3.4.1 Integration window narrows with age @67BL/6nice

As with E/I balance recordings, integration protocols were initially evaluated GHT@BL/6

mice. All action potential probability data is shown normalised to action potential probability at
interstimulus interval (ISI) of Oms i.e. when both stimuli amivéred simultaneously.
Stimulation intensity and conductance amplitude were adjusted to give an AP probability of
~70% at I1SI = Oms. Each age group was fitted with a Gaussian curve and differences in fit were
tested to evaluate age and/or genotyjpendent shifts in EPSP summation properties,
alongside direct comparison of raw probability data. The use of a fitted curve aided comparison
between genotypes and in different age groups. The extra sum of squdess Was used to
directly compare resultanits as it allowdor the comparison of goodness-fit with or without
sharedfit features, testing the null hypothesis that data is best fitted when fit parameters are

shared.

In C57BL/6mice, at all time points, increasing ISI resulted in a decreasectiora potential
probability, reaching final values of 0.42+0.06, 0.30+0.07, and 0.15+0.06-42PPA 416, and

P1820 respectively. An example trace€Fig. 3.4.2, with an initial AP probability of 70% at ISI

= 0ms and a final AP probability of 10%Sit= 15ms, is displayed below. A significant change in
summation properties occurs &57BL/@nice age between P10 and PAe¢Fig. 3.4.33.p =

0.013, 2way ANOVA), with significant decreases in AP probability detected at ISI = 2ms, 5ms,
and 15ms betwen ages P02 and P1&0 (p=0.001, p=0.018, and p=050@&spectively, Holm
{ARIF1 Q& VYdzZf GALIX S O2YLI NRA&A2YQad GSAadG0d hLIGAYL
modelled separately (P02 vs P1416 = p < 0.0001, PAT1® vs P1&0 = p < 0.0001, PA¥5 vs
P1820 = 0.003, extra sum of squareteBbt ). Stimulation intensity was not significantly different
between the 3 age groups, but the minimum conductance required to evoked action potentials
was significantly decreased between PiiDand the latter two ge groups, consistent with an

increased excitability as rheobase decreases with segHig. 3.4.3bi + bji These data correlate
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well with the observed changes in E/I ratio see@&YBL/6nice due to the enhanced disynaptic

inhibition that was seen inbse data as mice age.

ISI

Oms 1ms 2ms 3ms 4ms 5ms 7.5ms 10ms 15ms

| { . !
|

bk

Figure3.42 Anexample recordinghowing the effect of increasing ISl on probability of action
potential generation in response to synaptic and dynamic clamp conductances

Membrane potential (mV)

a. bi.
E25
P10-120
5 : P14-16 0 |+ E 20
: P18-20M g 15
31.0— - u 7 . g 10 .
3 } | E 5 £
: mam | : ] oo oo
g M 2] P10-12 P1416 P18-20
o
o 1
T | !
%0'5- [ ' II 10, - '
| | g s
5 .
o *e
0.0 H H £ : 53 .
B T o :" -
-10 0 © t |
ISl (ms) 0

P1012 P1416 P18-20

Figure 3.4.3 Integration windows narrow between postnatal day 10 and_BY BL/6nice aAll

data points represdnaverage action potential probability + SEM, normalised to probability at
ISI=0ms for each recording. Fitted curves are Gaussian fits of AP probability data, with mirrored
data (grey section,lms to-15ms) added to ensure appropriate fit could be obtdiriignificant
agerelated changes in integration were detected (* p=0.013ya2 ANOVA), along with
significant differences between cells at A vs P1&0 at ISI=0ms, 5ms, and 15ms. AP
probability from a single example cell is shown in the upperagét] P1®. bi. All data points
represent individual cells, with mean + SEM depicted via bar ciNoteffect of age on
stimulation intensity was noted (p=0.497vay ANOVA), with no differences detected between
age groups (p=0.67®1012vsP1416), p90.676 P1012 vsP1820), p=0.891 (P146 vs P18

20), Holm{ A Rl { Q& Ydzf { A LI Db CoBdrictahde MtiizacRdyiring dyrfadidi damp
protocols (nS) displays a significant reduction with between age gtaiyps £=0.0046, iway
ANOVA)with sigificant differences seen between P12 and the subsequent age groups (*
p=0.02511P1012vsP1416), ** p=0.007 P1G12 vsP1820), p=0.323 (P}46 vs P1&0), Holm
{ARIF1Qa Ydzf (A LIE17C2 Mcalldvnhddh2 y3anicel. Sa i 0 @
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3.4.2Integration propertiesare unaltered by E/l imbalance in DS mice

Despite the imbalance in E/l ratio seen at PDBwhen integration was assessed inrbife and
their wildtype littermates, no significant differences in integration properties were datiethis

age 6eeFig. 3.4.4aiii22way ANOVA -fest). Indeed, in all 3 age groups no significant differences
were detected when AP probabilities were directly compasskeFig. 3.4.4ahiii.). Despite this
lack of differencevhen AP probability is conaped, some minor differences could be seen at
P1416. A small increase in average area under the curve can be seen-AbRdgeFig. 3.45)

and sumof-squares Festing reveals that WT and DS AP probability data is best fitted by two
separatecurves geeFig. 3.44aii, p=0.027,extra sumof-squares Hest). These values suggest
an altered relationship between ISI and AP probability in DS mice ét@PA012 and P1&0

WT and DS datasets are fitted with a single shared cweeHg. 3.44ai and aiii), as Resting
revealed that fits was optimized by shared fit parameters (p=0.999 and p=0.342 respectively,

extra sumof-squares Hest).

Data is also presented and analysed in a longitudinal marseerig. 3.46). This datasealso
supports P4-16 being the age at which the clearest impact of DS can be seen on integration.
Although the complete datasets display a significant impact of age on integration, only wild type
mice display an agdependent change in integration between P1P and P146 (p = 0.02 and
0.498 for WT and DS respectivelywady ANOVA). Whilst stimulation intensige€Fig. 3.4.6bi
remains constant between WT and DS mice, conductance threshold differs between the two
genotypes (p=0.0, 2-way ANOVA). The prominent increaseninimum condutance threshold
necessaryo evoke an AP at P13 (1.77+0.2nS vs 3.07+0.6nS, WT and DS respectively) suggests
that CA1 pyramidal cellmeless excitablén response to synaptic curretike waveformsat this

age in DS mice.
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Figure 3.4 Temporal summation windows are altered at #64in DS micdll figures show
action potential probability, normalised to probability at ISI=0ms, plotted against interstimulus
interval (ISI). If -Eesting revealed thafitted curves were optimized wheshared between
genotypes, a single common fitted curve is shown in bRtblerwise, separate curves were fitted

for both genotypes individualgi. displays data and a shared curve for age-1210nith no
individual cuves displayed as shared fit parameters were nearly identical. Data was found to be
best described by a single, shared curve (p = 0.998, extra sum of sgtespsogenotype
dependentdifferences in raw data was detectdd1979,2-way ANOVAaii. Dispays data and
curves for WT and DS cells at 64 Nogenotypedependentdifferences in raw data was
detected p 0.2822-way ANOVA), but fitted curves were found to signficantly ¢ffig~ 0.027,

extra sum of squarestEst).aiii. displays data andoth individual and shared curves for ageP18

20. Nogenotypedependentifferences in raw data was detectgr-0.946, 2vay ANOVAPata

was found to be best described by a single, shared curve (p = 0.3422, extra sum of squares F
test). n §(11, 8, 19) vs (0, 16, 11) cell§ and [6, 3, 8) vs &, 5, 5) mice].

d.
30-
Bl DS
. WT
Q
2
<
\ N
NV N )
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Figure3.45 Area under the curve analysis does not reveal any significant changes in integration
between genotypedhe integral of each action potential probability curve gasulatedand is

plotted as meant SEMNo genotypedependent effect on AUC was noted (p=0.478ya%
ANOVA) and no age groups exhibit differences between genotypes (p=0.957, 0.689, and 0.948
respectively, Holsf A Rl 1 Q& Ydzf G A LIh 118219 LSNP, A B bl and B,a G 0 ©
3,8) vs {, 5, 5) mice].
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Normalized AP probability

Normalized AP probability

Figure 3.4 Developmental trajectories of integration properties and experimental parameters
during postnatal developmertll data imai + aishow action potential probability, normalised to
probability at ISI=0ms, plotted against interstimulus interval AiBthata points irb. show mean

+ SEM. Both wild typei() and Dravet syndromaii) mice exhibit a narrowing of integration
window during postnatal developmerwe see no significant change in DS integration curves
between P1al2 and P1416, whilst fitted cwves do differ between these ages in WT mice (p=
0.196 and p>0.0001 respectively, extra safrsquared Rest). All other ages for both genotypes
exhibit significant differences between subsequent age groups (p>0.0001, exicd-sguared

Ftest). Signiftant differences in fitted curves are demarcated with black stars. All mirrored data
is displayed against a grey backgrouie. see a significant effect of age on integration data in
both WT and DS (p=0.0001 and 0.032 respectivelgy2ANOVAI. showsthe changes in
stimulation intensity with age in WT and DS mice, matloverallgenotypedependent changes
detected(p=0.7976, 2vay ANOVA) and no differences in genotype at any given age (p=0.918 for
each age group, HoHnA R 1 Q& Y dzf A L)fbl shOws YheJehhidges i yménimuns a
conductance threshold with age, with a genotygimpendent change between WT and DS
minimum conductancegdetected (* p=0.0447,-vay ANOVAYut no changes detected for any
given age groups (p=0.710, 0.710, and 0.050eémh age group respectively, Helmh R 1 Q&
multiple comparisons testi. =[(11, 8, 19) vs (L0, 16, 11) cell§ and [6, 3, 8) vs &, 5, 5) mice].

To further explore howthe changes in E/l balance seen in earlier experiments mardfestg

this protocol| analysis othe EPSP/IPSP sequences evakaung these experiments was also
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