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Background

— DDI-Lifecycle
» robust metadata model for questionnaire content and flow capture
 support for versioning and provenancing objects

— Archives
 information in PDFs associated with surveys

— CLOSER Discovery
 a range of social sciences and biomedical domains’ longitudinal studies
* provision of questionnaire metadata in DDI-Lifecycle - manually/semi-manually
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Problem Statement

— Increased volume of data - more questionnaires added to CLOSER Discovery

— Scaling to provide a high-quality question bank
— Survey questions for reuse by studies and data collection agencies - reproducibility of studies and

analyses

Ease, efficiency and robustness of metadata extraction of question items
Automated methods for questionnaire item metadata extraction
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Proposed Approach oLosER \

— Supervised learning algorithms Questionnaire PDF

« candidate approach for automating the extraction of
valid DDI items from the survey questionnaires in

.

1

PDF format ( | )
« training and validation dataset - processed and !

marked-up (in XML) questionnaires Quemof @t‘;‘:}g
« text classification problem

— Continuous build and integrate approach: ML pipeline v
with combinations of: [T,amed voda <

* input data, J
 feature engineering methods,
* model parameters v

ML Training

o

- resultant outputs ( Hem Types )
Questions Conditions
— Experiments’ metadata | Analysis
» various combinations experimented with, and the Instructions Statements
corresponding outputs L )
—> reproducibility, comparative analysis and
provenance of the pipelines L )
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Proposed Approach (2)

— Abstraction of model parameters in pipelines
« Data Version Control (DVC)

— Automating the process of attaching metadata related to each model experiment
* ProvLake
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I Do you ever have a headache? I

yes. quite often E— ‘4 code

yes. sometimes value

Dataset

(]

Things For You to Do‘

yes. I had one once

1N0. never | &

Thank you for filling this in. Children of *

the 90s loves to look at the things you
draw! Category
Al. Do you ever have a headache? Item Type Count
QuestionName 40,546
yes, quite often 1 L. Question literal 40,545
S T—— Condition - ,
yes, sometimes . Interviewer Instruction 3,051
. es. I had one once L Statement 7,551
Question o ’ _ _
Response Domain - Codelist 85,547
ltem no, never If no. go to question A3 below
4 Response Domain - DateTime 486
A2. For your last headache. please shade in where the pain was in Response Domain - Text 613
these two pictures of a head. .
Conditional 8,414
Loop 352
Total 187,105
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# multinomial... ~ p 9 branches © 9 tags Go to file Add file ~ m

CLO SER M L pipeline This branch is 49 commits ahead of main. 11 Contribute -

Q harryjmoss Merge branch 'main’ into multinomi... ., 90a3e84 10 days ago © 137 commits

— DVC

m .dvc Configure RDSS remote 9 months ago
m .github/workflows Add basic MLFlow parameter tracking (#76) 13 days ago
e dataset ve rsioning and expe riment - data Adding additional ESRC datasets 10 days ago
. m myriad Type hinting and small refactor (#75) last month
traCkI n g s notebooks Add naive-bayes large dataset notebook 8 months ago
. . . m output Adding multinomial NB esrc re-run 4 months ago
« version the state of the input data as it Sp—— e —————
m src Inference fixes for BERT models 10 days ago
evolves
. . L . . O .gitignore BERT base uncased (#28) 6 months ago
« associate that with a specific git commit oo
h aS h O LICENSE first commit 10 months ag¢
O README.md Update README.md 12 days ago
- transfer the versioned data over SSH to s bt
O dvcyaml Adding multinomial NB esrc re-run 4 months ago
remote sto rage B environment_setup_iob.sh _itial commit 10 months agk
O hyperparam_optimisation... Add basic MLFlow parameter tracking (#76) 13 days ago
O mypy.ini Type hinting and small refactor (#75) last month
O params.yaml Merge branch 'main' into multinomial_naive_bayes 13 days ago
— Remote data storage: UCLRDSS oo
. O run_rcnic_job.sh Update model code in main (#77) 12 days ago
¢ peta byte-sca | e Sto rag e faCI I Ity < Code ) | SHE | Dataset [Trainedj D setup.cfg Add testing for data prep pipeline stages (#15) 7 months ago
versions models O setup_spacy.sh Adding all three base model types and updates to... 7 months ago

Input parameters

Git (code, input DVC (Datasets,
parameters, outputs) trained models)

Local Git repository

Dataset
versions
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Model Experiments

( Input parameters ) Data <+

— Model l

* Multinomial Naive Bayes Steor WL Cleaned dac Data cleaning and
eering Code |« output directory
J k creation
— Experiment setup Sened .
 Python 3
/ o . . Model-specific code Cleaneddaa
» pyTorch, scikit-learn ML libraries Feature
Model P generation
o Data features, labels
Y,
— Model metrics st o, l
« Evaluation metrics rabet v

Trained model
_ Tl _ Model — Model Model metrics 0O
accuracy, precision, recall, f1-score paoael _ ot
— AUC - ROC curve

— Confusion matrix

H t t . Mode! metrics, output, plots, -\r;‘a:;‘:
) R GitHub | _ input parameters
yperp.arame er tuning ’ emolo it }‘

— Gridsearch '

RDSS
Storage
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Model Results

[ [
{ .
"prov_obj": { "prov_obj": {
“task™ { ‘task™ {
"id"; 1633622500.4462595, ™, P
"wf_execution"; 1633622400.2880254, ,,""f—e;‘?‘:“f!o” E
"startTime": 1633622500.4462595, bty

"generatedTime": 1633622500.4462595, "generatedTime":

"status": "RUNNING" "status”™ "EINISHED"
"dt": "GridSearchCV", } t" "GridSearchCV"
::type": '.'Ilnput". "type": "Output",

valugs A4 "values": {
priors™: [ “flscore™: [
null

]7 5 ]l

"var_smoothing": [ "mean_test_accuracy": [

1e-08,
L
0.00012 "mean_test_recall"; |
]
} ]I

mean_test_precision™: [

"dataflow_name": "Naive Bayes Model",
"act_type": "task" ]
} }
] h - .
"dataflow_name": "Naive Bayes Model",
"act_type": "task"

Tuesday, 30 November 2021



Conclusions

— Automation of data and metadata extraction from longitudinal survey questionnaires through:
» supervised ML pipeline approach
— Challenges in ML pipelines
 data version control
* managing changes to models and datasets
— Reproducible ML model training and execution method
« generates logging metadata in a structured format
« tracking of various combinations of
— input data,
— model features
— hyperparameter tuning with
— obtained output values
— DDIl-Lifecycle schema

* rich provenance structure allows the analysis of prediction of specific item types (e.q. question
text)
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Thank you

Thank you!

Suparna De
s.de@surrey.ac.uk

http://metadata-automation.org

Tuesday, 30 November 2021



mailto:s.de@surrey.ac.uk
http://metadata-automation.org/

License

— This work is licensed under the Creative Commons Attribution 4.0 International License.

— To view a copy of this license, visit: https://creativecommons.org/licenses/by/4.0/ or send a letter to:
Creative Commons, PO Box 1866, Mountain View, CA 94042, USA (CC by 4.0)

— The license does not apply to the following logos:

UNIVERSITY OF Economic
* University of Surrey ogo. 15} SURREY ~ + UKRIESRC logo e

o
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