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Abstract 

Visual discrimination is important for visually guided behaviours. Previous research 

has suggested the importance of primary visual cortex (V1), among other regions, in 

visual discrimination. Nevertheless, the role V1 plays in visual discrimination remains 

largely unclear. Recent advances in techniques such as optogenetics and DREADD 

(designer receptor exclusively activated by a designer drug), which allow 

manipulation of a particular region or neuronal population, open opportunities for a 

better understanding of the role of V1 in visual discrimination. Here I used hM4Di, an 

inhibitory DREADD, to ask what role V1 plays in mouse visual discrimination, for 

ethologically valid stimuli. 

 

We virally expressed hM4Di in V1 and examined efficacy of hM4Di manipulation in 

vivo by recording local field potential while presenting a battery of visual stimuli. We 

found that hM4Di manipulation enhances low-frequency oscillation and visual-

evoked responses to slowly flickering grating stimuli. I then performed behavioural 

experiments after expressing hM4Di, to test if V1 is required for visual discrimination 

in mice. We found no evidence for an influence of hM4Di on the probability of 

responding to sweeping (a latent visual threat), or looming (an imminent visual 

threat) stimuli. In addition, I developed a new visual object recognition (VOR) assay 

to study spontaneous visual discrimination. Both hM4Di and control groups showed 

neophilia over novel objects, indicating that hM4Di manipulation in V1 did not disrupt 

the visual discrimination between novel and familiar objects.  

These finding suggests that hM4Di manipulation in V1 does influence activity in V1 

but does not disrupt (a) visual detection of visual threats; (b) visual discrimination. 
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V1’s involvement in visual discrimination of ethologically valid stimuli therefore 

remains to be determined. 
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Impact Statement 

Sensory and motor systems receive information from the environment and support 

response to the environment. How sensory signals are transformed into motor 

commands remains largely unknown. We used viruses to insert small molecules 

(DREADDs) into neurons in the visual part of the cerebral cortex (V1), so that we 

could repeatedly manipulate the same neural population while monitoring the 

response of mice under different types of visual tasks. We used hM4Di, an 

‘inhibitory’ DREADD that suppresses neural activity. hM4Di is a popular tool but its in 

vivo efficacy in cerebral cortex remains unclear. To address this concern, we made 

chronic electrophysiological measurements from mice expressing hM4Di in V1 and 

find evidence for the in vivo efficacy in of hM4Di - which enhances low-frequency 

oscillations and visual-evoked responses to slowly modulated stimuli. 

 

In addition, I provide new behavioural assays, which allowed us to study the effect of 

expressing hM4Di in V1 on visual discrimination. In one assay, we found limited 

effects of hM4Di manipulation on the detection of visual threats, suggesting that V1 

may not be required for detecting visual threat. In the second assay, I developed a 

new visual object recognition (VOR) test to study visual discrimination, exploiting 

neophilia in mice. we found that hM4Di manipulation does not influence visual 

discrimination in this assay, suggesting that V1 might be required for fine 

discrimination instead of coarse discrimination.  

 

Thus, this thesis describes new protocols to address the in vivo efficacy of hM4Di, 

and new protocols for measuring visually-guided behaviour. The thesis contributes to 

our knowledge about the potential role of V1 in visual discrimination for instinctive 
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behaviours. Finally, these experiments contributed to developing BonVision (Lopes 

et al., 2021), an open-source graphics programming library to help all researchers 

study visual neuroscience.  
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Chapter 1: Overview of visual neuroscience  

One of the most fundamental questions in neuroscience is how the nervous system 

receives information from the environment and responds to that information. While 

sensory and motor systems are usually studied separately, to characterise the input 

and output mechanisms of the nervous system, how sensation guides behaviour 

remains largely understood. The fundamental difficulty is our limited knowledge of 

what the relevant level of brain organization is for any given behaviour, especially for 

those behaviours that happen in a sequence, which potentially require context-

dependent action. This difficulty calls for the need to study the contribution of brain 

areas to those complex behaviours. 

 

1.1 Natural behaviours 

Classic studies on ecology and biological psychology have accumulated knowledge 

about natural behaviours such as navigation and foraging across animal species. 

These behaviours involve actions and goals occurring on different time scales. For 

example, pursuit behaviours are often studied with appetitive stimuli to induce an 

action, such as grasping or chasing behaviour, which may occur within as little as 

one second. But the motivation to grasp or chase an object in response to the 

appetitive stimulus may have accumulated hours or days before. Thus, studies on 

natural behaviours span multiple disciplines with the use of various animal models. 

While some animal species including mice, cats and monkeys have been used to 

understand the neural mechanisms behind these natural behaviours, other species 

have been assessed with more complicated behavioural tasks to understand 

biomechanical mechanisms and ecological impact of animal behaviours (Hein et al., 

2020). 
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Experimental paradigms investigating natural behaviours have two features 

(Juavinett et al., 2018). One is the ease for animals to adopt the behavioural 

paradigm. Ethological stimuli tend to elicit stereotypic behaviours that are preserved 

in the organism’s evolutionary history, which may facilitate animals learning a task. 

However, failure to respond to that stimuli may arise from deficits in detecting the 

stimuli or reacting to the stimuli rather than engaging in the behavioural paradigm. 

Secondly, a hypothesis suggesting that neurons at a higher hierarchical structure 

may respond more reliably to ethological stimuli than other stimuli (Carruthers et al., 

2015), as neurons from a higher hierarchical structure of the sensory system such as 

cortex may form invariant representation of certain sensory stimuli. This property can 

make animal respond reliably to the stimuli. Thus, understanding why an ethological 

stimulus becomes ethologically relevant can serve as an important insight of the 

coding mechanism in those higher hierarchical structure. 

 

1.2 Visual neuroscience 

Vision is the best understood sensory modality and provides theoretical foundations 

for general coding principles in the brain and in artificial neural networks. Early 

studies in cats and primates revealed a hierarchical of processing in the visual 

system, such that a serial, feedforward circuit of sensory and relay neurons can 

account for the firing properties at the next hierarchy (Hubel & Wiesel, 1963 & 1968). 

Neurons at successive stages in a sensory pathway tend to have larger receptive 

fields and are tuned to more elaborate features of the sensory stimulus. In studies of 

patients with focal brain damage, temporal lesions are associated with visual 

recognition deficits whereas parietal lesions may impair spatial localisation 

(Newcombe & Russell, 1969). These clinical studies, together with tracing and lesion 
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experiments on animals, became the basis of theories of two visual pathways, the 

“what” and “where” pathways (Mishkin et al., 1983). 

 

Several visual tests developed in human subjects have been applied to monkeys, 

cats and rodents. Some classic behavioural paradigms use visual cues to study 

other cognitive function such as numerical cognition (Nieder et al., 2002) and self-

recognition (Gallup Jr., 1969). In practice, the spatial and temporal properties of 

visual stimuli can be precisely manipulated with monitor displays. In addition, free 

open-source software has been developed to create visual stimuli, even in closed-

loop experiments (Peirce, 2009; Štih et al., 2019; Lopes et al., 2021). These 

technical advantages mean that visual stimuli are frequently used to understand 

physiology and behaviour, even when the scientific question is not about vision. 

 

Primates and cats have been the main models to study vision. However, because of 

recent advances in genetic tools, shorter research life cycle, and even experimental 

cost, rodents have become a popular animal model for vision. Despite rodents’ poor 

visual acuity, the visual cortex of rodents shares features with that of cats and 

primates, including six-layered structure, retinotopic organization and orientation 

selectivity in primary visual cortex (V1) (for a review, see Huberman & Niell, 2011). 

 

1.3 Visually guided behaviours 

Visual information reveals an object’s size, shape and identity, and these features 

guide behavioural responses. A classic example is the male stickleback’s aggression 

response to red spots (Tinbergen, 1951). Tinbergen observed male sticklebacks’ 

attack pattern during mating session and theorised that this is triggered by the red 
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spot on another male stickleback’s underside. He then tested this hypothesis with 

wooden models and found that stickled male sticklebacks would react to wooden 

models only with red spots at their bottom. This experiment clearly showed that 

aggression behaviour is innate and can be triggered by visual cues. Furthermore, 

based on clinical studies, visually guided behaviour can be implemented without a 

phenomenal awareness of visual information. ‘Blindsight’ patients with damage to 

the primary visual cortex were able to respond to visual stimuli even in the absence 

of their (self-reported) perception (Weiskrantz, 2009). In this thesis, visually guided 

behaviours are defined as vision-based innate behaviours exhibited without learning 

a rule or receiving external reward or punishment. These behavioural assays are 

based on animals’ incentive to maximise their chances of survival, for example, 

seeking for food or avoiding danger, and some of them adopt ethological valid 

sensory stimuli to trigger a certain behaviour. In this thesis, I will focus on 

collision/predation-based defense and vision-based memory tasks. 

 

1.3.1 Collision/predation defensive behaviours 

Collision/predation-based defensive behaviours have been studied across different 

species. It is important for survival as collision/predation can reduce target animals’ 

fitness or cause lethal damage to animals. To reduce harm from collision or predator, 

animals need respond timely to decide how to avoid potential physical contact. This 

impending collision can be predicted based on the movement of objects without prior 

experience. For example, the size of a moving object over time tells us whether the 

object is approaching (when its size enlarges over the course of time) or avoiding 

(when its size shrinks over time) us. 
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Early studies reported that human infants or monkeys show avoidance behaviour 

when seeing an object or a shadow of the object approaching their head (Schiff et 

al., 1962; Ball & Tronick, 1971). In mouse studies, an overhead looming dark spot 

simulates the silhouette of an approaching predator from the top whereas an 

overhead sweeping stimulus simulates a potential threat. Mice display a variety of 

defensive behaviours such as escape and freeze and investigatory behaviours such 

as rearing behaviours in response to looming stimulus and sweeping stimulus 

(Yilmaz & Meister, 2013; De Franceschi et al., 2016). In term of defensive 

behaviours, the decision to escape or freeze depends on a variety of environmental 

factors such as whether an escape route is available, distance between the animal 

and shelter, and the estimated time to predation. Increasing contrast level of looming 

stimuli or speeding up sweeping stimulus increased escape probability in mice, 

showing how saliency of the sensory input drives the motor vigour.  

 

1.3.2 Vision-based memory tasks 

One of the first visual-based memory tasks was designed to measure visual memory 

and attention in human infants (Fantz, 1964). In this task, infants were repeatedly 

exposed to a familiar visual pattern of photographs and their ocular movements were 

recorded to test whether they pay more attention on the familiar pattern rather than 

other unfamiliar patterns. Later on, this task was adapted to other non-verbal 

individuals including monkeys and rats. By exploiting individual attraction to novelty 

(neophilic behaviours), It has become a common way to measure hippocampus 

dependent memory (Manns, et al., 2000). In rodent studies, this task is known as 

novel object recognition test, in which animals spontaneously explore objects in an 

arena. The standard task consists of two phases, the familiarisation phase and the 
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test phase (Ennaceur, 2010). During the familiarisation phase, a pair of identical 

objects is placed in the arena. After the familiarisation phase, one of the identical 

objects, which are now familiar objects, is replaced with a new (novel) object. 

Different exploration times for the novel and familiar objects is interpreted as the 

presence of object memory. The task has involved into different forms. For example, 

presenting multiple different objects during familiarisation phase (Heyser & Chemero, 

2012), switching the location of objects during test phase (Genzel et al., 2019), and 

using visual stimuli only (Forwood et al, 2007; Romberg et al., 2013; Braida et al., 

2013; Cooke et al., 2015; Del Grosso et al, 2017). 

 

In addition, several water mazes have been developed to test rodent’s navigation 

(Morris, 1984) or visual acuity (Prusky et al., 2000). In these mazes, rodents 

navigate to a hidden platform based on visual landmarks around the maze (for 

navigation) or around the platform (for visual acuity). By presenting multiple visual 

cues in the maze, this task can also be transformed to assess visual discrimination. 

For example, placing a fixed (safe) platform in one colour and a floating platform in 

another colour (Vorhees & Williams, 2006), or presenting one particular visual cue 

always on top of the safe route but not the other route (Treviño et al., 2013; 2018). 

The disadvantages of the water maze are the need to use a large maze and that the 

animals need to swim in the maze – particularly an issue when recording neural 

activity at the same time. 

 

1.4 Experimental approaches in visual neuroscience 

Traditionally, experimental approaches to the contribution of a brain region to 

behaviours can be divided in two categories. The first and oldest approach includes 
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ablation or clinically-observed lesion cases that cause vision deficits (developmental 

studies that investigates the consequence of early sensory deprivation on the 

nervous system are out of the scope of this thesis). This approach led to the 

discovery of occipital lobe as the hub of vision in monkeys (Munk, 1881). However, 

the effect of a lesion is irreversible and difficult to replicate across subjects. 

Alternative approaches, such as infusing GABA and its receptor agonists (Leventhal 

et al., 2003) or cooling, can reversibly inhibit a particular brain region. The cooling 

method has been applied to primates (Przybyszewski et al, 2000) and cats (Ferster 

et al., 1996) but it is difficult to evaluate the affected region. By contrast, 

administration of GABA receptor agonist such as muscimol and baclofen, is widely 

used in different brain regions across various animals (Purushothaman et al., 2012; 

Ahmadlou et al., 2018). The diffusion of the muscimol can be visualised by 

conjugating the drug with fluorescent (Allen et al, 2009) or radioactive molecules 

(Martin, 1991). It is also possible to examine the effect of inhibition on the brain by 

comparing neural activity or behaviours during baseline, muscimol injection session 

and recovery session (Marques et al., 2018). Now, transgenic techniques such as 

optogenetics and chemogenetics allow targeting of a particular neural population, 

and manipulation of neural activity at millisecond resolution (in the case of 

optogenetics). Researchers can use these genetic tools to examine the same 

animal’s behavioural output repeatedly while manipulating their neural activity. I will 

discuss the use of transgenic techniques further in the following chapters. 

 

The second approach involves recording neural activity during behavioural tasks. By 

recording neuron activity of interest when the animal performs a vision-based task, 

we can analyse task-related activity, unravelling neural correlates of visual 
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performance. A stimulation paradigm can be added to test the causality of the 

correlation (Ditterich et al., 2003). In addition, task irrelevant movement such as 

running in a head-fixed condition (Niell & Stryker, 2010) or pupil dynamics (Reimer et 

al., 2014) can reveal the animal’s behavioural state, and drive responses. The 

precise measure of pupil dynamics also benefits various behavioural tasks. With 

advances in head-mounted camera system (Wallace et al., 2013; Meyer et al., 2018; 

Sattler & Wehr, 2020), recent studies have been able to reconstruct the visual scene 

of freely moving mice (Meyer, et al., 2020; Holmgren et al., 2021; Parker et al., 

2022). This would help researchers precisely identify the task related activity, filling 

the technical gaps between head-fixed and freely moving recordings.  

 

1.5 Circuits for visual guided behaviour 

Visual stimuli are transduced at the retina and sent to the brain via several 

specialized pathways, two of which are of particular relevance here. One reaches V1 

via the dorsal lateral geniculate nucleus (LGN) and the other reaches postrhinal and 

other parts of cortex via superior colliculus (SC). These two pathways provide 

signals to higher visual regions such as middle temporal area (area MT/V5), a region 

of extrastriate cortex in primates that is important in processing the direction of visual 

motion (Newsome & Pare, 1988), and stereoscopic depth perception (Uka & 

DeAngelis, 2004).  

 

Early studies have revealed particular functions of V1 and SC. V1 is known to be 

involved in encoding orientation (Hubel & Wiesel, 1963), direction and colour 

(Livingstone & Hubel, 1984) of visual cues. SC is known to be involved in a variety of 

visually-guided movements, ranging from in approach and defensive behaviours in 
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rats (Sahibzada et al., 1986) to saccade movement in monkeys (Mohler & Wurtz, 

1977; Feinberg et al., 1978) and is in addition well-known to be a site of multisensory 

integration (Stanford et al., 2005). Recent studies have focused on the role of SC in 

vision-based defensive behaviours in rodents (Shang et al., 2015; Wei et al., 2015; 

Evans et al., 2018). On the other hand, not only visual but motor signals were 

identified in V1 during navigation (Saleem et al., 2013), revealing a role in 

multisensory or even cognitive integration. It is therefore clear that V1 is neither the 

only source projecting to higher visual areas, nor the only sensory area that 

influences behaviours. Interestingly, V1 project directly to the ipsilateral SC (May, 

2006), but there is no direct projection from SC to V1. Indeed, recent rodent studies 

have found evidence that V1 modulates neural activity in SC (Zhao et al., 2014; 

Liang et al., 2015) and vice versa (Ahmadlou et al., 2018), though what separate 

roles these two regions play in behaviours remains largely unclear. Understanding 

the functional properties and behavioural roles of these two regions and their 

connections may provide insights into the mechanism underlying visual-guided 

behaviours. 

 

1.5.1 Primary visual cortex (V1)  

V1 has been extensively studied. For scientists studying visual recognition and 

spatial navigation, V1 projects extensively to the “what” and “where” pathways and is 

likely to be the main source for integration and relaying of visual information to higher 

visual areas.  For other scientists, the mechanisms that are used to build functional 

properties, and the interaction of V1 with other cortical and subcortical areas are of 

great general interest. There have been many databases (Siegle et al., 2021) and 

tools (Chen et al., 2013; Jun et al., 2017) that have started by focusing on V1. The 
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diverse projection of V1 to other brain regions such as higher visual cortex, SC, 

accessory optic system (AOS), pons and ipsilateral cortex (Hallman et al., 1988; 

Kasper et al., 1994) made it difficult to investigate V1’s involvement in visually guided 

behaviour. Whether there are V1 pathways transmit particular behaviourally relevant 

information requires the investigation of a battery of visually guided behavioural 

assay. 

 

Although the classic view of visual cortex originated from Munk’s studies where 

lesions of the occipital lobes resulted in (cortical) blindness, bilateral lesion of the 

occipital lobes might only cause a mild deficit in vision. As the technical issues in 

lesion studies remain, it is difficult to replicate these findings. Recent rodent studies 

showed that inhibiting V1 with muscimol disrupts visual perceptual learning, such 

that head-fixed mice cannot respond correctly to the motion of random dots 

(Marques et al., 2018) or form associations between visual stimuli and air puffs 

(Tang & Higley, 2020) or detect grating stimuli(Bennett et al., 2013). 

 

In freely moving animals, mice with V1 disruption spent more time navigating to a 

safe platform (Treviño et al., 2018), or estimated wrong distance to jump to distant 

platforms(Parker et al., 2021). On the other hand, disrupting V1 with muscimol does 

not prevent animals from escaping from potential visual threats, and only seems to 

reduce escape speed (Evans et al., 2018). One explanation for this discrepancy may 

be that V1 is important for learning, hence, it was required for the perceptual 

learning, where the mice need to associate between visual cues and certain valence 

but is not required for innate behaviours. Another explanation is that V1 is required 

for sensing particular visual stimuli and V1 lesions might simply reduce visual acuity 
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to sense those feature(Dean, 1978). This explanation rises from lesion studies 

showing that rats with V1 lesion could differentiate large or low-spatial frequency 

gratings(Dean, 1978 & 1981) but not small, high spatial frequency gratings (Petruno 

et al., 2013) 

 

1.5.2 Superior colliculus (SC) 

The SC is a laminated structure in vertebrate midbrain (May, 2006). One major input 

to SC is from the retina - the nasal retinal projects to contralateral side of the 

superficial SC and the temporal retina projects to the superficial layers of the 

ipsilateral SC. Another major input comes from cerebral cortex, including V1 which 

projects to the ipsilateral superficial layers, and other cortical regions that project to 

the intermediate and deep layers of the SC (Wang & Burkhalter, 2013). The two 

major inputs (retinal and cortical), originating from the same part of visual space, 

might be integrated at the SC for different purposes.  

 

In primates, the SC is known for its role in directing saccadic movements of the eyes 

and involved in sensory-motor integration. Stimulating rat SC instead generates two 

classes of innate responses (Dean et al., 1988). One class involves orienting 

responses, which includes coordinating body movements for tracking or pursuing. 

The other class includes defensive behaviours such as freezing and flight actions, 

which have been frequently studied in combination with visual stimuli, particularly 

over the past decade.  

As SC receives inputs directly from the retina, it is intuitive to consider that in SC 

retina-derived signals are processed before V1-derived signals. Hence, looming-

related signals may be transmitted to SC’s downstream targets, such as the 
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periaqueductal gray, to initiate defensive responses without inputs from V1. This 

would explain why there is only a mild reduction in escape speed in V1-disrupted 

mice. However, artificial activation of SC-projecting V1 neurons with optogenetics 

reduced running speed in head-fixed mice (Liang et al., 2015) and increased freeze 

probability in freely-moving mice (Zingg et al., 2017). In which contexts V1 inputs 

influences behaviours via SC remains an open question. 

 

1.6 Aims of this study 

Over the past few decades, studies in monkey, cats and rodents have elucidated 

firing properties in V1 cortical neurons. However, the behavioural assays used to 

study V1 have been limited to head-fixed and learned behaviours. The aim of this 

study is to draw a stronger conclusion about the role of V1 in innate behaviours. By 

applying viral genetic techniques to perturb mouse V1 while the mouse performs 

vision-based behavioural assays, I hope to understand the role of V1 signals in 

discriminating among visual stimuli and guiding behaviours. I will achieve this by 

assessing the following hypothesis: V1 is required for innate behaviours under 

aversive context, such as discrimination between potential visual threats. 
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Chapter 2: Research methods 

2.1 Animals and viruses 

For the DREADD experiments, 7- to 8-weeks old male C57BL/6J mice sourced from 

Charles Rivers. For pilot experiments in the visual object recognition assay, DAT-

Creˉ mice (offspring of male DAT-IRES-Cre and female C57BL/6J) aged between 8 

to 10 weeks were used. AP mice (mice originally used by Amalia Papanikolaou) 

were male adult C57BL/6J mice. They were recorded at the age of 22 weeks, 8 

weeks after AP performed experiments on them. All mice were maintained in the 

animal facility in the Institute of Behavioural Neuroscience at University College 

London, under a 12h light cycle and with ad libidum access to food and water. All 

experiments were performed in accordance with the Animals (Scientific Procedures) 

Act 1986 (United Kingdom) and Home Office (United Kingdom) approved project and 

personal licenses. Mice were transferred from the cage to the behavioural assay via 

their paper tube or cardboard house to minimise stress. AAV8-CaMKIIa-HA-

hM4D(Gi)-IRES-mCitrine (henceforth referred to as ‘hM4Di virus’) and AAV8-

CaMKIIa-EGFP (henceforth referred to as ‘GFP virus’) were purchased through 

Addgene (Plasmid #50467 and #50469). 

 

2.2 Stereotaxic surgery 

Anaesthesia was induced with 3% isoflurane, and maintained at approximately 1.5% 

isoflurance, in constant flow of oxygen. The head was shaved, and mice transferred 

to the stereotaxic stage. An incision was made after applying betadine and ethanol 

on the scalp. After the skull was exposed, 6 injection sites were marked to target V1 

in each hemisphere. The coordinates were relative to lambda (AP: ± 0.5 mm, ML: ± 

2.5 mm; AP: 0 mm, ML: ± 2.5 mm). For animals in which V1 local field potential 
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(LFP) to be recorded, 3 injections were made at different locations in the left 

hemisphere, and 4 injections were made in the right hemisphere. The 4 injection 

sites in the right hemisphere surrounded the subsequent location of the recording 

electrode at coordinates (AP: 0.5 mm, ML: 2.5 mm; AP: 0 mm, ML: 2.35 mm; AP: 0 

mm, ML: 2.65 mm; AP: -0.5 mm, ML: 2.5 mm). 300nl of the hM4Di or GFP virus was 

injected at each site, 0.6 mm below the brain surface. The injection was performed 

by a micromanipulator at 30-50 nl/min. The injection pipette remained in place for 4 

mins after the injection finished. A LFP recording electrode (Bear lab chronic 

microelectrode, 30070, FHC, USA) was then inserted 0.6 mm below the cortical 

surface, 2.5 mm lateral to the lambda, in the right hemisphere.  

For animals that were to be used for behavioural testing, three injections were made 

into each of the left and right hemispheres and the scalp was closed with sutures. 

For LFP recording, a reference electrode was implanted over the left prefrontal 

cortex and a custom-built metal plate was cemented to the skull. Mice were allowed 

to recover and housed individually after the surgery; each received 20 µl Metacam in 

condensed milk for 3 days post-surgery.  

 

2.3 LFP recording 

Mice were awake, and head-fixed above a styrofoam wheel (radius: 10 cm). Mice 

were provided with 5 days of habituation to the head fixation before recording 

started. They were allowed to run on the wheel, and the rotation of the wheel was 

recorded by a rotary encoder. To monitor pupil dynamics, the left eye was imaged by 

an infra-red video camera (DMK 22BUC03, ImagingSource) through a zoom lens 

(Computar MLH-10X Macro Zoom Lens). Saline or CNO treatment was delivered via 

I.P. injection to mice 1 hour prior to the recording. The first batch of LFP recording 
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was conducted on 4 hM4Di mice, for 10 sessions per mouse, and the second batch 

of recording was conducted on 2 hM4Di and 3 GFP mice, for 8 sessions per mouse. 

Each of four sessions is a recording cycle. Within each cycle, saline-saline session 

pairs and saline-CNO pairs were counterbalanced across animals (Fig. 1a, right). 

 Except for 9th and 10th session, every 2 sessions were treated as a pair with a 24-

hour interval between them (there was a 48-hour interval between 3rd and 4th 

sessions in 3 hM4Di mice). The 9th and 10th sessions were conducted 5 days after 

the previous session. 
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Fig. 1: Experimental design of chronic LFP recording. 

a. Scheme of experimental procedures and treatment. Left: diagram denotes a head-

fixed mouse sitting in front of a grey screen and above a Styrofoam wheel. Right: 

diagram denotes treatment order given to mice 1 hour prior to LFP recording. For 

example, 2 mice received saline-saline treatment, and the rest of them received 

saline-CNO treatment in the first 2 days as shown in the first two rectangle boxes on 

the timeline. b. Scheme of stimulus protocols in recording sessions. Colour in the 

time bar charts indicates the stimulus type. For instance, in Batch 1, mice first 

received 3-min grey screen after being head-fixed on the wheel. Then they received 

sparse noise, static gratings for contrast sensitivity (pink), flickering gratings for TF 

tuning (green) and flickering gratings for VEP (blue). Except sparse noise, each 

stimulus protocol proceeded with a 30-sec grey screen (brown). 
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2.4 Visual Stimuli 

Visual stimuli were delivered via a PC monitor (ProLite E1980SD, iiyama), which was 

placed 20 cm from the mouse at a 45° angle (Fig, 1a left), covering the left visual 

field (contralateral to the recording site in V1). A small stimulus, shielded from the 

animal, was shown at the edge of the monitor and monitored by a photodiode 

(PDA25K2, Thorlabs) to provide timing synchronisation. 

In the first batch of recordings (Fig. 1b, top), each session started with a 3-min grey 

screen, followed by presentation of sparse noise, then presentation of static gratings 

(for contrast sensitivity), then flickering gratings of varying TFs (for TF tuning) and 

finally flickering gratings of a fixed TF (for visual evoked potentials). In the second 

batch of recordings (Fig. 1b, bottom), static gratings (for contrast sensitivity) were 

omitted and were replaced with presentations of sweeping and looming stimuli. 

 

Visual stimuli were generated with BonVision (Lopes et al., 2021). Sparse noise 

stimuli consisted of 2 white or black squares presented at random locations on a 

10x10 grid of positions for 0.5 s without an interstimulus interval. Each square had a 

width of 8°. Static gratings for studying contrast sensitivity consisted of large 

sinusoidal gratings with a spatial frequency of 0.05 cycle per degree (cpd) at each of 

6 different contrast levels (0 %, 6.25 %, 12.5 %, 25 %, 50 %, and 100 % Michelson 

contrast). The gratings were presented in pseudo-random order for 1 s, with an inter-

stimulus interval of 4 s. Flickering gratings for studying TF tuning consisted of large 

sinusoidal gratings with a spatial frequency of 0.05 cpd and flickering in counter-

phase (sinusoidal temporal modulation) at each of 5 different TF (1 Hz, 2 Hz, 4 Hz, 8 

Hz, and 15 Hz). The gratings were presented in pseudo-random order for 2.5 s, with 

a 2.5 s inter-stimulus interval. Flickering gratings for studying visual evoked 
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potentials (VEPs) consisted 5 blocks of a large grating of spatial frequency 0.05 cpd, 

flickering (square wave temporal modulation) at 1 Hz. Each block was preceded by 

30s of grey screen, except in 3 hM4Di mice’s first 2 sessions. For contrast sensitivity 

and temporal tuning, the gratings were orientated at 0 o from vertical. For VEPs, the 

gratings were oriented at 45o in the baseline session and -45 o in the next day. The 

sweep-loom stimulus for LFP recording contained 5 blocks of slow loom (expansion 

speed: 48°/s), fast loom (expansion speed: 192°/s) slow sweep (sweeping speed: 

22.5°/s) and slow sweep stimuli (sweeping speed: 56.37°/s). Looming stimulus is a 

dark spot expanding from 2° to 50°. Sweeping stimulus is a 5° dark spot traveling for 

17.7 cm. Each block consists of 10 repeated stimuli of each type of stimuli, 

presented in pseudo-random order, with 3 s interval stimulus intervals. 

AP mice received the stimulus protocol as Batch 1 mice did (Fig. 1b, Top). They had 

received 45o grating stimuli prior to this experiment so flickering gratings (for VEP) 

were oriented at -45° in the 1st session and 75° in the 2nd session. 

 

2.5 Loom-sweep behavioural assay 

6 weeks after the virus injection, 8 hM4Di mice and 6 GFP mice were used in the 

behavioural assay. There were 6 test sessions for each mouse, one session per day, 

with 3-4 days between each session. In each session the mouse was placed in a 42 

x 42cm arena with a 14 cm (wide) x 4.5 cm (high) opening for mice to pass through 

to a dark nest. Mice were allowed to acclimatise to the arena for 8 mins prior to the 

first visual stimulus. Two sessions where the mouse became immobile after I.P 

injection (1 hM4Di/CNO and 1 GFP/Saline session) were removed from analysis. 

The mouse’s position was recorded with an infra-red camera (BlackFly S, FLIR). 
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Visual stimuli were delivered manually through Bonsai (Lopes et al., 2015) and 

presented onto a rear projection screen with a projector. The delivery of the stimulus 

was accompanied by a synchronisation pulse of infrared light, indicating the onset 

and offset of the stimulus. Stimuli were triggered when the mouse entered the centre 

of the arena after the 8-min acclimatisation. Up to four visual stimuli were presented 

in a session in the order sweep, loom, sweep, and loom. If the four visual stimuli had 

been delivered, the next delivered stimulus was auditory.  

 

Each stimulus was delivered with an inter-stimulus interval of at least 45 s. Mice 

were removed from the arena under two conditions. (a) The mice had received the 

five abovementioned stimuli. (b) The mouse was in the arena for more than 30 mins 

after the 8-min acclimatisation. The looming stimulus was a dark spot expanding 

from 1.5 cm (visual angle: 2.2°) to 39 cm (visual angle: 53°) in 0.25 s and remained 

the same size for an extra 0.5 s. The sweeping stimulus was a 3.8 cm (visual angel: 

5.5°) black disk that moved from one side of the monitor to the other side at around 

23°/s for 3.4 s. The auditory stimulus is a train of 100ms upsweep cosine signals 

modulated from 17 kHz to 20 kHz over 3 s. The auditory waveform was generated in 

Matlab by Dr. Catherine Perrodin and delivered with a speaker (Pettersson L60 

Ultrasound Speaker) on top of the arena. The Bonsai workflow was created by Dr. 

Stefano Zucca. 

 

2.6 Visual object recognition assay 

In pilot experiments, 12 naïve mice were tested. For the hM4Di manipulation, 9 

hM4Di mice and 8 GFP mice were tested 7 months post-surgery. 8 of the hM4Di 

mice and 5 of the GFP mice were derived from the abovementioned sweep-loom 
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assay (aged between 33 and 35 weeks). Other mice were derived from the LFP 

assay (aged between 23 and 24 weeks). Mice subjected to different assays prior to 

the visual object recognition assay did not show obvious difference in their locomotor 

activity and exploration time. Hence the data was pooled for analysis. Two mice (1 

hM4Di and 1 GFP) became immobile after CNO injection were removed from the 

analysis. Each mouse was habituated to handling for 5 days before the behavioural 

assay. Then they were tested in 15 sessions and each session lasted 10 mins. In the 

first 4 sessions (exploration phase), mice explored an empty arena (37 x 45.5 cm) 

with two identical transparent cylinders placed 15 cm apart along one wall (7 cm 

(diameter) x 15 cm (high)). Objects were placed within the cylinders so that the mice 

could not touch/feel the object, and experienced them predominantly through vision. 

In the 5th session (pre-test phase), mice explored the arena with two different objects 

put into the transparent cylinders (objects WX). From 6th to 14th session 

(familiarisation phase), one of the objects was replaced by the copy of the other one 

(objects XX). In the 15th session (post-test phase), the initial two different objects 

were put back to the cylinders (objects WX). There was a 24-hr interval between 

consecutive sessions - though the post-test phase was conducted 4 hrs after the last 

session. Objects of different shape and colour were selected. 

 

2.7 Histology 

Mice were transcardially perfused with saline followed by formalin. Whole mouse 

brains were removed and post-fixed in formalin for 1 day, followed by dehydration in 

30% sucrose at 4°C until the brains sank. Then brains were mounted in O.C.T 

compound and stored at -20°C before cryo-sectioning. 40 µm coronal brain slices 

across the entire extent of the V1 were collected using a cryostat. Immunostaining 
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was performed to better detect hM4Di expression. Brain slices were first rinsed with 

PBS, permeabilised with PBS with triton (wash buffer) for 10 min and then blocked 

with blocking buffer, 10% normal goat serum (G9023, abcam) in wash buffer, for 1 

hr. Rabbit anti-HA (3724S, Cell Signaling Technology) was applied to the slices 

(1:400 dilution in blocking buffer) at 4°C overnight. After washing out residual anti-HA 

with wash buffer, Alexa488-conjugated goat anti rabbit (A-11034, ThermoFisher) 

were used as secondary antibody and applied to the slices (1:200 dilution in blocking 

buffer) for 3 hrs at room temperature. Sections were mounted on glass slides with 

aqueous mounting medium containing DAPI nuclear stain (Vector Laboratories). 

Florescent images were collected with a Leica Microscope (DMi8 S), equipped with 

the software Leica Application Suite X (3.7), and camera (DFC7000 Leica 

Microsystems). 

 

2.8 CNO treatment 

10 mg CNO (HB6149, hellobio) was dissolved in 10 ml 0.9% saline, resulting in a 2.4 

mM CNO solution, and was kept at -80°C until 1 hr before the injection. Mice were 

injected at a final concentration of 10 mg/kg, 50-60 min prior to the experiment. 

 

2.9 Data Analysis 

Electrical signals were filtered, amplified and converted to digital signals with an 

Open Ephys acquisition board (via the Intan headstage). Wheel movement signals 

were obtained from the rotary encoder attached to the treadmill and the speed and 

direction were estimated with a quadrature encoder. The synchronisation pulse 

captured by the photodiode was used to define the onset and offset of each stimulus. 
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Electrical signals, locomotion signals and the synchronisation pulse were all 

recorded by the Open Ephys acquisition board.  

 

Unless stated otherwise, offline analyses were performed in MATLAB (Mathworks, 

NA, Release 2019b). The locomotion data was smoothed with a 50ms Gaussian 

filter. Both the LFP and running signals were down-sampled to 1kHz. Unless 

otherwise stated, LFP signals were filtered by a band pass filter with a 0.5Hz low cut 

and 50 Hz high cut frequency prior to further analysis.  

 

VEP analysis: the VEPs were averaged across all phase reversals or contrast 

conditions for a session. The magnitude of VEP was defined as the difference 

between the trough and the peak of the average VEP response, where peak is the 

maximum value within the first 250 ms after the stimulus reversal and the trough is 

the minimum value between the onset of the stimulus and the peak. 

 

Harmonic analysis: estimates of harmonic signals were extracted by taking the 

Fourier transform of individual trials to obtain the power spectra for individual trials. 

The respective magnitude of first and second harmonic was defined as the amplitude 

at the stimulus frequency and twice the stimulus frequency. 

 

Power spectral analysis: LFP signals were filtered by a band pass filter with a 1.5Hz 

low cut and 150 Hz high cut frequency to remove arbitrary DC offset. Estimates of 

spectral power density were extracted using the Chronux toolbox in Matlab (Bokil et 

al., 2010). I used 3 s sliding window with a 33% overlap and tapers: [3, 5] for all 
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spectral analysis. Delta power was quantified by taking the AUC for 1.5-4 Hz in the 

power spectrum. 

 

Loom-sweep assay: the centre of the arena was defined as 5 cm away from the wall. 

Escape was defined as occurring if the mouse reached the nest 2s after the running 

speed reached 40cm/s. Freeze was defined as occurring if the running speed was 

slower than 2 cm/s for at least 0.2 s. 

 

Visual object recognition assay: the position of the object was defined as the centroid 

of the transparent cylinder, where I manually annotated the bottom of the cylinder. 

Object exploration was defined as occurring when the distance between the 

centroids of mouse nose and the object was shorter than 5cm. The differentiation 

index was calculated by subtracting the exploration time for the novel object from the 

exploration time for the familiar object, divided by the exploration time for both 

objects. The nose position was identified by Deeplabcut (Mathis et al., 2018). 

Deeplabcut (version 2.1.9) executed under python with NVIDIA-SMI (460.80; CUDA 

Version: 11.2). To train Deeplabcut’s model to recognise mouse’s body part, I 

labelled the nose, cheeks, ears, neck and shoulders, spine and tail. Sessions using 

different objects were trained in separate models for 1.03 million iterations, causing 

the overall test errors between 2.77 and 3.01 pixels in those models. 

 

Statistical analysis: all repeated measure ANOVA was done under jamovi (version 

1.6, retrieved from https://www.jamovi.org). Repeated measure correlation was done 

under rmcorrShiny (Marusich & Bakdash, 2021). In all figures, significance levels are 

indicated with black asterisks: *0.05 ≥ P-value; #0.1 ≥ P-value ≥ 0.05.  
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Chapter 3: Physiological evidence for impact of hM4Di manipulation in 

V1  

3.1 Introduction 

In Chapter 1, I reviewed several of the experimental approaches possible in visual 

neuroscience. Among them, genetic manipulation approaches such as optogenetics 

and chemogenetics, which can precisely manipulate a particular region or neuronal 

population, have now become widely used in rodent studies. Optogenetics and 

chemogenetics are genetic methods in which proteins are modified to interact with 

light and chemical actuators respectively. Optogenetics has the advantage of 

allowing modulation by optical stimulus at fine temporal resolution, but it is 

technically challenging to introduce to freely moving animals navigating an 

environment (for a review, see Deisseroth, 2015). Chemogenetics, by contrast, 

provides ease of delivering chemical actuators to the brain. It makes broader spatial 

coverage or long-term manipulation of neural circuits possible. The advantages of 

using chemogenetics over other pharmacological approaches are that (a) with 

chemogenetics, the same neural population can be repeatedly manipulated by the 

actuators, thus allowing stronger conclusions about the role of that neural population, 

and (b) administration of the actuators to the brain does not require intracerebral 

injection, so there is no need to anaesthetise animals to prior to the behavioural 

assay. These two advantages make chemogenetics a popular technique in 

behavioural neuroscience (for a review, see Campbell & Marchant, 2018). 

 

3.1.1 DREADDs in neuroscience  

Designer receptors exclusively activated by designer drugs (DREADDs), are popular 

chemogenetic tools whereby muscarinic receptors (Gq-DREADD, Gi-DREADD) are 
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engineered to be sensitive to clozapine-N-oxide (CNO), a pharmacologically inert 

drug-like compound (Armbruster et al., 2007). In principle, only neurons expressing 

DREADDs are affected by CNO and alternative actuators including Compound 21 

(Thompson et al., 2018), Olanzapine (Weston et al., 2019) or Deschloroclozapine 

(Nagai et al., 2020), leaving other nearby neural populations more or less unaltered, 

at least directly. Muscarinic-based DREADDs are G-coupled receptors that can 

initiate a variety of intracellular signalling. For example, Gq-DREADDs increase 

intracellular calcium and thereby activate neurons. Gi-DREADDs, instead, seem to 

inhibit neuronal activity via two mechanisms, namely (a) opening inwardly rectifying 

potassium channels (GIRKs) to cause hyperpolarisation, and (b) inhibiting 

presynaptic release of neurotransmitters (Roth, 2017). 

 

hM4Di is a Gi-DREADD, (Armbruster et al., 2007) that has been widely used in 

multiple cortical regions including entorhinal cortex (Miao et al., 2015), orbitofrontal 

cortex (Gremel & Costa, 2013; Ward et al., 2015; Meyer & Bucci, 2016), medial 

prefrontal cortex (Richards et al., 2014) and insular cortex (Sano et al., 2014; Vetere 

et al., 2017). While hM4Di has become a popular tool, most of the cortical studies 

examine its effect in vitro, either by recording hM4Di-expressing cells in brain slices 

(Richards et al., 2014; Robinson et al., 2014; Sano et al., 2014; Chiou et al., 2016;; 

Doron et al., 2020; Sheng et al., 2020; Vale et al., 2020; Y.-C. Wang et al., 2020; 

Devienne et al., 2021) or immunostaining against immediate-early genes to examine 

what portion of cells are active or inactive (Koike et al., 2016; Vetere et al., 2017; 

Fucich et al., 2018; Dobrzanski et al., 2020; C. Wang et al., 2020; Bubb et al., 2021). 

In vivo studies verifying the efficacy of hM4Di manipulation are limited. Two local 

field potential (LFP) studies showed an increase in field excitatory postsynaptic 
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potentials (fEPSP) in entorhinal cortex (Madroñal et al., 2016) or motor cortex 

(Natale et al., 2021) upon application of CNO, but another study showed a decrease 

in fEPSP in motor cortex(Y.-C. Wang et al., 2020). In terms of spiking activity, 

studies with limited number of mice per condition have suggested that hM4Di-

expressing manipulation reduces firing rate in insular cortex(Sano et al., 2014) or in 

retrosplenial cortex(Vale et al., 2020). 

 

As we are interested in what visual properties can be affected by hM4Di 

manipulation and previous studies have demonstrated that pharmacological 

inhibition of V1 results in a reduction in the visual evoked potential (VEP) (Cooke et 

al., 2015; Gu & Cang, 2016), we decided to establish the efficacy of hM4Di in V1 by 

recording VEPs in awake animals. 

 

3.2 Results 

Our goal was to express hM4Di virus in V1 and examine the efficacy of hM4Di-

expressing V1 in vivo. To do so, we implanted an LFP electrode into the injection site 

in the right hemisphere, and bilaterally injected AAV8-CaMKIIa hM4Di virus or AAV8-

CaMKIIa-GFP virus into deep layers of V1 (Fig. 1a). We used an AAV8-CaMKIIa 

virus vector because its preferential expression in excitatory neurons (Nathanson et 

al., 2009). 

 

6 weeks after surgery to introduce the virus, mice were first habituated to head-

fixation above a Styrofoam wheel, on which they were allowed to run, and visual 

stimuli were presented to the left visual field via a computer monitor. We designed a 

series of stimulus protocols to test VEP, contrast sensitivity, temporal frequency (TF) 
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tuning (see Visual stimuli in Chapter 2 for more details). As we did not have setup to 

deliver CNO within a recording session (such as intra-cortical drug delivery), we 

designed a two-session protocol (see LFP recording in Chapter 2 for more details) in 

which animals received saline via I.P. injection 1 hour before an initial recording 

session (Day n-1 session, n=2, 7, 12, 17), and either another saline or a CNO 

injection in another recording session the next day (Day n session).  

 

3.2.1 Confirmation of hM4Di expression in V1  

I first established expression of the hM4Di virus by ex-vivo imaging of brain slices 

through V1. An example is shown in Fig 1b: I found that the virus (stained against 

HA-tag shown in green) was expressed in the deep layers of cortex, with some 

labelling along the injection needle tracks. To identify where the LFP electrode was 

in the brain, a small lesion was created before sacrificing the mouse. I found the 

electrode side in layer 5, 100-200 um away from the main patterns of virus 

expression in this case (Fig. 1b). On one hand, virus expression can be identified in 

hM4Di mice’s layer 5, with some labelling extended to their layer 4 and layer 6. On 

the other hand, the electrode side was identified only in 3 of the hM4Di mice, which 

were all implanted in layer 5. I could not identify any potential electrode side for the 

other 3 hM4Di mice (see Appendix I for details).  
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Fig. 1 LFP recording in hM4Di-expressing V1. 

a. Scheme of virus expression strategy in V1. Blue line denotes chronic implant of 

LFP electrode in V1. Green denotes AAV-CaMKIIa-HA-hM4Di virus in V1. b. 

Representative image showing HA-hM4Di expression (green) in V1. Layout of V1 

(VISP) is modified from Allen Brain Atlas (portal.brain-map.org). Top right: zoom-in 

image of right hemisphere. White triangle denotes the electrode site. Bottom right: 

zoom-in image of left hemisphere. 
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3.2.2 Limited effect of hM4Di on VEP waveform shape and amplitude 

We asked whether hM4Di manipulation affected VEP amplitude by presenting full-

screen flickering gratings. I recorded LFP over 5 blocks of visual stimulation. Each 

block started with 30-second grey screen followed by presentation of the flickering 

grating for 100s (2 reversals/s, with a square-wave temporal profile; Fig. 2a).  

Visual responses in V1 are known to be modulated by locomotion. In these 

experiments, we found that mice spent about 80% of their time stationary (speed < 

5cm/s); this varied across animals and sessions but there was no clear difference 

during CNO and the counterpart saline sessions (i.e. Day n sessions; Fig. 2b). I 

therefore split the VEP responses into epochs in which the mouse was stationary 

and epochs in which the mouse was running, and averaged within sessions to 

quantify stationary and running VEPs. Inspection of the VEP waveforms showed 

some variability in shape and amplitude between animals but little difference during 

saline and CNO administration (Fig. 2c). I extracted the positive and negative peaks 

in the VEP and calculated the difference between them to provide an estimate of 

VEP amplitude. We found that the VEP amplitude was larger in stationary than 

running VEP epochs (Fig. 2d). As mice were more likely to be stationary 

(77.5±1.85% of the time across 72 sessions), we focused on the stationary VEP 

amplitude (Fig. 2e).  

 

I noted that VEP amplitude in GFP mice was smaller than VEP amplitude in hM4Di 

mice (Fig. 2f, left). Due to this between-group variance, I conducted the statistical 

testing for each group separately to examine the effect of CNO on their VEP 

amplitude. VEP amplitude obtained for Day n sessions were subjected to a two-way 

repeated measures ANOVA with treatment type (CNO or saline) and time (1st cycle 
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or 2nd cycle) as fixed factors. The ANOVA revealed no significant main effect of 

treatment type in either hM4Di group (F=0.553; p=0.491) or GFP group (F=0.070; 

p=0.816), suggesting that there is no effect of the hM4Di manipulation on VEP 

amplitude. In addition to VEP amplitude, I also observed a gradual increase in VEP 

amplitude across sessions (Fig. 2f, left), suggesting the gratings in this protocol 

induced stimulus-specific response potentiation (SRP) in V1 (cf. Cooke et al., 2015). 

I therefore calculated the proportional change in VEP amplitude from day1 to the last 

2 sessions (Fig. 2f, right). There was variability in the effect of SRP between animals, 

but there was no evidence that the hM4Di manipulation affected this potentiation. 
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Fig. 2: hM4Di inactivation of V1 does not increase the VEP amplitude. 

a. Top: diagram of 2-Hz flicker gratings. Bottom: example of raw LFP trace during 

gratings and running speed of a mouse. b. Scatter plot of ratio of running trials in the 

hM4Di mice (n=6, 42 sessions) and GFP mice (n=3, 24 sessions). Each data point 

represents a pair of sessions. c. Examples of averaged VEP waveform from one 

mouse. Data are shown as mean ± S.E.M. d. Scatter plot of VEP amplitude during 

running versus stationary states in the hM4Di mice (n=6, 42 sessions) and GFP mice 

(n=3, 24 sessions). Each data point represents a pair of sessions. e. Scatter plot of 

amplitude of stationary VEPs during saline and CNO sessions. Each data point 

represents a pair of sessions. f. Left: Trajectory of individual mouse’s VEP amplitude 

over sessions. Different lines are different mice. Fill colour represents the treatment 

type. Right: normalised VEP amplitude of mice on the last 2 sessions. Black dots are 

VEP amplitudes from day 16 whereas colour dots are from day 17.  



46 
 

3.2.3 No effect of hM4Di on contrast sensitivity 

We next asked whether hM4Di manipulation affects the contrast sensitivity of the 

VEP. We presented brief, static, gratings of varying contrast and observed similar 

VEP waveform to those found for the flickering grating described above. Therefore, I 

used the same method to calculate VEP amplitude (Fig. 3a). Again, I focused on the 

stationary VEP amplitude, and now also extracted the latency of the positive peak 

and the latency of the negative trough, at each contrast. We found a decrease in 

VEP amplitude and an increase in VEP latency for low-contrast stimuli (Fig. 3b-c). To 

quantify contrast sensitivity for VEP amplitude, I calculated the area-under-contrast 

curve (AUC) for each session (Fig. 3d). Similar to the abovementioned statistical 

tests, AUC values from Day n sessions were subjected to a repeated measures 

ANOVA with treatment type and time as fixed factors. The ANOVA revealed no 

significant main effect of treatment type in the hM4Di group (F=0.630, p=0.510), 

suggesting hM4Di manipulation does not affect contrast sensitivity of the VEP.  
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Fig. 3: hM4Di inactivation of V1 does not increase the contrast sensitivity. 

a. Examples of average VEP response from one mouse in response to low- and 

high-contrast stimuli. Data are shown as mean ± S.E.M. b. Contrast-amplitude 

curves of hM4Di mice (Day n-1: 15 sessions; Day n (saline): 7 sessions; Day n 

(CNO): 8 sessions). Data points are means of trials pooled across mice, error bars 

are S.E.M. c. Contrast-latency curves of hM4Di mice. The latencies of trough are 

presented as circles whereas the latencies of peak are presented as triangles. d. 

AUC of contrast-amplitude curves during Day n-1 and Day n sessions. Different 

markers are different mice.  
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3.2.4 TF tuning in hM4Di mice 

We next asked whether hM4Di manipulation affects the temporal sensitivity of V1. 

we presented flickering gratings of varying temporal frequency (TF) to mice and 

found, as expected, periodic signals during stimulation (Fig. 4a). To quantify the 

periodic signals, we used LFP responses during stationary periods. To avoid VEPs, 

we analysed LFP signals from 0.5 sec after the stimulus onset until the end of 

stimulus presentation. We applied a Fast Fourier Transform to the LFP waveforms 

obtained on each trial and extracted the power at the stimulus frequency (the ‘1st 

harmonic’ signal) and that at twice the stimulus frequency (the ‘2nd harmonic’ 

signal), for each stimulus frequency. In both saline and CNO session, we found that 

both 1st and 2nd harmonic signals showed preference for low TFs with at around 2 Hz 

for most of the animals, and response gradually reduced at higher TFs (Fig. 4b). 

Preferred frequencies were slightly higher for the 1st harmonic signals (1 to 4Hz) 

than the 2nd harmonic signals (1 to 2Hz). Similar to VEP responses on the Day 1 

(Fig. 3f, left), harmonic responses in GFP mice were smaller than hM4Di mice (Fig. 

4b), for reasons that are unclear. To visualise the effect of CNO, we normalised the 

signals of each Day n session to that of their corresponding Day n-1 session (Fig. 4c, 

e). We found that animals in the hM4Di group showed an increase in response to 

low TFs during CNO. We therefore focused our statistical analysis on responses to 1 

Hz and 2 Hz stimulus frequencies (Fig. 4d, f). The amplitudes of the harmonic 

signals from Day n sessions were subjected to a two-way repeated measures 

ANOVA with treatment type and time as fixed factors. First, the ANOVA revealed 

that a significant main effect of treatment type in the 1st harmonic signals of hM4Di 

group (1Hz: F=8.005, p=0.037; 2Hz: F=10.90, p=0.021) but not GFP group (1Hz: 

F=0.276, p=0.652; 2Hz: F=0.004, p=0.956). Second, there was no significant main 
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effect of treatment type in the 2nd harmonic signals (hM4Di group: 1Hz: F=0.097, 

p=0.768; 2Hz: F=0.011, p=0.921; GFP group: F=5.700, p=0.140; 2Hz: F=3.717, 

p=0.194). The 1st harmonic signals were then subjected to a three-way between 

subject (hM4Di or GFP group) repeated measures ANOVA with treatment type and 

time as fixed factors, to determine if there is a statistically significant interaction 

effect between treatment type and virus type. However, the interaction was not 

significant (1Hz: F=2.590, p=0.152; 2Hz: F=4.896, p=0.063). Failure to detect a 

significant interaction effect might be due to the between-group variance and 

unbalanced sample size in the harmonic signals (Fig. 4b). As a result, although we 

saw an enhanced harmonic response when the stimulus was delivered to hM4Di 

mice at 1 Hz or 2 Hz during CNO treatment, whether statistically there was an 

interaction effect between CNO and hM4Di group requires further investigation. 
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Fig. 4: hM4Di inactivation of V1 enhances responses to low-frequency 

gratings. 

a. Top: Raster plots of single-trial traces from one example mouse. Each row indices 

one trial. Trials are sorted by stimulus frequency. Bottom: Average VEP response 

from the same TF. Shaded areas show the stimulus presentation. b. Individual 

mouse’s TF response in the first CNO session and their previous sessions. Different 

dotted lines represent different mice. Data are shown as mean ± S.E.M. c. 

Normalised amplitude of 1st harmonic signals (Day n/ Day n-1) in the hM4Di mice 

(n=6, 48 sessions) and the GFP mice (n=3, 24 sessions). Open circles denotes 

individual mouse’s response. Closed circles denotes the average response. Data are 

shown as mean ± S.E.M. d. Left: Scatter plots of 1st harmonic signals in response to 

1 Hz gratings between Day n-1 and Day n sessions. Right: Scatter plots of 1st 

harmonic signals in response to 2 Hz gratings between Day n-1 and Day n sessions. 

Each data point represents a pair of sessions. Trajectories of hM4Di mice’s response 

during Day n sessions are present at the right of each scatter plot group (1Hz: 

p=0.037; 2Hz: p=0.021, main effect: CNO vs. saline, repeated measure ANOVA). 

Different dotted lines represent different mice. Open circles denote individual 

mouse’s response. Closed circles denote the average response. e-f Same as c-d for 

responses at 2nd harmonic signals. 
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3.2.5 Tentative increase in low-frequency oscillations during CNO administration 

To further explore the effect of CNO on responses to low-frequency gratings, we 

performed power spectral analysis on responses to the 2-Hz flickering gratings that 

were used to measure VEP amplitude (Fig. 2a). We focused on the power spectrum 

obtained during stationary state (Fig. 5a). When we averaged the power spectra in 

hM4Di and GFP mice, we found an increase in the low-frequency band (delta band, 

1.5-4 Hz) in hM4Di mice (Fig. 5b-c). To quantify this, I calculated the AUC under 

delta band. The AUC values from Day n sessions were subjected to a two-way 

repeated measures ANOVA with treatment type and time as fixed factors. The 

ANOVA analysis suggested that there was a marginal but no significant main effect 

of CNO treatment in hM4Di group (F= 4.904; p=0.080). I wondered this is due to the 

small sample size and larger variance in these mice (Fig. 5d, right) so I instead used 

a non-parametric repeated measure ANOVA to examine the effect of CNO and 

saline on hM4Di mice. The ANOVA suggested hM4Di mice had a difference in their 

delta power under CNO and Saline treatment (Friedman’s test, p=0.021).  

The mechanism through which hM4Di manipulation affects LFP responses to slowly 

flickering gratings is not clear. We hypothesised that in these mice there may be a 

general increase in spontaneous oscillations, which contributed to the enhanced 

visual responses to 1- and 2-Hz flickering gratings. Therefore, we applied the same 

analysis to LFP activity during the 30-sec grey screen periods that preceded each 

block of stimuli (inter-block grey screen, Fig. 5e-5f) as well as the 30-sec grey screen 

before TF stimulus (pre-TF grey screen). Similar to the power spectra during 

stimulus presentation, hM4Di mice had an increase under delta band in both grey 

screen periods (inter-block grey screen: Fig. 5g; pre-TF grey screen: Fig. 5h). 3 

hM4Di mice did not have inter-block grey screen in their first 2 sessions, therefore I 
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applied statistical analysis on the response during pre-TF grey screen. The two-way 

repeated measure ANOVA (treatment x time) suggested that there is a marginal but 

not significant main effect between CNO and saline treatment in hM4Di (F=6.229, 

p=0.055) but not in GFP group (F=0.309, p=0.634). This statistical analysis was 

similar to mice’s response during stimulus presentation. Similar to before, a non-

parametric repeated measure ANOVA to examine the effect of CNO and saline on 

hM4Di mice was used. The ANOVA suggested hM4Di mice had a difference in their 

delta power under CNO and Saline treatment (Friedman’s test, p=0.004). 

 

3.2.6 Limited off-target effects of CNO on delta power 

Emerging studies have raised concerns about CNO’s off-target effects in the brain. It 

is known that CNO has moderate permeability through blood brain barrier and is 

metabolised to clozapine within 30 mins (Manvich et al., 2018). Clozapine is an 

antipsychotic drug that serves as an antagonist for a variety of receptors expressed 

in the brain (Meltzer, 1994). EEG recordings from both awake rats and humans 

found an increase in delta power after clozapine administration (Knott et al, 2001; 

MacCrimmon et al., 2012; Sebban, Tesolin-Decros et al., 1999). As I only had 3 GFP 

mice as control, I ran an additional LFP recording on C57BL/6J mice under saline 

and CNO treatment to exclude the possibility of CNO’s off-target effect on delta 

power. A postdoc researcher in the lab (Amalia Papanikolaou, ‘AP’), had done an 

LFP recording on 7 C57BL/6J mice receiving 2-Hz flickering gratings. Her mice (AP 

mice) had LFP electrode implanted in their layer 4 but no virus injection (see Animals 

in Chapter 2 for more details). I assigned AP mice into two groups based on their 

delta power during habituation phase to balance out any uneven delta power (data 

not shown) and the two groups were subjected to a counterbalanced design of 
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treatments (Fig. 5I, Top). One group received saline in the first session and CNO in 

the second session. The other group received CNO in the first session and saline in 

the second session. I used the same stimulus protocols as before (sparse noise 

followed by static gratings for contrast, flickering gratings for TF and flickering 

gratings for VEP) and set the orientation of grating stimuli different from what AP had 

used (see Visual Stimuli in Chapter 2 for more details). I ran the same power 

spectral analysis as abovementioned methods and calculated AUC value for these 

mice’s delta power under CNO and saline treatment. While most of the data points 

for delta power were at similar range as hM4Di and GFP mice, one AP mouse which 

ran throughout the grey screen period (95.7% of the time) had a substantial large 

delta power during grey screen. I reckoned that large delta power is due to lack of 

stationary data points during grey screen, as (a) no other mice ran as much as this 

mouse during grey screen (b) this mouse spent less time running during stimulus 

presentation (81%) and no deviation in delta power was not found. Due to the 

apparent outlier, I used non-parametric repeated measure ANOVA to examine the 

effect of CNO and saline on AP mice. The ANOVA suggested that in both grey 

screen and stimulus presentation, there was no difference in the delta power under 

CNO and Saline treatment (grey screen: p=0.705; stimulus presentation: p=0.257), 

indicating that CNO via I.P. injection had limited effect on delta power. 
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Fig. 5: hM4Di inactivation of V1 increases low-frequency oscillation. 

a. Examples of power spectra during phase-reversing (2Hz) grating stimuli from one 

mouse. Power spectrum around 50 Hz was removed from the graph due to outliers 

caused by line noise (50 Hz interference). b. Group data of power spectra in the 

hM4Di mice (n=6, 48 sessions) and GFP mice (n=3, 24 sessions).  

c. Normalised power spectrum from Day n sessions. Dashed lines indicate 4 Hz. 

Data are shown as mean ± S.E.M. d. Delta power for 2Hz gratings during Day n-1 

and Day n sessions. Left: Scatter plot of the delta power. Each data point represents 

a pair of sessions. Right: Trajectory of each hM4Di mice’s delta power in Day n 

sessions. Different dotted lines represent different mice. Open circles denote 

individual mouse’s response. Closed circles denote the average response. Data are 

shown as mean ± S.E.M. (p=0.080, main effect: CNO vs. saline, repeated measure 

ANOVA). e-f. Same as a-b for grey screen response. g-h. Delta power for grey 

screen during Day n-1 and Day n sessions. Delta power obtained from inter-block 

grey screen and pre-TF grey screen are shown in g and h respectively. Trajectory of 

each hM4Di mice’s delta power in Day n sessions is shown at the right of h. Different 

dotted lines represent different mice. Open circles denote individual mouse’s 

response. Closed circles denote the average response. Data are shown as mean ± 

S.E.M. (p=0.055, main effect: CNO vs. saline, repeated measure ANOVA).  I. Delta 

power of AP’s C57BL/6J mice during CNO and saline sessions (n=7). Magenta 

circles denote saline treatment. Yellow circles denote CNO treatment. Different 

dotted lines represent different mice. Open circles denote individual mouse’s 

response. Closed circles denote the average response. Data are shown as mean ± 

S.E.M. Y-axis is set as logarithmic scale.   
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3.3 Discussion 

In this study, we investigated the efficacy of hM4Di manipulation in V1. While we 

observed little effect of hM4Di manipulation on VEP amplitude and contrast 

sensitivity, we found an increase in visual response to low-frequency grating stimuli, 

and a tentative increase in spontaneous oscillations under delta band (1.5-4 Hz). 

 

3.3.1 Impact of locomotion on VEP amplitude 

In our measurements, running VEP amplitude was smaller than the stationary VEP 

amplitude (Fig. 3d). This result seems in contrast with recent work where a reduction 

in VEP was found during stationary state (Rasmussen et al., 2019). This discrepancy 

might be due to different depth of recording, which has been observed in spiking 

activity from other studies: increases in layer 4/5 during locomotion (Ayaz et al., 

2013) but decrease in upper layer (<0.4 mm, in Bennett et al., 2013). In our study, 

LFP electrode was inserted 0.6mm below the surface to target layer 5 whereas 

Rasmussen and colleagues were recording from 0.15 mm -0.3 mm below the 

surface to target layer 2/3. Notably, other studies recording in between these two 

depths, such as 0.5 mm from the skull (Grønli et al., 2018) or 0.4 mm-0.45mm from 

the surface (Papanikolaou et al., 2021) found smaller VEP in active awake state 

(characterised by EEG muscle tone) or during running. These data suggested that 

behavioural state might modulate VEP amplitude in a layer specific manner. 

 

3.3.2 Influence of contrast on VEP amplitude and latency 

We found that low-contrast stimuli produced VEPs of smaller amplitude and longer 

latency (Fig. 4b-c). This is consistent with previous literature(Parker et al., 1982; 

Porciatti et al., 1999; Cooke & Bear, 2010; Speed et al., 2019), suggesting a 
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normalization mechanism in V1 (or earlier) that reduces latency at high contrast. The 

cellular mechanism underlying this normalisation is thought to be due to cross-

orientation intra-cortical inhibition (Carandini et al., 1997), and adaptive mechanism 

at the synaptic level (Carandini et al., 2002). 

 

3.3.3 Limited effects of hM4Di manipulation on VEP amplitude and contrast 

sensitivity 

We found limited impact of hM4Di on VEP amplitude (Fig. 3) and contrast sensitivity 

(Fig. 4). This finding appears inconsistent with previous findings using optogenetics 

or drugs to reduce VEP (Cooke et al., 2015; Gu & Cang, 2016). However, the 

difference in methods used to inhibit V1 might explain this discrepancy. Cooke and 

colleagues inhibited V1 with muscimol, a GABAα receptor agonist that 

hyperpolarises the cell via the influx of chloride ions. Inhibitory DREADDs instead 

hyperpolarises neurons via activation of GIRKs. Similar machinery to hyperpolarises 

neurons is to use baclofen, a GABAβ receptor agonist activating a potassium 

conductance via G-protein coupled receptors (Ulrich & Huguenard, 1995; Sodickson 

& Bean, 1996). Administrating baclofen to visual cortex reduced the spontaneous 

activity in cats(Baumfalk & Albus, 1987) but its effect on visual-evoked potentials is 

not clear: baclofen seemed to slightly increase VEP amplitude in awake rats’ (Hetzler 

& Ondracek, 2007), but reduced VEP amplitude in anesthetized mice (Gu & Cang, 

2016). In addition, slice recording has showed that GABA agonists may influence 

both pre-synaptic and post-synaptic neurons (Porter & Nieves, 2004; L. Wang et al., 

2019). Hence, the efficacy of baclofen or muscimol on VEP amplitude may largely 

depend on the modulation of thalamo-cortical inputs. Expressing DREADDs in V1 
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with AAV virus should prevent a direct influence on the thalamo-cortical inputs, 

limiting the effect of hM4Di manipulation on VEP amplitude. 

 

We also found that hM4Di manipulation has limited effects on latency of positive 

peak and negative trough. These results are in concert with Hetzler and Ondracek’s 

findings, suggesting that hM4Di manipulation might have subtle changes in VEP 

amplitude, but does not affect the overall shape. As we calculated contrast sensitivity 

based on the AUC value of VEP amplitude at different contrast levels, our finding 

about limited effects on contrast sensitivity is consistent with the limited effects on 

VEP amplitude. 

 

3.3.4 TF tuning and baseline harmonic signals in hM4Di mice  

In both DREADD and control mice, we observed V1’s low-pass properties for TFs. 

This finding is consistency with others defining the low-pass properties through 

single-unit recording (Niell & Stryker, 2008). The 2-Hz peak in our studies is in line 

with peak responses found in those V1 studies (1-2 Hz: Niell & Stryker, 2008; Gao et 

al., 2010; 2.8 Hz: Durand et al., 2016; Camillo et al., 2020). V1 is known to have 

peak responses at lower frequency than dLGN (Grubb & Thompson, 2003; Durand 

et al., 2016), presumably due to its synaptic conductance slower than thalamic inputs 

and intra-cortical inhibition (Krukowski & Miller, 2001). We noted that the baseline 

harmonic signals were different in hM4Di and GFP mice (Fig. 4b), which might be 

due to CNO-independent effects of hM4Di expression. Although such an off-target 

effect has only been reported in peripheral nerves (Saloman et al., 2016), it seems 

that high expression of hM4Di may induce a compensatory mechanism that reduces 

the conductance of voltage-gated calcium channel and sodium channel. Sodium 
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current is considered the key current to initiate and maintain slow-frequency 

oscillation (Hill & Tononi, 2005) in a computational model of thalamocortical system, 

underpinning the importance of intrinsic neuronal properties in regulating slow 

oscillation. It would be intriguing to verify whether hM4Di-expressing neurons leads 

to a long-term increase in baseline harmonic signals without CNO. 

 

3.3.5 Effects of hM4Di manipulation on harmonic signals and delta power 

We saw an increase in 1st harmonic signals when hM4Di/CNO mice were presented 

with 1- or 2-Hz flickering gratings. The increase in 1st harmonic signals, reflecting a 

synchronous activity in the cortex, might be due to an increase in intra-cortical 

inhibition caused by hM4Di manipulation. To further understand the mechanism of 

increase in harmonic signals, we analysed mice’s power spectra and found a 

tentative increase in hM4Di mice’s delta power during both stimulus presentation and 

grey screen. As hM4Di/CNO mice showed increased delta power in both pre-TF grey 

screen and inter-block grey screen, it is less likely that the presentation of 1- and 2-

Hz grating stimuli caused the increase in delta power. Instead, the enhancement of 

delta power may influence hM4Di/CNO mice’s response to low-frequency gratings.  

 

Delta power, a result from the low-frequency oscillatory activity in the brain, is 

associated with animal’s vigilance. The mechanism of delta power is believed to be 

caused by a combination of subcortical, thalamic inputs and intra-cortical activity, 

making the membrane potential of cortical neurons a rhythmic alternation between 

depolarized states (neurons sustain firing) and hyperpolarized state (neurons stop 

firing). In cortex, an initial surge of spiring activity during the depolarised state was 

found in L5 neurons (Chauvette et al., 2010; Krone et al., 2021). Activating layer 5 
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excitatory neurons with optogenetics can generate depolarised-like state whereas 

inhibiting L5 neurons reduces spiking activity during the depolarised state (Beltramo 

et al., 2013), supporting the idea that L5 neurons play an important role in regulating 

low-frequency oscillation (Sanchez-Vives & McCormick, 2000; Chauvette et al., 

2010). Precise circuit mechanisms of L5 for low-frequency oscillation remains a great 

challenge due to L5 neuron’s diverse corticothalamic and corticocortical 

connectivity(Harris et al., 2019). One possibility is that low-frequency oscillation in 

cortex is modulated by L5 via cortico-thalamic neurons. Another possibility can be 

that L5 cortico-cortical neurons might influence the oscillation in the rest of the 

cortex, perhaps in a manner that similar to how L6 neurons enhance superficial 

layers’ response(Olsen et al., 2012). Dissecting this mechanism requires axon-

specific manipulation of deep layer neurons such as using axon-selective hM4Di 

variants to locally inhibit a particular projection of L5 neurons, while measuring the 

low-frequency oscillation in cortex.  

 

In addition, I note that a recent report identified a subset of inhibitory fast-spiking 

neurons expressing CaMKIIa+ markers(Keaveney et al., 2020). The number of that 

CaMKIIa+ inhibitory neurons is low (less than 8% of the CaMKIIa+ neurons), but we 

do not know to what extent they affect cortical computation. Hence, future work on 

this issue should consider using Cre+ mouse lines that exclusively target on 

excitatory neurons(Harris et al., 2019), or providing anatomical analysis of how much 

hM4Di-expressing neurons is excitatory neurons. 
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3.3.6 Experimental limitations 

Temporal dynamics and pharmacokinetics of I.P administrated CNO are critical 

factors when examining hM4Di efficacy. Previous studies on excitatory 

DREADDs, hM3Dq, showed that it takes around 10 minutes (measured by 

extracellular recording: Alexander et al., 2009) or 30 minutes (measured by calcium 

imaging: Nagai et al., 2020) for CNO to kick in. The CNO effect was observed until 

around 120 minutes after injection (Nagai et al., 2020). Our 50-minute recording 

session started from 60 minute after injection. Therefore, if hM4Di’s efficacy lasts as 

long as hM3Dq’s efficacy, we shall expect the hM4Di manipulation in V1 throughout 

the recording. Future work focusing on detailed time course of hM4Di efficacy in vivo 

may fill that gap in knowledge. 

 

The number of mice was not balanced for the treatment sequence. 4 hM4Di mice 

and 3 GFP mice received saline-CNO in the first two sessions, followed by saline-

saline treatment in the 3rd and 4th sessions. By contrast, only 2 hM4Di mice 

received saline-saline treatment in the first 2 sessions, and saline-CNO sessions in 

the 3rd and 4th session. As we did not have enough number of mice for both 

designs, we pooled the data together for analysis. In terms of VEP amplitude, 

harmonic signals and delta power, we note a between-group variance in GFP and 

hM4Di mice. This result might be due to an imbalance of hM4Di and GFP virus in 

each batch of mice (1st batch: 4 hM4Di mice, 2nd batch: 2 hM4Di mice, 3 GFP mice), 

or long-term effects of high levels of virally mediated hM4Di expression in 

neurons(Roth, 2016). The difference in baseline activity as well as limited number of 

mice in each group (6 hM4Di mice vs. 3 GFP mice) affected our statistical analysis. 

For example, for the analysis on 1st harmonic signals, we saw the main effect of 
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treatment when analysing the two groups separately but failed to detect a significant 

interaction between virus and treatment. Although it seems unlikely that CNO 

affected the harmonic signals of GFP mice, more samples are needed to draw a 

stronger conclusion of the effect of hM4Di manipulation on cortex. 

 

Lastly, we note that the analysis pipeline applied a high pass filter (1.5 Hz to 150Hz) 

to remove D.C. artefacts. This can mask the contribution of 1 Hz harmonic signals to 

delta power. Therefore, further analysis on the correlation between delta power and 

harmonic signals might provide us with other insight of hM4Di manipulation in V1.  

 

3.7 Summary 

Unlike previous literature using muscimol or optogenetics to inhibit V1, we showed 

that hM4Di manipulation has limited effect on VEP amplitude, which points out an 

unclear role of GABA receptors in visual-evoked activity. More importantly, we 

showed that hM4Di/CNO condition had stronger delta power and stronger 1st 

harmonic signals to low-frequency stimuli than the control conditions (hM4Di/Saline). 

These changes are presumably due to efficacy of hM4Di manipulation on cortical 

cells, causing a synchronous neural activity. Future studies including ex vivo slice 

recording on hM4D-expressing cortical neurons and functional analysis of cortical 

circuits with axon-selective hM4Di variants might improve our understanding about 

the mechanism of hM4Di manipulation in cortex.  
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Chapter 4: Behavioural impact of hM4Di manipulation in visual 

discrimination 

4.1 Introduction 

For visually-guided behaviours, animals need to both detect the presence of objects 

and to identify them. Identifying objects requires discriminating among potential 

options, for example, whether an object is an animal or a rock. Given neurons within 

V1 encode orientation and direction, most of the studies have focused on the context 

of discriminating between orientation (tilt) of visual scenes or shapes of objects. 

However, earlies studies reported that rats could still respond to grating stimuli after 

V1 ablation (Dean, 1978 & 1981; Oakley, 1981). It remains unclear whether there 

are other context of visual discrimination requires V1. 

 

As I briefly reviewed in Chapter 1, there are at least two directions think about the 

function of V1. One direction focuses on learning and that V1 might be required 

under conditions where discrimination is expressed through learned actions: e.g. 

licking for one orientation but not another to gain reward. This role involves linking 

the feature of objects to particular behavioural contingencies. Another direction 

focuses on visual acuity. Whether V1 is required for coarse discrimination or fine 

discrimination, which is often defined based on the spatial frequency of grating 

stimuli. The two directions are not contradictory as animals might need to learn to 

report differences in visual stimuli if the features of visual stimuli are not usually 

relevant to them. One way to address this issue and explore other context of visual 

discrimination is to investigate V1’s contribution to innate visually guided behaviours, 

where ethologically relevant stimuli can trigger certain behaviours without learning. 
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Some studies have shown how potentially aversive visual stimuli may drive 

defensive behaviours, including studies on the aforementioned looming stimulus, 

virtual cliffs (Del Grosso et al., 2017), as well as responses to images of snakes 

(Watanabe et al., 2021) . A previous study in our laboratory demonstrated that mice 

display different defensive responses to overhead looming stimulus and sweeping 

stimuli (De Franceschi et al., 2016). A sweeping stimulus was defined as a dot 

moving along a direction tangential to the mouse, possibly representing a distant 

threat to the animal (Wallace et al., 2013; De Franceschi et al., 2016). A looming 

stimulus was instead an overheard stimulus simulating the appearance of an object 

moving towards the mouse: a potentially more imminent threat. V1 may be important 

for (a) distinguishing between sweeping and looming stimuli, and (b) adjusting 

behavioural responses based on prior experiences. 

 

In this chapter, we tested the hypothesis that V1 is required for discrimination 

between potential visual threats. We used virally-mediated expression of hM4Di to 

perturb V1 in freely moving mice while mice are exposed to a sweep-loom assay 

(Fig. 1a). We found limited evidence that V1 is required for this discrimination. In 

addition, we tested the hypothesis that V1 is required for discrimination in a non-

aversive context, for which we develop a new visual object recognition (VOR) assay. 

We found limited evidence that hM4Di manipulation of V1 affected performance in 

VOR assay, either. 
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4.2 Results 

4.2.1 hM4Di manipulation in Sweep-Loom assay 

To assess the effect of hM4Di manipulation on visual discrimination, AAV8-CaMKIIa-

hM4Di virus or AAV8-CaMKIIa-GFP virus was injected bilaterally into V1 (Fig. 1a). 

Mice expressing GFP served as controls to observe any off-target effect of surgical 

procedure or CNO injection. Six weeks post-surgery, mice were introduced to a 

sweep-loom assay (Fig. 1b). The hM4Di and GFP mice were given CNO or saline 

via I.P. injection 1 hour before the experiment and were then allowed to acclimatise 

to the arena for 8 mins (Fig. 1d). After the acclimation phase, visual or auditory 

stimuli were delivered when the animal entered the centre of the arena (excluding 

epochs when the animal ran through that region). 6 sessions were conducted: 3 

sessions in which the animal received CNO beforehand, and 3 sessions in which 

they received saline. Within each session, visual stimuli were delivered in a Sweep-

Loom-Sweep-Loom order (Fig. 1d). After mice received the 4 visual stimuli, a high-

frequency auditory stimulus was presented.  
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Fig. 1: hM4Di manipulation in sweep-loom assay.  

a. Left: Schematic illustration of the virus injection. Right: Overall timeline of virus 

injection and behavioural sessions. b. View of the arena from the perspective of the 

camera, showing a mouse leaving the nest. c. Schematic illustration of the stimuli 

used in the assay. d. Schematic illustration of the timeline of a single session in the 

sweep-loom assay. e. Example freeze (left two panels) and escape (right two 

panels) events. In each pair, the left panel shows the movement speed of the animal 

before, during and after presentation of a looming stimulus. Grey areas indicate the 

time at which the looming stimulus was present on the overhead screen. Dashed line 
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indicates the threshold of escape speed (40 cm/s). In each pair, the right panel 

shows the mouse trajectories over the same time period. Spot colour indicates the 

logarithm of movement speed of the animal and saturates at the threshold of escape 

speed. Spot size indicates the time of the frame relative to the stimulus onset (larger 

spot indicates later time frame, the white X marks the location at time of stimulus 

onset). 
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4.2.2 Limited effects of hM4Di manipulation on exploratory behaviours 

We first asked whether CNO treatment affected exploratory behaviours in the arena 

by analysing behaviour during the acclimatisation period of each session. In the 1st 

session (CNO session), mice spent around 40% of the time in the arena, and the 

rest of the time in the nest. There was variability within and between each mouse 

and a general reduction in the arena time over sessions (Fig. 2a-b). To examine if 

CNO treatment affected time spent in the arena, a repeated measures ANOVA with 

treatment type (CNO or saline) and session number (T1: 1st CNO or saline session, 

T2: 2nd CNO or saline session, T3: 3rd CNO or saline session) as fixed factors was 

used. The ANOVA revealed that no significant main effect of treatment type 

(F=1.361, p=0.271), but a significant main effect of arena time in both groups 

(F=10.309, p<0.001). To capture the relationship between arena time and session 

number, the arena time of individual mice was subjected a repeated measure 

correlation (Bakdash & Marusich, 2017). Both hM4Di and GFP mice showed a 

negative correlation between the arena time and session number (GFP mice: r(28) = 

-0.46, p = 0.011; hM4Di mice: r(38) = -0.52, p < 0.001). The occupancy of open field 

is often used to access mice’s anxiety level. As mice spent different times in the 

arena, I calculated the ratio of mice’s time by the wall to mice’s time in the arena 

(Fig. 2b). Regardless of treatment type, both groups of mice spent more and more 

time by the wall while they were in the arena over sessions. Similar to previous 

analysis, the corner time ratios were subjected to a repeated measure correlation, 

showing a positive correlation between the corner time ratios and sessions (GFP 

mice: r(27) = 0.50, p = 0.006; hM4Di mice: r(38) = 0.71, p < 0.001).  

Mice sometimes pause during exploration, or run back to the nest, even in absence 

of any overt stimulus. We therefore asked if CNO treatment affected these 
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spontaneous freezes and escapes. We defined freeze response if the animal was 

stationary (moving less than 2cm/s) for at least 0.2 s (Fig. 1e); escape response if 

the animal ran over 40cm/s and returned to the nest in less than 2s (Fig. 1f). Fig. 2c 

shows the results of these analyses. In the 1st session, hM4Di and GFP mice 

showed similar spontaneous escape and freeze rate. Inspection of spontaneous 

escape and freeze rate showed some variability in each mouse but there is no clear 

trend over sessions. Similar to analysis on the arena time, each mouse’s 

spontaneous freeze and escape rates were subjected to a repeated measured 

ANOVA with treatment type and session number as fixed factors. The ANOVA 

suggested there were neither main effects of treatment type nor of session number 

on the spontaneous freeze (treatment: F=1.184, p=0.302; time: F=0.693 p=0.477) 

and escape (treatment: F=2.72, p=0.130; time: F=0.411 p=0.668). 

We conclude that hM4Di and GFP mice spent similar amounts of time in the arena, 

and similar spontaneous escape and freeze rate regardless of treatment type. These 

results suggest (1) there is no clear effect of hM4Di manipulation on mice exploratory 

and spontaneous escape/freeze behaviours, and (2) while mice spent less and less 

time exploring the arena over sessions, their spontaneous escape/freeze behaviours 

seemed to be unchanged. 
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Fig. 2: Mice exploration in the acclimation phase. 

a. Example traces showing a mouse’s trajectory in the arena during the 

acclimitisation phase over sessions. Shaded area indicates wall area in contrast to 

centre of the arena for subsequent analysis. b. Left: Fraction of time spent exploring 

arena. Right: fraction of that exploration time spent near the walls of the arena 

across sessions Open circles indicate individual animals. Closed circles indicate 

average across animals. Data are shown as mean ±S.E.M (often too small to be 

seen). c. Left: Spontaneous freeze rate. Right: Spontaneous escape rate during 

exploration. Conventions as in (b). 
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4.2.3 Limited effects of hM4Di manipulation on visual detection 

To establish the impact of hM4Di manipulation on visual detection I analysed 

behaviour in a 5-s window after each stimulus was presented. I used the ratio of 

freezes and escapes to establish detection and discrimination. I defined detection 

probability as the number of defensive behaviours (including both escape and 

freeze) divided by the number of stimuli in each group (Fig. 3a). I found around 70% 

of the sweeping stimuli and 60% of the looming stimuli were detected in both hM4Di 

and GFP mice in the 1st session (sweep: 71% in 8 hM4Di mice, 75% in 6 GFP mice; 

loom: 57% in 8 hM4Di mice, 64% in 6 GFP mice). The detection probability of both 

groups gradually decreased throughout the sessions, except for the last saline 

session. Although there was variance in the detection probability in both groups 

across sessions, there was no clear difference in the detection probability of hM4Di 

and GFP under CNO treatment (Fig. 3a). This suggests that visual detection was not 

impaired by hM4Di manipulation. 

 

4.2.4 Mice freeze more often than escape in sweep-loom assay. 

To investigate if mice responded differently to sweeping and looming stimuli, we 

investigated the occurrence of freeze and escape responses in each trial (Fig. 3b). 

We first focused on the responses to sweeping stimuli. In the 1st session, hM4Di 

mice showed similar freeze rate with GFP mice but a lower escape rate than GFP 

mice (hM4Di freeze: 71%, escape: 0.07%; GFP freeze: 66%, escape: 25%). To 

observed if these responses were due to small trial size in a session, we also 

compared the freeze and escape rate across different sessions. By pooling the 

responses under the same treatment together, similar to the responses in the 1st 

session, we found out both GFP and hM4Di mice were more likely to freeze than 
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escape (hM4Di freeze: 66% in CNO, 63% in saline; hM4Di escape: 10% in CNO, 

10% in saline; GFP freeze: 63% in both CNO and saline; GFP escape: 21% in CNO, 

13% in saline). The freeze rate was similar in both groups under both treatments. 

hM4Di mice had similar escape rate under saline and CNO treatment, but 

hM4Di/CNO condition’s escape rate was slightly lower than GFP/CNO condition. 

 

We then analysed the responses to looming stimuli. In the first session, both groups’ 

responses to looming stimuli showed similar freeze rate but hM4Di mice had a lower 

escape rate than GFP mice (hM4Di freeze: 57%, escape: 0%; GFP freeze: 63%, 

escape: 18%), which was surprisingly similar to their responses to sweeping stimuli. 

Across sessions, both groups were more likely to freeze than to escape in response 

to looming stimuli (hM4Di freeze: 55% in CNO, 52% in saline; hM4Di escape: 10% in 

CNO, 10% in saline; GFP freeze: 61% in CNO, 69% in saline; GFP escape: 11% in 

CNO, 6.3% in saline). Importantly, looming stimuli triggered similar escape rates in 

both groups. These results show that both groups of mice were more likely to freeze 

than escape, irrespective of visual stimulus type and treatment type. 

 

We found a greater escape probability when the stimulus was auditory. In the 1st 

session, both groups of mice responded vigorously to auditory stimulus (hM4Di 

freeze: 71%, escape: 43%; GFP freeze: 80%, escape: 60%). These freeze rates 

were slightly higher than their corresponding freeze rate in response to visual stimuli. 

We saw the main difference between visual and auditory stimuli is that auditory 

stimulus evoked a large increase in the escape rate of both hM4Di and GFP groups. 

To examine if these responses varied over sessions, we also analysed mice’s 

responses to auditory stimuli over sessions (Fig. 3b). There was no clear difference 
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in their responses under CNO and saline treatment (hM4Di freeze: 38% in CNO, 

36% in saline; hM4Di escape: 38% in CNO, 43% in saline; GFP freeze: 71% in CNO, 

25% in saline; GFP escape: 43% in CNO, 38% in saline). 

 

Group analysis showed a general trend of defensive strategies in mice: a higher ratio 

of freeze to escape in response to visual stimuli. To reduce between subject 

variance, I conducted a within-subject analysis to seek for any behavioural change in 

hM4Di mice due to CNO treatment. As some mice stayed in the nest until the end of 

the session after receiving the first visual stimulus (data not shown but can be 

captured by a reduction in delivery rate over sessions in Fig.3a), I narrowed the 

analysis to 4 hM4Di mice that received all the visual stimuli across sessions (Fig. 

3c). These 4 mice showed fewer escape events than freeze events. Inspection of the 

escape speed and of freeze duration showed some variance in each mouse but no 

obvious difference under saline and CNO treatment. Similar to previous analysis, the 

freeze duration of each mice in response to both sweeping and looming stimuli was 

subjected to a repeated measured ANOVA with treatment type and session number 

as fixed factors. The ANOVA showed that there was no difference in the freeze 

response under different treatments (F=0.772, p=0.444).   
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Fig. 3: Limited effect of hM4Di manipulation on visually guided behaviours. 

a. Detection probability of mice in response to sweeping and looming stimuli. Spot 

indicates mean for each group of mice. Spot size indicates stimulus delivery rate. At 

maximum, hM4Di and GFP group respectively receive 32 and 24 visual stimuli in a 

session. b. Cumulative probability of mice in response to sweeping, looming and 

auditory stimuli. Line colour indicates type of virus (GFP or hM4Di) and treatment 

(saline or CNO). X axis indicates the time from the stimulus onset c. Intensity of 

defensive behaviours in hM4Di mice. Different markers are different mice. The 

average freeze duration of these mice is presented at the right of (c). Data are mean 

±S.E.M. 
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4.2.5 A new visual object recognition assay 

We sought other assays to examine the effect of hM4Di manipulation on visual 

discrimination, to test the hypothesis that visual cortex is required for discrimination 

in a non-aversive context. To test this hypothesis, we developed a visual object 

recognition (VOR) assay. In the classic novel object recognition (NOR) task, mice 

are placed into an arena and are allowed to explore two identical objects. These are 

real but inanimate objects, and the mouse may use vision, olfaction and/or 

somatosensation (whisking) to explore them. After mice familiarise with the objects, 

one of the objects is replaced with a new object and mice are allowed to explore the 

objects again. The time mice exploring the novel and familiar objects is a proxy for 

whether mice remember the familiar object, and therefore whether mice are capable 

of discriminating the familiar and novel objects. As laboratory mice show neophilic 

behaviours after they become habituated with the assay, they are more likely to 

spend more time exploring the novel object. 

 

To provide a visual-only version of this task, we enclosed each of the two objects in 

the arena with transparent cylinders (Fig. 4a). A previous study classified white 

triangle and square as difficult-to-discriminate images in mice (Braida et al., 2013), 

suggesting that that objects in the same colour might not be distinct enough for mice 

in this type of assay. Therefore, I started the assay with a black cube and wooden 

cone to ensure not only shape, but colour could be used to discriminate the object 

(Fig. 4b). The two objects were placed on the same side of the arena so that whether 

mice prefer to approach or avoid any objects could be estimated by measuring the 

time spent on the side where the two objects were placed (Object side). I was 

concerned that the new objects may be different in salience to the animals. In 
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standard NOR tests this is often resolved by screening the innate preference of mice 

for an array of objects in pilot experiments, prior to the NOR assay (for a review, see 

Leger et al., 2013). However, that form of screening does not account for individual 

variance in mice’s innate preference among the sampled objects. I reckoned that 

individual innate preference may be problematic when using new, arbitrary 

combinations of objects and perturbing visual cortex with DREADDs. I therefore first 

measured mouse behaviour during two VOR assays. One followed the standard 

timeline of the classic NOR assay (Condition A). The other (Condition B) was the 

same as Condition A, except that a pre-familiarisation test was used to sample 

individual mouse’s preference over the two objects prior to familiarisation (Fig. 4a). 

I used two groups of mice to examine how mice explore objects in the Condition A 

and B. The two groups showed similar travel distance per session but some variance 

(Fig. 4c). Their travel distance during familiarisation phase was subjected to a one-

way repeated measure ANOVA, which was not significant (F=1.88, p=0.075). During 

the post-familiarisation test, both groups spent more time on the Object side (Fig. 4d-

e).  

I used DeepLabCut (Mathis et al., 2018) to estimate the position of each mouse’s 

nose and ears, and defined object exploration as when the animal entered a region 

of interest (ROI) around the object, based on the distance between the mouse’s 

nose and the centroid of the cylinder. I calculated an object preference index as the 

difference in exploration time for the new object and that for the familiar object, 

normalized by the sum of the two. This preference index was negative at each of 

several ROI distances (Fig. 4f), suggesting that mice in both groups preferred 

exploration around the novel object. For a 5-cm ROI, all mice spent more time 

around the novel object. The preference index from post-familiarisation test in 
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Condition A was subjected to a one sample T-test against chance level and the 

preference index from pre- and post-familiarisation tests in Condition B was 

subjected to a paired T-test to examine the effect of familiarisation phase on the 

preference index. The statistical analysis revealed that all mice showed higher 

preferences for novel objects (Condition A: p=0.005; Condition B: p<0.001; Fig. 4f-h). 

There was no obvious preference toward objects placed on the left or right in either 

Condition (one-sample t-test, Condition A: p=0.756; Condition B: p=0.916 to chance 

level; Fig. 4f). In addition, Condition B yielded a slight larger preference index than 

Condition A, but the difference was not significant (two-tailed Student’s T-test, 

p=0.096). Overall, these results suggest that mice were able to discriminate the 

novel object from the familiar object with visual information only, and that the pre-

familiarisation test does not prevent the expression of novelty seeking. 
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Fig. 4:  A visual object recognition assay. 

a. Schematic illustration of the timeline of the assays. X and W indicates object 

identity. Condition A shows the standard VOR assay timeline. In Condition B, mice 

were provided with a pre-familiarisation test to establish their innate object 

preference. b. Left: View of the arena from the perspective of the camera, Object 

side indicates the area where the two objects were placed. Top right: black cube 

(object X); Bottom right: wooden cone (object W). c. Average travel distance in the 

arena across sessions. Yellow area indicates pre- and post-familiarisation tests 

(Condition A: n=6 mice, Condition B: n=6 mice). Data are mean ±S.E.M. d. 
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Occupancy time on Object side during pre- and post-familiarisation tests. Open 

circles indicate individual response. Closed circles indicate average response. Data 

are mean ±S.E.M. Dotted line indicates chance level (50%). e. Average occupancy 

map during pre- and post-familiarisation tests. Dotted line indicates no preference 

(50%). f. Average preference index across different ROI size during pre- and post-

familiarisation tests. Data are mean ±S.E.M. g. Example image of exploration 

behaviours. Blue circles indicate ROI. Triangles indicate ears. Filled oval indicates 

nose. h. Scatter plot of mice exploration time for both objects. Different markers are 

different mice. 
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4.2.6 Limited effects of hM4Di manipulation in the VOR assay 

Having developed a new VOR assay, we asked whether hM4Di manipulation of V1 

affected visual discrimination using this assay. I conducted the assay on the same 

mice used previously in the sweep-loom assay and included 4 additional mice from 

the LFP recording sessions (Fig. 4a, LFP recording mice not shown). I used 

Condition B and injected CNO 1 hour prior to the post-familiarisation tests. The 

exploratory behaviours of mice were analysed in the same way as before (Fig. 5b-d). 

Mice from the sweep-loom assay and from LFP recording showed similar exploratory 

behaviours so they were pooled together for statistical analysis. 

 

During the pre-familiarisation test, neither hM4Di nor GFP mice showed obvious 

preference for one of the objects (hM4Di: p= 0.726; GFP: p=0.166 to chance level; 

Fig. 5e-f). Comparison of pre- and post-familiarisation preference index showed that 

both hM4Di and GFP group spent more time exploring the novel object during the 

post-familiarisation test (one-tailed Student’s T-test, hM4Di: p= 0.015; GFP: 

p=0.037). Although we found GFP mice had some overall bias toward the left objects 

during the last session in the familiarisation phase (Fig. 5g), these data suggested 

that both groups were able to discriminate between the two objects. To establish 

whether hM4Di manipulation affected visual discrimination, the preference index of 

hM4Di and GFP mice at pre- and post-familiarisation tests was subjected to a one-

way repeated measure ANOVA with session number as the fixed factors. There was 

no significant interaction effect between the session number and virus type (pre- or 

post-familiarisation tests X hM4Di or GFP interaction: F= 5.87e-4, p=0.981), 

suggesting that the change in preference index from pre to post-familiarisation tests 
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was similar in both groups of mice. This analysis indicated that hM4Di manipulation 

did not influence visual discrimination between the wooden cone and black cube.
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Fig. 5: Limited effect of hM4Di manipulation on visual object recognition. 

a. Left: Schematic illustration of the virus injections. Right: Timeline of virus injection 

and behavioural assays. b. Average travel distance in the arena across sessions. 

Yellow area indicates pre- and post-familiarisation tests (hM4Di: n=8 mice, GFP: n=7 

mice). Data are mean ±S.E.M. c. Occupancy time on Object side during pre- and 

post-familiarisation tests. Open circles indicate individual response. Closed circles 

indicate average response. Data are mean ±S.E.M. d. Average occupancy map 

during pre- and post-familiarisation tests. e. Scatter plot of mouse exploration time 

for both objects during pre- and post-familiarisation tests. Different markers are 

different mice. f. Object preference index of hM4Di and GFP mice during pre- and 

post-familiarisation tests. Negative value indicates preference for novel objects. 

Open circles indicate individual response. Closed circles indicate average response. 

Data are mean ±S.E.M. Dotted line indicates no preference. g. Left/right preference 

index of hM4Di and GFP mice during the last familiarisation session. Negative value 

indicates preference for objects placed on the right. Open circles indicate individual 

response. Closed circles indicate average response. Data are mean ±S.E.M. Dotted 

line indicates no preference. 
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4.3 Discussion 

In this study, we attempted to test hypotheses about the role of V1 in visual 

discrimination. Firstly, we presented sweeping and looming stimuli to freely moving 

mice in a sweep-loom assay. Mice tended to freeze regardless of the type of visual 

stimuli, and both sweeping and looming stimulus evoked similar freeze rate. Hence, 

we had no evidence that hM4Di manipulation affected animal’s ability to discriminate 

the two different visual threats. In addition, we established a new VOR assay by 

using transparent cylinder covering objects of different shapes and colour. Both 

hM4Di and GFP mice spent more time on the novel objects, suggesting that visual 

discrimination was not disrupted by hM4Di manipulation. 

 

4.3.1 Variable responses to looming stimulus 

We first measured responses to sweeping and looming stimuli in hM4Di and GFP 

mice. Previous work from our laboratory showed that mice discriminated between 

these potential and imminent visual threats by freezing and escaping respectively. In 

the current experiments, however, mice were more likely to freeze than to escape 

regardless of the type of visual stimulus. The probability of freezing responses to 

sweeping stimulus was similar to the previous work, but the probability of escape 

responses to looming stimulus was lower (De Franceschi et al., 2016). 

 

It is not obvious why mice were less likely to escape than expected. However, we 

modified this behavioural assay to be compatible with hM4Di perturbation, and there 

are potential consequences of these changes. First, instead of delivering 1 or 2 

visual stimuli in a session (De Franceschi et al., 2016), we delivered 4 visual stimuli 

in a session. This adjustment was meant to reduce the number of I.P. injections mice 
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received. Although we did not observe a clear difference between GFP mice’s first 

response and averaged responses to sweeping and looming stimuli, receiving 4 

visual stimuli and an auditory stimulus might make encourage mice to habituate to 

the stimuli earlier, reducing their motivation to escape. In addition, instead of using a 

monitor to deliver the stimulus in the previous study (De Franceschi et al., 2016), a 

projector was used. Although several studies have used projectors to deliver looming 

stimulus, and we approximately mimicked the luminance level of previous work 

(30~40 candela/m2) there may be subtle differences between the looming stimuli 

presented by projectors and monitors respectively. 

 

Escape behaviour is not merely a simple reflex but subject to internal state. Stress 

can enhance mouse escape speed (Li et al., 2018). It is also known that mice 

housed in two different animal facilities may respond to looming stimuli differently 

(Yilmaz & Meister, 2013), suggesting that housing conditions can affect defensive 

behaviour. We conducted the behavioural experiments during the coronavirus 

pandemic in 2020, when the access to animal facility was restricted. The reduced 

capacity of the animal facility might reduce sensorial enrichment and affect the 

internal state of the mice. In addition, mice were not tail-carried into the arena, 

possibly reducing stress levels prior to the behavioural assay. In our experiments, 

auditory stimuli were more likely to trigger escape than visual looming stimuli. 

Nevertheless, the probability of auditory-induced escape was still somewhat lower 

than in other reports (Evans et al., 2018; Vale et al., 2017). It is possible that due to a 

combination of environmental factors this batch of mice did not escape as 

extensively as other published work. 
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4.3.2 Limited effects of hM4Di manipulation in visual detection and defensive 

behaviours 

We found no clear discrimination in GFP control mice: behavioural responses to 

sweeping and looming stimulus were similar, making it difficult to interpret if the 

visual discrimination in hM4Di manipulation was intact. We therefore focused on the 

probability of visual detection. In the 1st session, both hM4Di mice and GFP mice 

froze in response to sweeping and looming stimuli, and in both the first and 

subsequent sessions there was no clear effect of treatment on visual detection. 

Failure to disrupt visual detection is consistent with a previous study where mice 

receiving muscimol in V1 could still respond to looming stimuli (Evans et al., 2018). 

Sweeping and looming stimuli might be able to activate defence pathways without 

the V1. It is likely that the SC, which receives strong input from the retina, may play a 

major role in detecting visual threats. 

 

In addition, both hM4Di mice and GFP showed reduced response probability over 

sessions. The reduction in response (albeit ignoring the last session) suggests that 

mice habituate to sweeping and looming stimuli (Tafreshiha et al., 2021; Yilmaz & 

Meister, 2013). Given the limited number of mice and stimuli in this assay, it was 

difficult to determine if this habituation was independent from hM4Di manipulation. 

 

Finally, previous work has found that muscimol inhibition of V1 might slightly reduce 

maximum escape speed (Evans et al., 2018). However, in our studies, we did not 

find an obvious change in escape speed between treatments. A straightforward 

explanation arises from different methods of V1 perturbation. On the one hand, 

hM4Di manipulation and muscimol inhibition in V1 may have different effect on VEP 
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(see Chapter 3 for further discussion), which may explain the different responses in 

mice to looming stimulus. On the other hand, some studies have shown that one 

mechanism of hM4Di manipulation is through inhibiting synaptic release (Stachniak 

et al., 2014). Therefore, it is may be that the limited effect of hM4Di on VEP in V1 

does not reveal whether V1’s downstream regions such as SC are effected by the 

hM4Di manipulation or not. 

 

Other factors might help explain the discrepancy between the results presented in 

this thesis and previous work. The environmental factors potentially affecting 

defensive behaviours in mice was described above. Additional differences between 

Evans et al and this work may also play a role. First, the escape rate in our mice was 

much lower than in previous studies and loom-evoked escape responses were 

mainly found in the later experimental sessions (3rd to 6th sessions) when mice had 

received CNO multiple times. Therefore, mice might have adapted to the effect 

hM4Di manipulation brought. We do not have hM4Di mice’s escape response prior 

to the 1st session, so we cannot examine if any reduction in escape speed was due 

to the first CNO administration. Secondly, the maximum escape speed in our mice 

(around 80-90 cm/s) was slightly lower than Evans and other colleagues’ findings 

(around 100 cm/s). This could be explained by (a) more behavioural sessions in the 

assay: Evans and others’ looming assay is a single-session assay whereas we ran 

several sessions of CNO to manipulate V1 activity. In our assay, hM4Di mice 

showed a general reduction in escape speed in response to looming and auditory 

stimuli over sessions (data not shown), which might lower the averaged escape 

speed; (b) shorter travel distance between stimuli-delivery site to shelter: at least 30 
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cm away from the shelter in Evans et al whereas around 21 cm away from the 

shelter in our assay. 

 

Overall, these environmental factors may explain why our mice escape less 

extensively than the previous work. Therefore, it was difficult to speculate if the 

limited effect of hM4Di manipulation on visually evoked defensive behaviours is due 

to those environmental factors or hM4Di manipulation itself. 

 

4.3.3 Establishment of a new VOR assay  

The NOR assay is a popular memory test that exploits animals’ innate neophilia. It is 

straightforward to set up and able to yield comparative memory performance across 

species. Our results, which show that vision is sufficient for NOR, are consistent with 

previous studies displaying visual patterns on screens in mice (Braida et al., 2013; 

Romberg et al., 2013; Cooke et al., 2015) or in rats (Forwood et al., 2007; Del 

Grosso et al., 2017). These studies together argue that it is possible to study visually 

guided behaviours in mice under such a context (monitoring mice’s spontaneous 

behaviours without the use of external reward/punishment). The use of visual objects 

instead of patterns, opens an opportunity to study object recognition in mice, which 

has been studied in mainly rats (for rats: Zoccolan et al., 2009; Djurdjevic et al., 

2018; for mice: Froudarakis et al., 2020) with the use of associated reward. The 

inclusion of a pre-familiarisation test in this study allowed assessment of novelty-

independent object preferences while preserving the effect of familiarity on 

subsequent behaviour. Previous work also suggests that objects lose their novelty 

cumulatively, not instantaneously (Genzel et al., 2019). Applying the framework of 
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this experimental design to future studies may improve our understanding of how 

individual’s visual discrimination changes due to prior experiences. 

 

4.3.4 Limited effect of hM4Di on visual discrimination 

We found similar VOR in hM4Di and GFP mice. Both groups showed similar 

occupancy patterns in the arena, with more time on the Object side, suggesting that 

their capacity to detect the presence of visual objects was not affected by the hM4Di 

manipulation. In addition, both groups showed a preference for novel objects, after 

long-term familiarisation with the other object, suggesting that the visual 

discrimination was not affected by hM4Di manipulation. As our objects are distinct in 

luminance level, this result is aligned with classic lesion studies that rats’ striate 

cortex is not required for luminance discrimination (Lashley, 1935). However, the 

neural mechanism behind that remains unclear. 

 

Firstly, we need to consider is whether V1 is sufficiently disrupted by hM4Di 

manipulation or not. Cooke et al., 2015 found that SRP in V1 is required for visual 

discrimination between novel and familiar grating stimuli, but we failed to detect any 

disruption in SRP in hM4Di-expressing mice (see Chapter 3 for more details). 

Therefore, failing to disrupt visual discrimination in the VOR assay might simply 

reflect the fact that the SRP was intact. To address this concern, we can use positive 

controls such as grating stimuli of different orientation in the VOR assay. As VEP 

was intact by hM4Di manipulation, mice shall be able to discriminate grating stimuli 

of different orientation. 
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Secondly, mice can use other visual pathways such as SC to detect the difference in 

the two objects. Similar to V1 neurons, SC neurons also display tuning for orientation 

and direction (Inayat et al., 2015), and thus may permit similar involvement in visual 

discrimination. In addition, there are parallel pathways reaching higher visual areas 

via SC only (Beltramo & Scanziani, 2019), so it is possible that the hM4Di-induced 

V1 disruption is compensated by other visual pathways. To separate the role of V1 

and SC in visual discrimination, one must combine multiple perturbation methods to 

selectively inhibit SC, V1 or both. 

 

4.3.5 Experimental limitations 

The behavioural categories we used as a proxy of visual discrimination 

(freeze/escape ratio; occupancy time around objects) were based on previous 

studies. It is possible that other behavioural categories might be affected by hM4Di 

manipulation in V1. For instance, rearing behaviour (a type of exploratory behaviour) 

and tail rattling (a type of aggressive behaviour) have been described in looming 

assay to capture the emotional state of mice during the test (Salay et al., 2018). 

Biting behaviour was described in NOR assay as another behavioural measure of 

exploration in mice (Ahmadlou et al., 2021). These behavioural epochs require 

further analysis to identify their occurrence. 

 

4.4 Summary 

In this chapter, we attempted to use two different behavioural assays to identify the 

impact of hM4Di manipulation on visual discrimination. I ran multiple sessions of the 

existing sweep-looming assay in the lab and developed a new VOR assay to study 

visual discrimination in different contexts. In both behavioural assays, hM4Di mice 
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showed limited differences in visual detection. hM4Di mice had similar detection rate 

as GFP mice in sweep-loom assay, and they spent similar time in the Object side as 

GFP mice did in the VOR assay. Beyond detection, we also attempted to test if 

visual discrimination was impaired by hM4Di manipulation. Unfortunately, in the 

sweep-loom assay mice did not behaviourally discriminate between sweeping and 

looming stimuli. In the VOR assay, whilst mice did discriminate the novel object, this 

was true of both hM4Di and GFP mice, suggesting that hM4Di manipulation does not 

impair the visual discrimination between the cube and the cone.  
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Chapter 5: Conclusion 

How cerebral cortex integrates signals about sensory stimuli with signals about other 

non-sensory factors such as locomotion and prior experience is one of the key open 

questions in neuroscience. Pioneering studies on primates and cats have shown 

how sensory information is represented and transformed in the visual system and 

have started to explore how cortical layers or cell types contribute to behaviours.  

 

In this thesis, I sought to better understand the role of V1 in visual discrimination by 

manipulating neural activity of excitatory neurons in V1 with DREADDs. 

Electrophysiological work examined the efficacy of hM4Di manipulation in vivo. The 

VEP amplitude was not affected by the hM4Di manipulation. Instead, the hM4Di 

manipulation was associated with a tentative enhancement in low-frequency 

oscillations during grey screen, and in the first harmonic signals during low-temporal 

frequency grating stimuli. As I injected the hM4Di virus into the deeper layers of V1, 

and it is known that layer 5 pyramidal neurons play a role in low-frequency oscillation 

(Beltramo et al., 2013; Krone et al., 2021), the enhanced oscillations could be due to 

effects caused by those neurons. Nevertheless, interpretating the effects of these 

kinds of manipulations remains a challenge in the field, and to what extent V1 

function is disrupted by hM4Di manipulation remains unclear. It would be more 

convincing to see that V1’s firing rate is reduced and/or the cortical output is 

suppressed. In Chapter 3, I discussed potential reasons of limited effects of hM4Di 

manipulation on VEP amplitude. In Section 5.1, I consider future experiments that 

could help validate and interpret the effect of hM4Di manipulations in V1. 
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At the behavioural level, I found no evidence that the hM4Di manipulation in V1 

affected (untrained) visual detection and discrimination in freely moving mice. This 

lack of effect might be due to a lack of impact of the hM4Di manipulation on V1 

activity (for example, the hM4Di manipulation did not obviously affect VEP 

amplitude). Alternatively, the lack of effect may indicate that V1 is not required to 

discriminate visual stimuli in the behavioural assays used (for example, sweeping vs. 

looming stimuli). In Section 5.3, I consider the potential role of V1 in these innate 

visually-guided behaviours. 

 
5.1 Experiments to validate the impact of hM4Di manipulation on V1 function 

hM4Di is advertised to inhibit neuronal activity via the induction of neuronal 

hyperpolarisation and inhibition of presynaptic release. Several methods can show 

the efficacy of hM4Di manipulation in both in vivo and ex vivo. Ex vivo whole cell 

recordings have shown that, upon application of CNO, hM4Di-expressing neurons 

are hyperpolarised and/or their spiking activity is inhibited (Richards et al., 2014; 

Robinson et al., 2014; Sano et al., 2014; Chiou et al., 2016; Viskaitis et al., 2017; 

Sheng et al., 2020; Vale et al., 2020; Y.-C. Wang et al., 2020; Devienne et al., 2021; 

Wu et al., 2021). In vivo studies have shown that hM4Di-expression is associated 

with the reduction of spiking activity in neural populations in subcortical areas 

(Viskaitis et al., 2017) and in neocortex (Sano et al., 2014; Vale et al., 2020). 

Evidence for a role of hM4Di in preventing synaptic release comes mainly from ex 

vivo experiments, where a reduction of evoked postsynaptic current was measured 

upon administration of CNO (Bock et al., 2013; Stachniak et al., 2014; Evans et al., 

2018; Doron et al., 2020). However, in vivo experiments, where post-synaptic 

neurons’ field potential was measured upon application of electrical stimuli to 

presynaptic neurons (field excitatory postsynaptic potential, fEPSP), have yield 
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mixed results. hM4Di manipulation can cause an increase in fEPSP in motor cortex 

(Natale et al., 2021) and entorhinal cortex (Madroñal et al., 2016), but other work has 

shown that hM4Di manipulation causes a decrease in fEPSP in motor cortex (Y.-C. 

Wang et al., 2020).  

 

I used the VEP as a measure of neural activity but failed to find a consistent effect of 

hM4Di manipulation on VEP amplitude in V1. In Chapter 3, I discussed possible 

mechanisms of that and argued that unlike pharmacological approaches, expressing 

DREADDs in V1 with AAV virus should prevent a direct influence on the thalamo-

cortical inputs, limiting the effect on VEP amplitude. Therefore, other measures 

should be used when validating the impact of hM4Di manipulation on V1 neurons. Ex 

vivo slice recordings would allow me to measure the resting membrane potential of 

hM4Di-expressing neurons; and in combination with electrical stimulation of 

thalamocortical or intracortical axons would allow me to also assess stimulus-evoked 

membrane potential and spiking activity. By comparing hM4Di-expressing neurons’ 

response in the presence to CNO and during the wash-out period, I expect that CNO 

would induce hM4Di-mediated hyperpolarisation, and that the stimulus-evoked 

response would also be reduced. In vivo extracellular recording with laminar probes 

can then be used to measure the spiking activity in hM4Di-expressing layers of V1, 

before and during systemic injection of CNO. If the effect of hM4Di manipulation is 

similar to the aforementioned in vivo measurements, or similar measurements using 

baclofen (a GABA-B receptor agonist in Baumfalk & Albus, 1987), I expect a 

reduction in stimulus-evoked spiking activity during CNO administration. 
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hM4Di-induced hyperpolarisation itself may not be enough to prevent synaptic 

release in cortical neurons (Stachniak et al., 2014). This suggests that hM4Di may 

exert its effect by dampening synaptic release, and thereby reducing neuronal 

population activity. Thus, showing hyperpolarisation of hM4Di-expressing neurons 

may not be sufficient to infer that V1’s output is lost. Ex vivo paired recordings from 

synaptically coupled neurons can be used to assess hM4Di’s capability to suppress 

synaptic release. By co-expressing excitatory optogenetic proteins and hM4Di in the 

pre-synaptic neurons, and measuring post-synaptic currents evoked by photo-

stimulation in the presence and absence of CNO, I would use the post-synaptic 

currents to evaluate to what extent hM4Di dampens synaptic release. One concern 

with paired recording is that long-term activation of hM4Di with CNO may induce 

homeostatic plasticity in hM4Di-expressing neurons, in turn leading to an increase in 

miniature EPSCs between the paired neurons (Wen & Turrigiano, 2021; Wu et al., 

2021). To circumvent this issue, I could either limit the CNO wash-in time during 

recording, or co-express hM4Di with exogenous synaptic scaling hallmarks in the 

cortical neurons to prevent further synaptic scaling  (Lambo & Turrigiano, 2013) 

while conducting the slice recording. 

 

5.2 Alternative methods to inhibit V1 output 

In Section 5.1, I discuss future works to validate the efficacy of hM4Di manipulation. 

However, experiments such as ex vivo paired recording and in vivo recording can be 

technically challenging. For example, if the electrode is not inserted to the correct 

area or neuron, it would be still difficult to examine the efficacy of hM4Di 

manipulation. If this is the case, other methods may be used as a substitution to 

inhibit V1 output. 
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Alternative optogenetic- and chemogenetic approaches are possible. Previous 

studies have shown that activating PV+ inhibitory neurons via optogenetics leads to 

a reduction in VEP amplitude (Cooke et al., 2015; Kaplan et al., 2016). I did not 

choose optogenetic approaches in the experiments described here, because its 

sustained activation can be problematic during behavioural studies, especially in 

VOR assay where visual stimuli are not locked to particular behavioural events. 

Stronger control over V1 activity might nevertheless be provided by introducing 

hM3Dq, an excitatory DREADD, into inhibitory neurons, thereby reducing the activity 

of excitatory neurons. Electrophysiological work shows that manipulating PV+ 

neurons with hM3Dq reduces spontaneous cortical firing and slow wave activity 

during NREM sleep (Funk et al., 2017), and behavioural studies show that 

chemogenic activation of cortical PV+ neurons can lead to behavioural change in 

mouse disease models (Chen et al., 2018; Goel et al., 2018; Lupien-Meilleur et al., 

2021). Thus, if manipulating PV+ neurons with hM3Dq reduced VEP amplitude or 

other visual responses, this would suggest an alternative way to manipulate V1 

activity during behaviours. 

 

5.3 Potential role of V1 in innate visually-guided behaviours 

In this thesis, I used two behavioural assays to probe the potential function of V1 in 

innate behaviours. These two assays feature different contexts, stimuli of interest, 

and analysis methods. In the sweep-loom assay, I used ethologically relevant stimuli 

and observed mice’s responses to the stimuli. To study visual discrimination in the 

VOR assay, I exploited neophilia, expressed after mice habituate to a familiar object. 

In both assays, I used stimuli distinct in shape and size, and found no clear evidence 

that V1 is involved in either visual discrimination.  
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Two concerns need to be addressed when investigating V1’s role in innate visually 

guided behaviours. Technically, the parallel visual pathways from retina to higher 

visual cortical areas (e.g. via SC and pulvinar, or via LGN and V1) makes it difficult 

to identify the role of V1 in behaviours. Failing to find behavioural deficits while 

perturbing one of the pathways does not mean that pathway is not involved in the 

behaviour. Instead, the other pathway might react to compensate for that circuit 

perturbation. Hence, applying multiple perturbation methods to these two areas 

would be the key to clarify the role of V1 (and SC) in visually guided behaviours.  

 

Conceptually, our understanding of how V1 might be involved in visually guided 

behaviours is largely based on learned behaviours with orientation/direction selective 

stimuli. Hence, little is known how V1 responds to intrinsically salient visual stimuli. 

Recent behavioural studies simulating prey capture (Hoy et al., 2016) or predator 

avoidance (Yilmaz & Meister, 2013; Salay et al., 2018) have provided clues to what 

intrinsically salient visual stimuli are in mice. It is likely that mice prefer small stimuli 

on the ground and avoid approaching stimuli from above. In addition, another 

behavioural study has showed that mice’s sensitivity to total luminance change or 

wavelength-specific luminance change is not uniform across visual fields (Denman et 

al., 2018). Would it be possible that some salient stimuli are only encoded in some 

parts of the visual field? This question has been addressed by electrophysiological 

recording in different parts of V1. For example, V1 neurons with receptive fields in 

the upper visual field have higher spatial frequency tuning than neurons in the lower 

visual field (Zhang et al., 2015). Concurrent in vivo electrophysiological recording 

and behavioural testing may shed light on whether different tuning/detection features 

in upper and lower visual field contribute to innate behaviours. 
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Interestingly, motor signals in V1 may also play a role in innate behaviours (Saleem 

et al., 2013). V1 projects to several brain regions including SC, and inhibiting SC 

disrupts escape responses to looming stimuli (Evans et al., 2018). Hence, one 

potential role for V1 motor signals during navigation may be to differentiate looming 

stimuli that are driven by self-generated actions, from those driven by the movement 

of other agents. Since both approaching an object and being approached by an 

object causes an expansion of the object in the field of view, such a predictive motor-

to-sensory signalling seems necessary for navigation. Similar mechanisms for 

saccadic eye movements are known to be present in SC (Crapse & Sommer, 2008). 

How the motor signals in V1 are used to predict the appearance of subsequent 

visual stimuli is still an active line of research. 

 

5.4 Summary 

While previous studies on cortex often use behavioural paradigms developed in 

human psychological studies to investigate how a neutral stimulus is associated with 

a positive or negative outcome, recent studies have started to address the cortical 

contribution to innate behaviours. These studies suggest a broader role that cortex 

may serve. For instance, auditory cortex is known to process complex auditory 

signals (Carruthers et al., 2015) and inhibiting auditory cortex with muscimol disrupts 

pup retrieval in female mice (Marlin et al., 2015). More importantly, maternal 

experience can facilitate maternal events by shaping the sound-tuning for pup 

vocalisation in auditory cortex (Schiavo et al., 2020). In addition, retrosplenial cortex 

(RSP) has been extensively studied in space-action representation including head 

direction (Chen et al., 1994), reward locations (Vedder et al., 2017) and goal 

locations (Miller et al, 2019). A recent study showed that chemogenetic inactivation 
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of SC-projecting RSP neurons disrupted escape trajectories (Vale et al., 2020). 

Ethologically relevant stimuli, such as pup and female conspecifics, looming stimulus 

and shelter, may pinpoint what features are important for behaviours, and for the 

cortex to process. 

 

This thesis aimed to open up a new role of V1 in behaviours. While exploring the rich 

behavioural repertoire animals display, it seems that interplay between learned and 

innate behaviours is more complicated than expected. In addition, technical 

concerns remain an issue when perturbing neural activity. In this thesis, I have 

raised examples of what experiments to do to tackle those technical issues. As the 

functional and anatomical organisation of mouse V1 become clearers, future studies 

may even test the role of laminar computations, or how inputs from other cortical 

areas affects the computation performed within V1, to provide new insights into how 

the cerebral cortex influences behaviours.  
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Appendix I. hM4Di expression and the location of LFP electrode in different 

mice. 

Example images of the hM4Di mouse in LFP recording were included in the panel. 

hM4Di expression (in green) was found in all of the mice. LFP electrodes were 

identified in M19133, M19134 and M19181. In M19133 and M19181, maximum 

hM4Di expression and LFP electrode were found at different slices, hence both 

slices were included. DAPI expression is marked in blue. White triangles denote the 

location of LFP electrode. No obvious electrode site was identified in M19133, 

M20126 and M20132. VISP is shorted for primary visual cortex. White lines denote 

cortical areas, modified from Allen Brain Atlas 2011 version. The distance from 

Bregma (shown at the bottom right of each image) is referred from similar images in 

the 2008 version of the reference atlas. 

 

 
 


