
Aerospace Science and Technology 123 (2022) 107494

Contents lists available at ScienceDirect

Aerospace Science and Technology

www.elsevier.com/locate/aescte

Fault-tolerant cooperative navigation of networked UAV swarms for 

forest fire monitoring

Junyan Hu a, Hanlin Niu b,∗, Joaquin Carrasco b, Barry Lennox b, Farshad Arvin b

a Department of Computer Science, University College London, London, WC1E 6BT, UK
b Department of Electrical and Electronic Engineering, The University of Manchester, Manchester, M13 9PL, UK

a r t i c l e i n f o a b s t r a c t

Article history:
Received 1 July 2021
Received in revised form 25 December 2021
Accepted 7 March 2022
Available online 15 March 2022
Communicated by Qinglei Hu

Keywords:
Unmanned aerial vehicles
Networked systems
Fault-tolerant navigation
Formation control
Task allocation
Forest fire monitoring

Coordination of unmanned aerial vehicle (UAV) swarms has received significant attention due to its 
wide practical applications including search and rescue, cooperative exploration and target surveillance. 
Motivated by the flexibility of the UAVs and the recent advancement of graph-based cooperative control 
strategies, this paper aims to develop a fault-tolerant cooperation framework for networked UAVs with 
applications to forest fire monitoring. Firstly, a cooperative navigation strategy based on network graph 
theory is proposed to coordinate all the connected UAVs in a swarm in the presence of unknown 
disturbances. The stability of the aerial swarm system is guaranteed using the Lyapunov approach. In case 
of damage to the actuators of some of the UAVs during the mission, a decentralized task reassignment 
algorithm is then applied, which makes the UAV swarm more robust to uncertainties. Finally, a novel 
geometry-based collision avoidance approach using onboard sensory information is proposed to avoid 
potential collisions during the mission. The effectiveness and feasibility of the proposed framework are 
verified initially by simulations and then using real-world flight tests in outdoor environments.

© 2022 The Authors. Published by Elsevier Masson SAS. This is an open access article under the CC BY 
license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Due to the advancement of communication, computing and 
sensing techniques over the past two decades, navigation and coor-
dination of unmanned aerial vehicle (UAV) swarms have attracted 
increasing attention from both academia and industry [1]. By uti-
lizing the cooperative control strategies, a large number of UAVs 
connected via a communication network can be steered to achieve 
a common goal. When properly designed, the collaboration of the 
networked UAVs can be ensured by using neighboring state infor-
mation via onboard sensors and communication modules, which 
offers more flexibility and cost-effectiveness over a single sophisti-
cated UAV in solving complex and challenging tasks. Compared to 
wheeled mobile robots, the high flexibility and maneuverability of 
UAVs make them ideal platforms to perform autonomous tasks in 
extreme environments [2]. UAV swarms have been successfully im-
plemented in many real-world applications, including search and 
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hunting [3–5], cooperative transportation [6], autonomous explo-
ration and mapping [7], target surveillance [8], etc. For exam-
ple, the literature [9] lays a significant contribution in developing 
a clustering-based path planning and task allocation method for 
multi-UAV area coverage. In recent years, severe forest fires around 
the world have stimulated research into the development of ad-
vanced UAV navigation strategies for forest fire monitoring [10].

Pioneer research on cooperative forest fire surveillance was 
conducted in [11], where a team of micro UAVs with limited com-
munication and sensing range were coordinated to cooperatively 
track the propagation of large forest fires. In order to achieve the 
goal, a real-time algorithm was proposed to estimate the perimeter 
of fires and a distributed fire monitoring algorithm was then de-
signed for position tracking. In [12], a Kalman filter-based method-
ology was proposed to estimate the wildfire propagation behavior 
and fire front contour with online measurements of UAVs. Besides, 
an uncertainty function was developed to describe the perfor-
mance of the estimation results. A min-time max-coverage issue in 
sweep coverage was considered in [13], where a set of UAVs was 
dispatched to efficiently patrol the targets in the given fire area to 
achieve maximum coverage in minimum time. A distributed con-
trol framework was designed in [14] for a team of UAVs that can 
closely monitor a wildfire in open space and precisely track its de-
ss article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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velopment. However, to the best of the authors’ knowledge, most 
of the aforementioned works do not cover the robustness of the 
UAV system against uncertain disturbances in the environments 
and loss of team members due to partial or full damage caused 
by fires.

To achieve an efficient and robust navigation performance, var-
ious guidance strategies have been developed by researchers in re-
cent years. In [15], an autonomous path planning algorithm using a 
tangent intersection and guidance method was proposed for UAVs. 
Taking the UAV kinematic constraints into consideration, a feasi-
ble collision-free path can be obtained via smooth waypoints. In 
another study [16], a road following vision-based guidance system 
was developed for UAVs in GPS-denied environments. To validate 
the proposed road tracking systems, actual test flights were con-
ducted using an RGB camera and hyperspectral sensor. In [17], an 
extended signal-correction observer was designed to reject large 
sensor errors and to measure the system uncertainty in the pres-
ence of stochastic non-Gaussian noise. This method was then im-
plemented in an aircraft’s navigation system. Unfortunately, the 
aforementioned methods can only be applied to a single UAV and 
the cooperation problems of multiple UAVs in the swarm have not 
been addressed.

When there exist multiple UAVs in a cooperative task, the de-
sign of the navigation system becomes more challenging as the 
cooperation of the UAVs must be coordinated properly to avoid 
conflicts and achieve higher efficiency. To solve this issue, a num-
ber of multi-robot coordination strategies have been proposed for 
various applications in recent years. In [18], a voronoi-based path 
planning method was proposed to deal with multi-agent cooper-
ative exploration tasks in unknown environments. The navigation 
system included a high-level waypoint generation layer and a low-
level target tracking layer based on deep reinforcement learning 
techniques. An adaptive approach to achieve dynamic formation 
was proposed in [19] for a team of tri-rotor UAVs. A distributed 
guidance law was proposed in [20] for multiple rotary-wing UAVs 
to intercept several intruding targets. The proposed distributed 
guidance law was via the integration of the classic parallel naviga-
tion and velocity feedback. Optimal and adaptive formation control 
of multi-robot systems and UAV swarms were explored in [21]
and [22], respectively. In [23], a group mobile computing approach 
was developed for maritime search and rescue tasks, where un-
manned aerial and surface vehicles were used to form a cognitive 
mobile computing network and reinforcement learning was used 
to plan a search path. However, most of the aforementioned works 
do not cover the safety of the UAV system subjected to switch-
ing network topology due to loss of communications and potential 
collision risks during the cooperation tasks.

So far, we have discussed some recent advances in the UAV 
navigation system and the cooperative control design. How to ef-
ficiently coordinate a swarm of UAVs when undertaking cooper-
ation tasks remains an unsolved problem. There are three major 
problems that should be urgently resolved: (i) how to design a 
decentralized navigation strategy for UAVs using neighboring in-
formation via the communication network? (ii) How to deal with 
practical limitations such as unknown disturbances, loss of team 
members and obstacle avoidance? (iii) How to implement the pro-
posed algorithm in a real UAV system? To address these questions, 
in this article, we propose a fault-tolerant cooperative navigation 
framework for UAV swarms that is able to perform target-tracking 
missions. To the best of authors’ knowledge, such a unified coop-
erative coordination framework for networked UAVs has not been 
established in the literature. The main contributions of this article 
can be summarized as follows:

• A robust guidance law is proposed for the networked UAVs 
with switching interaction topologies to form a desired geo-
2

Fig. 1. The two-layer control architecture of the UAV system.

metric pattern around the target. Based on local information, 
using measurements from neighboring states, all the UAVs are 
able to achieve a circular formation to enable monitoring the 
full range of the target activity.

• In case of the loss of one or more UAVs from damage or 
recharging, a task reassignment and formation reconstruction 
algorithm based on the distributed Hungarian algorithm is 
then developed to ensure the robustness of the UAV swarm.

• A geometry-based collision detection and avoidance algorithm 
is proposed to avoid potential collisions during the mission. 
Furthermore, the proposed results are validated by real-world 
flight tests in outdoor environments.

2. Problem statement

2.1. Preliminaries on graph theory

Consider a communication network topology G = (V, E, A)

with some UAVs and associated communication links. A link 
started at the ith UAV and ended at the jth UAV is denoted by 
(i, j), which means information can flow from UAV i to UAV j and 
thus UAV j is a neighbor of UAV i. aij is the weight of link ( j, i)
and aij = 1 if ( j, i) ∈ E . Let D = diag{di} with di = ∑N

j=1 aij and 
the Laplacian matrix L of G is then designed by L = D −A. If UAV 
i can obtain the target’s information directly (labeled as ‘0’), then a 
link (0, i) is generated between them with the weight gi = 1. The 
pinning matrix is defined as G = diag(gi).

During the cooperation mission, the communication topology of 
the UAV swarm system may need to be switched. For all p ∈ N+ , 
the interaction topology changes at the switching sequence tp and 
remains fixed during the time interval ς0. Let [tp, tp+1) be an infi-
nite sequence of uniformly bounded non-overlapping time interval, 
with t1 = 0, 0 < ς0 ≤ tp+1 − tp ≤ ς1. Let η : [0, +∞) → {1, . . . , p}
be a switching signal whose value at time t is the index of the 
topology. The associated Laplacian matrix and pinning matrix of 
the graph at η(t) are described by Lη(t) and Gη(t) , respectively.

2.2. Dynamic model of UAV swarm

Since the attitude dynamics of each UAV has a smaller time 
constant relative to the trajectory, by implementing the two-time-
scale separation principle [24], the UAV can be coordinated by an 
outer/inner loop architecture as shown in Fig. 1. In the inner loop, 
the attitude of each UAV is stabilized by the attitude controller. 
Based on the state information obtained from the onboard/global 
sensors and the neighboring information via communication net-
works, the desired trajectory of each UAV can be designed in the 
outer loop.

In this paper, we particularly focus on the outer loop naviga-
tion strategy design. Besides, in the cooperation task, it is assumed 
that all the UAVs fly at the same altitude. Hence, the dynamics 
of each UAV can then be simplified as a double-integrator sys-
tem in two-dimensional space following [25–27]. Considering that 
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Fig. 2. An example shows a circular formation with three networked quadrotor UAVs 
tracking a fire target with radius of R .

some uncertainties may exist in the environments (e.g., wind dis-
turbances), we can use the following equations to describe the UAV 
swarm{

ṗi(t) = vi(t)

v̇ i(t) = ui(t) + di(t)
∀i ∈ {1,2, . . . , N}, (1)

where pi = [pxi, p yi]T and vi = [vxi, v yi]T denote the position vec-
tor and velocity vector of the UAV i, respectively. ui = [uxi, u yi]T is 
the control input to be designed. di = [dxi, dyi]T is an unknown 
time-varying input disturbance signal, which can be parameterized 
with a set of base functions as

di = κiθi(t), ∀i ∈ {1,2, . . . , N}, (2)

where θi(t) is the base function vector and κi is an unknown con-
stant matrix.

The feedback linearized dynamic (1) can also be described in 
the following state-space form

ẋi = Axi + B(ui + di) ∀i ∈ {1,2, . . . , N}, (3)

where the matrices

A =
[ 0 1 0 0

0 0 0 0
0 0 0 1
0 0 0 0

]
, B =

[ 0 0
1 0
0 0
0 1

]

and xi = [pxi, vxi, p yi, v yi]T . It can be readily verified that the pair 
(A, B) is stabilizable.

2.3. Problem description

In this work, we aim to design a decentralized cooperative cir-
cumnavigation strategy for application to networked UAVs swarms 
during target tracking missions. A motivating example is illustrated 
in Fig. 2, where a forest fire monitoring task can be performed by 
a collaborative UAV swarm using onboard cameras. Suppose that 
the fire area with radius of R is very large, which cannot be mon-
itored by a single UAV due to the limited field of view. To address 
this issue, multiple networked UAVs can be deployed to attain a 
time-varying circular formation surrounding the fire for monitoring 
the full range of its activity. Each UAV should be able to commu-
nicate with its neighbors to share obtained information, such that 
the mission can be accomplished via a distributed manner. Hence, 
this paper aims to develop a cooperative framework that can be 
used in many similar real-world applications. To show the useful-
ness of such collective behaviors and improve readability, we adopt 
this example as one of the potential applications of the proposed 
navigation strategy throughout this paper.

The dynamic model of the target (i.e., the location of the fire) 
can be described by the following state-equation for analysis

ẋ0 = Ax0 + Bu0, (4)
3

where x0 = [px0, vx0, p y0, v y0]T and u0 = [ux0, u y0]T are the state 
and exogenous input of the target reflecting its uncertain maneu-
vers.

Considering the uncertain movements of the target, the exoge-
nous input u0 can be described by the follow function

u0(t) = κ0θ0(t), (5)

where θ0(t) is the base function vector and κ0 is an unknown con-
stant matrix.

Remark 1. The parameterized model shown in (2) and (5) is mo-
tivated by the reference [28,29], where the unknown exogenous 
input of the target and the time-varying disturbances of the UAVs 
are linearly parameterized by some base functions. By using this 
technique, each UAV identifies its disturbance and the input of the 
target, thus the effect of such unknown dynamics can be elimi-
nated by the adaptive control protocol. Note that the selection of 
the base functions is not unique in different real-world applica-
tions, which needs to be fixed by the engineers depending on the 
specific mission and the environmental conditions.

This article mainly solves the following three problems: (i) how 
to design a coordination strategy to achieve the desired circular 
formation around the fire while avoiding potential collisions; (ii) 
how to construct a decentralized task reassignment algorithm to 
handle unexpected faults during the mission; and (iii) how to ap-
ply the proposed approach to the real-world flight tests in the 
outdoor environments.

3. Fault-tolerant cooperative navigation design

3.1. Coordination algorithm for UAVs

In this subsection, a cooperative circumnavigation algorithm is 
proposed for the UAV swarm. For each UAV in the team, only 
neighboring information is required to achieve a desired circular 
formation surrounding the target.

The dynamic circular formation for the UAVs can be specified 
by

f i(t) =

⎡
⎢⎢⎢⎣

R sin (wt + 2(i−1)π
N )

w R cos (wt + 2(i−1)π
N )

R cos (wt + 2(i−1)π
N )

−w R sin (wt + 2(i−1)π
N )

⎤
⎥⎥⎥⎦ , (6)

where R is the radius of the target and w is the desired angu-
lar velocity for monitoring the full range of target conditions. Let 
f (t) = [

f T
1 (t), f T

2 (t), . . . , f T
N (t)

]T
be the global formation vector.

Considering that the unknown matrices κ0 and κi are not avail-
able to the UAVs, they can be estimated by the ith UAV by κ̂i0

and κ̂i , respectively. Inspired by [30], an adaptive guidance proto-
col with time-varying coupling gains is designed by:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ui = ci Kξi + γi + κ̂0θ0 − κ̂iθi

ċi = ρiξ
T
i 
ξi

˙̂κi0 = −τi�ξiθ
T
0

˙̂κi = σi�ξiθ
T
i

(7)

where ξi = ∑N
j=1 aij

(
(xi − f i) − (x j − f j)

)+ gi
(
(xi − f i) − x0

)
is the 

formation tracking error, ρi , τi and σi are positive scalars. K , 

and � are constant protocol gains to be determined. γi is a con-
tinuously differentiable function to be designed later.
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Since B hs have full rank, there exists the pseudo inverse

B̃ =
[

0 1 0 0
0 0 0 1

]
such that B̃ B = I2.

To satisfy some of the aforementioned objectives, we propose 
the following Theorem 1 to address the robust formation tracking 
issues for networked UAV swarms with target’s uncertain maneu-
ver and unknown disturbances.

Theorem 1. The cooperative navigation task is achieved in the UAV 
swarm by connected switching interaction topologies and applying the 
adaptive coordination protocol given in (7) with K = −R−1 BT P , 
 =
P B R−1 BT P , � = (P B)T and γi = B̃ ḟ i − B̃ A fi , where P > 0 is the so-
lution of the algebraic Riccati (ARE) equation

AT P + P A + Q − P B R−1 BT P = 0 (8)

for given Q > 0 and R > 0.

Proof. Define the local formation tracking error of each UAV as 
δi = xi − f i − x0. We have

δ̇i = Aδi + B(ui + di − u0) + A fi − ḟ i (9)

Let δ = [δT
1 , δT

2 , . . . , δT
N ]T . Then by using Kronecker product tech-

niques, ξ = [ξ T
1 , . . . , ξ T

N ]T can be described by

ξ = (
(Lη(t) + Gη(t)) ⊗ I2

)
δ. (10)

Let κ̃ j0 = κ̂ j0 − κ0 and κ̃ j = κ̂ j − κ j for all j ∈ {1, . . . , N}. The 
closed-loop error dynamics δ using the robust control law (7) can 
be described in a structured form as

δ̇ =(
IN ⊗ A + Ĉ(Lη(t) + Gη(t)) ⊗ B K

)
δ

+ (
IN ⊗ A

)
f + (IN ⊗ B)(κ̃0�0 − κ̃�)

− (
IN ⊗ I2

)
ḟ + (

IN ⊗ B
)
γ , (11)

where Ĉ = diag(c1, . . . , cN), κ̃0 = diag(κ̃10, . . . , κ̃N0), κ̃ =
diag(κ̃1, . . . , κ̃N), �0 = col(θ0, . . . , θ0), � = col(θ1, . . . , θN ) and γ =[
γ T

1 , γ T
2 , . . . , γ T

N

]T
.

Consider the following Lyapunov function candidate,

V = δT (
(Lη(t) + Gη(t)) ⊗ P

)
δ +

N∑
i=1

1

ρi
(ci − α)2

+
N∑

i=1

tr(
1

τi
κ̃ T

i0κ̃i0) +
N∑

i=1

tr(
1

σi
κ̃ T

i κ̃i), (12)

where α is a positive scalar to be determined later.
Then, the time derivative of V along the trajectory of (11) can 

be obtained by

V̇ =2δT (
(Lη(t) + Gη(t)) ⊗ P A

)
δ +

N∑
i=1

2(ci − α)ξ T
i 
ξi

+ 2δT (
(Lη(t) + Gη(t)) ⊗ P B

)
(κ̃0�0 − κ̃�)

+ 2δT (
(Lη(t) + Gη(t))Ĉ(Lη(t) + Gη(t)) ⊗ P B K

)
δ

+ 2δT (
(Lη(t) + Gη(t)) ⊗ P A

)
f

− 2δT (
(Lη(t) + Gη(t)) ⊗ I2

)
ḟ

+ 2
N∑

i=1

tr(
1

τi
κ̃ T

i0
˙̃κi0) + 2

N∑
i=1

tr(
1

σi
κ̃ T

i
˙̃κi)

+ 2δT (
(Lη(t) + Gη(t)) ⊗ P B

)
γ . (13)
4

Note that

2δT (
(Lη(t) + Gη(t))Ĉ(Lη(t) + Gη(t)) ⊗ P B K

)
δ

= −2
N∑

i=1

ciξ
T
i P B R−1 BT Pξi (14)

and

N∑
i=1

2ciξ
T
i P B R−1 BT Pξi = 2

N∑
i=1

ciξ
T
i P B R−1 BT Pξi . (15)

Consider that

A fi =

⎡
⎢⎢⎣

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

⎤
⎥⎥⎦

⎡
⎢⎢⎢⎣

R sin (wt + 2(i−1)π
N )

w R cos (wt + 2(i−1)π
N )

R cos (wt + 2(i−1)π
N )

−w R sin (wt + 2(i−1)π
N )

⎤
⎥⎥⎥⎦

=

⎡
⎢⎢⎣

w R cos (wt + 2(i−1)π
N )

0
−w R sin (wt + 2(i−1)π

N )

0

⎤
⎥⎥⎦ ,

(16)

ḟ i =

⎡
⎢⎢⎢⎣

w R cos (wt + 2(i−1)π
N )

−w2 R sin (wt + 2(i−1)π
N )

−w R sin (wt + 2(i−1)π
N )

−w2 R cos (wt + 2(i−1)π
N )

⎤
⎥⎥⎥⎦ , (17)

Bγi =

⎡
⎢⎢⎣

0 0
1 0
0 0
0 1

⎤
⎥⎥⎦

[
0 1 0 0
0 0 0 1

]
( ḟ i − A fi)

=

⎡
⎢⎢⎣

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

⎤
⎥⎥⎦

⎡
⎢⎢⎣

0
−w2 R sin (wt + 2(i−1)π

N )

0
−w2 R cos (wt + 2(i−1)π

N )

⎤
⎥⎥⎦

=

⎡
⎢⎢⎣

0
−w2 R sin (wt + 2(i−1)π

N )

0
−w2 R cos (wt + 2(i−1)π

N )

⎤
⎥⎥⎦ .

(18)

It can be readily shown that

A fi − ḟ i + Bγi = 0, (19)

which can then be rewritten in the following form

(IN ⊗ A) f − (IN ⊗ I2) ḟ + (IN ⊗ B) γ = 0. (20)

Pre-multiplying both sides of (20) by (Lη(t) + Gη(t)) ⊗ P , we obtain

((Lη(t) + Gη(t))⊗P A) f − ((Lη(t) + Gη(t)) ⊗ P ) ḟ

+ (
(Lη(t) + Gη(t)) ⊗ P B

)
γ = 0. (21)

Substituting (14), (15) and (21) into (13), we get

V̇ =δT (
(Lη(t) + Gη(t)) ⊗ (P A + AT P )

− 2α(Lη(t) + Gη(t))
2 ⊗ P B R−1 BT P

)
δ

+ 2δT (
(Lη(t) + Gη(t)) ⊗ P B

)
(κ̃0�0 − κ̃�)

+ 2
N∑

i=1

tr(
1

τi
κ̃ T

i0
˙̃κi0) + 2

N∑
i=1

tr(
1

σi
κ̃ T

i
˙̃κi). (22)
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According to the properties tr(X T ) = tr(X) and tr(XY ) = tr(Y X)

where X and Y are two matrices with appropriate dimensions, we 
have

δT (
(Lη(t) + Gη(t)) ⊗ P B

)
(κ̃0�0 − κ̃�)

=
N∑

i=1

( N∑
j=1

L̂i jδ
T
j

)
(P B)κ̃i0θ0 −

N∑
i=1

( N∑
j=1

L̂i jδ
T
j

)
(P B)κ̃iθi

=
N∑

i=1

tr(κ̃i0(P B)T ξiθ
T
0 ) −

N∑
i=1

tr(κ̃i(P B)T ξiθ
T
i ), (23)

where L̂i j is the element on the ith row and jth column of the 
matrix (Lη(t) + Gη(t)).

Selecting the following adaptive terms

˙̃κi0 = −τi(P B)T ξiθ
T
0 , (24)

˙̃κi = σi(P B)T ξiθ
T
i . (25)

Substituting (24) and (25) into (22) yields

V̇ =δT (
(Lη(t) + Gη(t)) ⊗ (P A + AT P )

− 2α(Lη(t) + Gη(t))
2 ⊗ P B R−1 BT P

)
δ. (26)

Because all the eigenvalues of the symmetric matrix (Lη(t) +
Gη(t)) have positive real parts [31], there exists a non-singular 
U such that U T (Lη(t) + Gη(t))U is in the diagonal form J =
diag(λ1, . . . , λN ), where 0 < λ1 ≤ λ2 ≤ · · · ≤ λN are the eigenval-
ues of (Lη(t) + Gη(t)). Let � = [�T

1 , . . . , �T
N ]T = (U T ⊗ I2)δ, then 

from (26) we can obtain

V̇ =δT (
(Lη(t) + Gη(t)) ⊗ (P A + AT P )

− 2α(Lη(t) + Gη(t))
2 ⊗ P B R−1 BT P

)
δ

=�T (
J ⊗ (P A + AT P ) − 2α J 2 ⊗ 


)
�

=
N∑

i=1

λi�
T
i (P A + AT P − 2αλi
)�i . (27)

Selecting α ≥ 1
λ1

, the expression of V̇ can be simplified to

V̇ ≤
N∑

i=1

λi�
T
i (P A + AT P − P B R−1 BT P )�i . (28)

This implies V̇ ≤ 0 since (P A + AT P − P B R−1 BT P ) = −Q < 0
via (8) and furthermore, V̇ = 0 when � = 0. Following LaSalle’s 
invariance principle [32], (11) is asymptotically stable. Hence, 
limt→∞ �(t) = 0, and

lim
t→∞ δ(t) = 0, (29)

since � and δ are related via non-singular transformation. This 
is to say, the dynamic formation tracking of the UAV swarm is 
achieved.

Remark 2. The proof of the convergence of the swarm system un-
der switching topologies follows several standard approaches such 
as [25] and [33], where it is assumed that the Laplacian matrix 
Lη(t) and pinning matrix Gη(t) are constants during the time in-
terval. In this study, we mainly focus on the controller design for 
guaranteeing the stability of the UAV swarm with proper dwell 
time. Please refer to [34] for more discussions regarding the sta-
bility analysis of switching systems.

According to Theorem 1, a systematic procedure to construct 
the guidance law ui is provided in Algorithm 1.
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Algorithm 1 Procedure to design the control protocol for the UAV 
swarm.
1: for each UAV i ∈ {1, . . . , N} do
2: set the desired formation reference f i(t);
3: choose positive constants ρi , τi and σi ;
4: find P > 0 by solving the ARE (8) for given Q > 0 and R > 0;
5: compute the controller gain matrices K , 
 and �, and the smooth 

function γi using P > 0;
6: update ci , κ̂i0 and κ̂i ;
7: construct the adaptive guidance protocol ui given in (7);
8: end for

3.2. Task reassignment and formation reconfiguration

In the cooperative forest fire detection and monitoring tasks, 
the UAVs should be operated at a safe height over the flames of 
the fire to ensure their safety. However, the flames may reach the 
UAVs in certain situations, which may cause partial or full damage. 
Furthermore, in some long-term cooperative tasks, one or more 
UAV(s) may leave the team to recharge, due to their limited bat-
tery energy. Hence, designing a fault-tolerant algorithm able to 
deal with redundancy and actuator faults occurring in one or more 
UAVs is important.

Based on the fault-tolerant detection design [35], the following 
equation reflects the value of the loss of effectiveness of the ith

UAV:

0 ≤ �i ≤ 1, ∀i ∈ {1, . . . , N}. (30)

Let �̂ be a threshold value of the detected faults. Note that �̂ can 
be set according to the types of the UAVs or the requirements of 
the tasks. Based on the value of �i , the following cases may occur:

• If �i = 0 ∀i, then all UAVs are fault-free. Hence, the swarm 
continues with its predefined cooperative tracking mission.

• If there exists 0 < �i ≤ �̂, then one or more UAVs are sub-
ject to internal faults, but are still able to complete the given 
task with degraded performance. Hence, the UAV swarm will 
continue the task.

• If there exists �̂ < �i ≤ 1, then one or more UAVs are suffering 
from actuator faults and thus cannot accomplish the mission 
due to the severity of the faults. In this case, the remaining, 
healthy UAVs must reconfigure their formation based on the 
new situation.

In this work, we mainly focus on the third case. Assume that 
a fault is detected in one of the UAVs at time t f , then the faulty 
UAV interrupts its communication link with the other UAVs and 
leaves the collaborative swarm to land safely. The dynamic circular 
formation for the remaining UAVs can be altered by

f j(t) =

⎡
⎢⎢⎢⎣

R sin(wt + 2( j−1)π
N−1 )

w R cos(wt + 2( j−1)π
N−1 )

R cos(wt + 2( j−1)π
N−1 )

−w R sin(wt + 2( j−1)π
N−1 )

⎤
⎥⎥⎥⎦ , ∀t > t f , (31)

for all j ∈ {1, . . . , N − 1}.
The target position for the remaining UAVs can then be given 

by

T j =
[

Txj
T yj

]
=

[
px0 + R sin (wt + 2( j−1)π

N−1 )

p y0 + R cos (wt + 2( j−1)π
N−1 )

]
. (32)

Based on the current positions of the UAVs and the target loca-
tions, an optimal task allocation problem can be formulated, where 
each UAV is assigned one of the target slots T j based on the travel 
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costs and hence selects a suitable dynamic formation vector from 
the list. The task allocation algorithm is triggered every time a UAV 
leaves the team, and an optimal solution can be calculated based 
on local information through the network.

For designing the task allocation algorithm, the Hungarian al-
gorithm [36] can be used to reduce the complexity of finding 
the optimal assignment from combinatorial to polynomial in time. 
However, such a centralized algorithm has some limitations on 
scalability and robustness. Therefore, motivated by [37], in this 
study, we use a decentralized Hungarian algorithm for the forma-
tion task reallocation as shown in Algorithm 2.

Algorithm 2 Decentralized Hungarian algorithm for task reassign-
ment.
1: repeat
2: for each UAV i ∈ {1, . . . , N − 1} do

// Initialization
3: form a cost matrix C i , where each element C i

r j denotes the dis-
tance between UAV r to target j at t f

4: for r ∈ {1, . . . , N − 1}, j ∈ {1, . . . , N − 1} do
5: if r = i then
6: C i

r j ←
√

(pxi − Txj)
2 + (p yi − T yj)

2

7: else
8: C i

r j ← ∞
9: end if

10: end for
// Task allocation

11: apply Hungarian Algorithm [36]
12: connect with neighbor UAV k and receive Ck

13: update C i following:
14: if Ck

rj �= ∞ then

15: C i
r j ← Ck

rj
16: end if
17: back to step 11
18: end for
19: until an optimal assignment is achieved

In Algorithm 2, each UAV scans its own communication net-
work and obtains its own position and the locations of the for-
mation targets. Then based on the received information, the UAV i
creates a cost matrix C i , where the element at the ith row and the 
jth column reflects the cost of allocating the UAV i to the target lo-
cation j. The decentralized Hungarian algorithm iterates between 
two main stages. The centralized Hungarian algorithm is firstly im-
plemented in each UAV. The objective of this stage is to guarantee 
a target location is assigned to each UAV during the mission. In the 
second stage, UAVs connect with their neighbors to exchange cost 
matrices and update their local cost matrix accordingly. When the 
initial local data of a UAV is globally transmitted to all the other 
UAVs via the connected network, all the members in the team will 
eventually have the same cost matrix.

Note that the number of steps that it takes for the convergence 
depends on the network connectivity. That is to say, the more com-
plex the graph topology is, the shorter time the decisions of the 
remaining healthy UAVs will achieve consensus. However, consid-
ering the bandwidth requirement and the communication costs, 
a trade-off between the convergence time and the complexity of 
the network should be determined based on the applications and 
available resources.

3.3. Collision avoidance algorithm

During the cooperation tasks, UAVs in the swarm should avoid 
potential collision risks using the onboard sensory information. A 
geometry-based collision avoidance algorithm is proposed to nav-
igate each UAV to ensure that they avoid both static and dynamic 
obstacles.
6

3.3.1. Collision detection strategy
When a UAV is following a predefined path, it calculates the 

potential collision risk using a collision detection strategy. Each ob-
stacle is covered by a virtual safe circle. The obstacle is denoted by 
o and its speed is represented by −→vo . A UAV is denoted by u with 
its speed −→vu . The UAV position is denoted as (pxu, p yu). Obstacles 
position is represented by (pxo, p yo). The relative speed between 
the UAV and obstacle is denoted by −→vr . UAV speed −→vu , obstacle 
speed −→vo and relative speed −→vr form the triangle, as shown in 
Fig. 3(a). Then we have

−→vr = −→vu − −→vo . (33)

The angle between −→vr and line uo is denoted by θ . The distance 
between obstacle o and the extension line of vector −→vr is repre-
sented by rmo , which is referred to as the Closest Approach Dis-
tance (CAD). The tangent line is denoted by un. n represents the 
tangent point. The distance between o and n can be denoted by 
rno , which is also the radius of the safety circle that is a user-
defined parameter. The distance between an obstacle and UAV is 
represented by ruo and this obstacle can be considered a collision 
risk when

rmo < rno , (34)

where

rmo = ruo sin(θ), (35)

ruo =
√

(pxu − pxo)2 + (p yu − p yo)2. (36)

The distance between a UAV and Closest Point of Approach 
(CPA) m is denoted by rum . The Time to Closest Point of Approach 
(TCPA) ttcpa can be calculated by

rum = ruo cos(θ), (37)

ttcpa = rum

|−→vr |
. (38)

When collision risk occurs and ttcpa is less than a user-defined 
time threshold, the collision resolution will be triggered.

3.3.2. Collision resolution strategy
The tangent point of a safety circle is chosen as the collision 

resolution waypoint. The tangent point (x, y) can be calculated by 
solving the following equations [38]

(x − xo)
2 + (y − yo)

2 = r2, (39)

(y − yo)(y − yu) = −(x − xo)(x − xu), (40)

where UAV position is denoted by (xu, yu), obstacle position is rep-
resented by (xo, yo), and the safety circle radius is r. Two tangent 
points are denoted using p and q. The right side tangent point q is 
used as a collision resolution waypoint.

3.3.3. Waypoint guidance algorithm
In order to navigate a UAV to the collision resolution waypoint 

precisely under external disturbances, such as wind, a Proportional 
Navigation (PN) guidance algorithm [39] is implemented to ma-
noeuvre the UAV to the collision resolution waypoint by regulating 
the lateral acceleration of the UAV, −→au that can be calculated using

−→au = �r θ̇r
−→vr , (41)

where �r denotes a user-defined proportional navigation constant 
rate. θ̇r represents the rotating rate of relative velocity −→vr . The an-
gular velocity of UAV θ̇u can be calculated by
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Fig. 3. (a) Collision detection. (b) Collision resolution.

θ̇u = au

vu
. (42)

The pseudocode of the collision avoidance algorithm is provided 
in Algorithm 3.

Algorithm 3 Geometry-based collision avoidance algorithm.
1: repeat
2: for each UAV i ∈ {1, . . . , N} do
3: Check collision risk using relative speed and position between 

each drone and obstacle via (33)-(36)
4: if Collision risk occurs then
5: Check Time to Closest Point of Approach (TCPA) by using (37)

and (38)
6: if TCPA is less than a user-defined threshold then
7: Calculate collision resolution waypoint q using (39) and 

(40) and calculate angular velocity command θ̇u of UAV using (41) and 
(42)

8: end if
9: end if

10: end for
11: until mission is completed
7

Fig. 4. The flow diagram of the proposed coordination scheme.

3.4. Unified collaboration framework

Following the results proposed in Section 3.1-3.3, an algorithm 
processing procedure diagram is given in Fig. 4.

The proposed cooperation framework for networked UAVs has 
the potential to be extended and applied to some more com-
plex tasks. Note that more powerful and state-of-the-art swarm 
intelligence algorithms can also be integrated with the proposed 
framework to guarantee safe navigation in extreme environments. 
In that scenario, based on task characteristics, the low-level algo-
rithms implemented in the UAVs may be different, but the pro-
posed framework used as a high-level coordination strategy will 
remain the same.

4. Simulation case study: a forest fire monitoring mission

In this section, a simulated forest fire monitoring mission is 
provided to verify the effectiveness of the proposed fault-tolerant 
cooperative guidance strategy.

A forest fire detection and monitoring mission was configured 
using a swarm of six UAVs. Different types of empirical models 
have been proposed to describe the spatial behavior of fire. In the 
simulation, the spiral model proposed in [40] was adopted:⎧⎨
⎩

ṗ0(t) =v0(t)

v̇0(t) =
[−2a sin (t)−at cos (t)

2b cos (t)−bt sin (t)

]
where the parameters a = 0.1 and b = 0.2 reflect the fire spread 
rates. Furthermore, the following unknown disturbances were 
added to the dynamics of the UAVs

di(t) = (−1)i
[

8 sin (2t)
0.1t cos (2t)

]
.
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Fig. 5. Communication topology among the UAVs. (a) Before 50 s, and (b) after 50 s.

Fig. 6. Position trajectories of the UAVs in the 3D space forming a dynamic circu-
lar formation around the moving fire spot. (For interpretation of the colors in the 
figure(s), the reader is referred to the web version of this article.)

At the beginning of the mission, all the UAVs were connected by 
a sparse communication network as shown in Fig. 5(a). Based on 
the proposed fire detection algorithm and the coordination strat-
egy, the UAV swarm was expected to form a dynamic hexagon 
formation around the moving fire spot. However, at t = 50 s, UAV 6 
experienced a hardware fault and hence left the collaborative UAV 
swarm to land safely. At the same time, it terminated its communi-
cation with the other UAVs. The updated communication topology 
is illustrated in Fig. 5(b). Due to the unexpected fault, the remain-
ing UAVs began a task reallocation and formation reconfiguration 
operation using the decentralized Hungarian algorithm and quickly 
attained a new pentagon formation around the fire. The trajectories 
of the UAVs are shown in Fig. 6, where the positions of the UAVs 
are represented by different blue symbols respectively. At t = 50 s, 
one of the UAVs stopped functioning due to a sudden fault, which 
is marked by the black diamond symbol. The formation tracking 
error of each UAV is provided in Fig. 7(a), where some additional 
tracking errors can be observed at t = 50 s due to formation re-
construction. It can be observed that the formation tracking error 
can be quickly eliminated in the presence of actuator faults, the 
uncertain movement of the fire and loss of a team member.

To indicate the superior robust performance of the proposed 
scheme under unknown disturbances, the same mission was per-
formed using the coordinated protocol proposed in [41] for com-
parison. The corresponding formation tracking error is illustrated 
in Fig. 7(b), from which it can be seen that the tracking error di-
verges due to the effect of the injected unknown disturbances and 
the target’s uncertain movement. From all these figures, it can be 
concluded that the fire detection and monitoring mission can be 
effectively accomplished under the proposed fault-tolerant cooper-
ative guidance strategy.
8

Fig. 7. Time variation of the formation tracking error. (a) Approach in the current 
paper. (b) Approach in [41].

5. Experimental results

5.1. Experimental setup

The proposed cooperative circumnavigation algorithm was val-
idated using three Parrot Bebop drones, as shown in Fig. 8(a). 
All the drones used the Robot Operating System (ROS), communi-
cating through the WiFi network, with the laptop serving as the 
ROS master. Bebop autonomy was used as the firmware driver 
and it used GPS, an Inertial Measurement Unit (IMU), a sonar 
sensor and an optical flow camera to estimate the attitude and 
speed of the UAV, as shown in Fig. 8(b) and Fig. 8(c). The ROS 
driver integrated the visual-inertial velocity estimates, reported 
by Bebop’s firmware driver, to calculate the odometery that con-
tains both position and velocity information. The laptop was set 
as the ROS master and each drone was configured as the ROS 
client. Each drone updated its odometery, speed and yaw angle 
at a specified frequency (i.e., 2 Hz). The ROS master subscribed 
these topics and calculated the speed and yaw angle command for 
each drone. These commands were published through ROS driver 
and each drone subscribed its corresponding command and exe-
cuted them. The video of the experiments can be found at https://
www.youtube .com /watch ?v =6fnPfqqVOvs.

5.2. Experiment 1: Outdoor flight tests with switching network topology

In this section, a simplified circular formation tracking experi-
ment was conducted to verify the feasibility of the proposed robust 
navigation strategy in a real-world environment.

https://www.youtube.com/watch?v=6fnPfqqVOvs
https://www.youtube.com/watch?v=6fnPfqqVOvs
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Fig. 8. (a) Multi-drone formation experimental platform. (b) IMU and GPS sensors. (c) Sonar and Optical flow camera.

Fig. 9. Switching interaction topologies, where the virtual target is labeled as ‘0’.

Fig. 10. Snapshots at different time instants during the outdoor flight tests.

Fig. 11. Velocities of the UAVs along the X-axis and the Y-axis.

Fig. 12. (a) 2D trajectories of three drones. (b) Time variation of the formation track-
ing error of three Parrot Bebop drones.

The drones were controlled to fly around the center (0, 0) and 
the flight radius was set as R = 5 m. The interaction topology 
among the three UAVs is shown in Fig. 9(a)-(c), where the commu-
nication topology is switched every 50 s in sequence. The progress 
during the hardware experiment on cooperative navigation is illus-
trated using several real-time snapshots shown in Fig. 10. The ve-
locities vxi and v yi of the three drones, as recorded during t = 250
s of flight, are represented by green, blue and red lines in Fig. 11. 
Since the desired formation is time-varying, some periodic motions 
can be observed in the velocity responses. The 2D trajectories are 
9
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Fig. 13. (a) The environment of the experiment in the presence of an obstacle (b) 
2D trajectories of three drones with collision avoidance.

Fig. 14. Experiment 3 shows that a triangular formation is first attained by three 
drones, which is then switched to a line formation after a sudden loss of one drone.

shown in Fig. 12(a). The time variation of the formation tracking 
error is shown in Fig. 12(b). From all these figures, it can be con-
cluded that the formation tracking mission is accomplished by the 
networked drones using the proposed cooperative navigation strat-
egy in the presence of disturbances such as wind perturbation and 
actuator noises.

5.3. Experiment 2: Robustness with obstacle avoidance

To test the performance of the proposed collaboration scheme 
in the presence of potential obstacles, another experiment has 
been conducted. Similar to the setup of the Experiment 1, we used 
three drones to form a time-varying circular formation around a 
static target. As shown in Fig. 13(a), an obstacle was added to the 
environment. Since each drone was not equipped with advanced 
sensors to detect such obstacles, the position and the size of the 
obstacle were known in prior in the controller design. Because 
the control law relies only on the local information, the present 
experimental setup is suitable for validating the feasibility of the 
proposed collision avoidance scheme. The trajectories of the drones 
10
Fig. 15. Position trajectories of the drones during the formation tracking mission in 
Experiment 3. (a) Before the sudden fault. (b) After the sudden fault.

in the mission is shown in Fig. 13(b). Compare Fig. 13(b) with 
Fig. 12(a), it can be easily seen that all the drones have successfully 
avoided the potential collisions while reaching the desired destina-
tion.

5.4. Experiment 3: Fault-tolerance with loss of member

This experiment was performed with three drones to test the 
fault-tolerance of the proposed cooperative navigation scheme to 
a sudden loss of drones. The experiment started with the goal of 
achieving a triangular formation by the drones with respect to the 
given virtual target. Fig. 14(a) shows that the desired triangular 
formation was attained by those three drones surrounding the vir-
tual target. Fig. 14(b) illustrates a situation when one of the drones 
(marked by the black circle) stopped functioning due to a sudden 
fault and the remaining two drones were able to tackle the situa-
tion and attained a new line formation with respect to the given 
target. Fig. 15(a) and Fig. 15(b) complement the results depicted 
in Fig. 14(a) and Fig. 14(b) by showing the spatial variation of the 
position trajectories of the drones during the experiment.

5.5. Experiment 4: Formation tracking with a moving target

This experiment was carried out using a group of three drones 
to test the formation trajectory tracking with a moving tar-
get. Fig. 16(a)–(c) presents the hardware experimental results on 
achieving the formation surrounding a time-varying virtual tar-
get (marked by the red star). The initial and final positions of the 
drones at each time instant are represented by diamond and cir-
cle symbols, respectively. The trajectories of the drones during the 
mission are shown by dotted lines. From all these figures, it can 
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Fig. 16. Progress of the formation tracking mission being achieved by a team of three networked drones with a virtual moving target during Experiment 4. (a) t = 25 s. (b) 
t = 100 s. (c) t = 180 s.
be concluded that the proposed cooperative navigation scheme is 
effective while tracking a moving target.

6. Conclusions

In this paper, a cooperative navigation strategy was proposed 
for networked unmanned aerial vehicles (UAVs). Firstly, a novel 
adaptive circular formation control protocol was developed for UAV 
swarms, which considered the effect of unknown disturbances. A 
novel task reassignment algorithm and a formation reconfiguration 
method were also designed to handle actuator faults that occurred 
in one or more UAVs during the mission. Finally, a geometry based 
collision avoidance algorithm was proposed for each UAV to avoid 
potential collision risks, using onboard sensory information. A for-
est fire monitoring simulation case study was conducted to indi-
cate one of the potential applications of the proposed navigation 
strategy. Finally, an outdoor flight experiment and several indoor 
flight experiments were conducted to validate the effectiveness 
and feasibility of the proposed navigation strategy.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to 
influence the work reported in this paper.
11
Acknowledgements

This work was supported in part by the EU Horizon 2020 
RoboRoyale project [grant number 964492], in part by the UK En-
gineering and Physical Sciences Research Council [grant numbers 
EP/R026084/1, EP/P01366X/1 and EP/S03286X/1], and in part by 
the Royal Academy of Engineering [grant number CiET1819_13].

References

[1] D. Li, K. Cao, L. Kong, H. Yu, Fully distributed cooperative circumnavigation 
of networked unmanned aerial vehicles, IEEE/ASME Trans. Mechatron. 26 (2) 
(2021) 709–718.

[2] Z. Zhen, Y. Chen, L. Wen, B. Han, An intelligent cooperative mission planning 
scheme of UAV swarm in uncertain dynamic environment, Aerosp. Sci. Technol. 
100 (2020) 105826.

[3] Z. Zhen, D. Xing, C. Gao, Cooperative search-attack mission planning for multi-
UAV based on intelligent self-organized algorithm, Aerosp. Sci. Technol. 76 
(2018) 402–411.

[4] J. Yu, X. Dong, Q. Li, Z. Ren, Distributed cooperative encirclement hunting guid-
ance for multiple flight vehicles system, Aerosp. Sci. Technol. 95 (2019) 105475.

[5] J. Hu, P. Bhowmick, I. Jang, F. Arvin, A. Lanzon, A decentralized cluster forma-
tion containment framework for multirobot systems, IEEE Trans. Robot. 37 (6) 
(2021) 1936–1955.

[6] Y. Liu, F. Zhang, P. Huang, X. Zhang, Analysis, planning and control for coop-
erative transportation of tethered multi-rotor UAVs, Aerosp. Sci. Technol. 113 
(2021) 106673.

http://refhub.elsevier.com/S1270-9638(22)00168-7/bib08A937731460A9316561FDCB08DFD3B2s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib08A937731460A9316561FDCB08DFD3B2s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib08A937731460A9316561FDCB08DFD3B2s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bibAE3F923F615ED8E2FCE6CA337B2B215As1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bibAE3F923F615ED8E2FCE6CA337B2B215As1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bibAE3F923F615ED8E2FCE6CA337B2B215As1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib50721071EE275ACEE85AC3D4C3AF0349s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib50721071EE275ACEE85AC3D4C3AF0349s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib50721071EE275ACEE85AC3D4C3AF0349s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib06BE35C714300BEB9798933922B7C5F5s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib06BE35C714300BEB9798933922B7C5F5s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib930CE830B481E4E62B4A62C919309F85s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib930CE830B481E4E62B4A62C919309F85s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bib930CE830B481E4E62B4A62C919309F85s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bibEB5942E56EA3C649E1A0E250BCC40EC6s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bibEB5942E56EA3C649E1A0E250BCC40EC6s1
http://refhub.elsevier.com/S1270-9638(22)00168-7/bibEB5942E56EA3C649E1A0E250BCC40EC6s1


J. Hu, H. Niu, J. Carrasco et al. Aerospace Science and Technology 123 (2022) 107494
[7] Z. Terze, V. Pandža, M. Kasalo, D. Zlatar, Discrete mechanics and optimal con-
trol optimization of flapping wing dynamics for mars exploration, Aerosp. Sci. 
Technol. 106 (2020) 106131.

[8] Y. Liu, H. Liu, Y. Tian, C. Sun, Reinforcement learning based two-level control 
framework of UAV swarm for cooperative persistent surveillance in an un-
known urban area, Aerosp. Sci. Technol. 98 (2020) 105671.

[9] J. Chen, C. Du, Y. Zhang, P. Han, W. Wei, A clustering-based coverage path plan-
ning method for autonomous heterogeneous UAVs, IEEE Trans. Intell. Transp. 
Syst. (2021) 1–11.

[10] K.A. Ghamry, Y. Zhang, Fault-tolerant cooperative control of multiple UAVs for 
forest fire detection and tracking mission, in: 2016 3rd Conference on Control 
and Fault-Tolerant Systems (SysTol), IEEE, 2016, pp. 133–138.

[11] D.W. Casbeer, D.B. Kingston, R.W. Beard, T.W. McLain, Cooperative forest fire 
surveillance using a team of small unmanned air vehicles, Int. J. Syst. Sci. 37 (6) 
(2006) 351–360.

[12] Z. Lin, H.H. Liu, M. Wotton, Kalman filter-based large-scale wildfire monitoring 
with a system of uavs, IEEE Trans. Ind. Electron. 66 (1) (2019) 606–615.

[13] J. Li, Y. Xiong, J. She, M. Wu, A path planning method for sweep coverage with 
multiple uavs, IEEE Int. Things J. 7 (9) (2020) 8967–8978.

[14] H.X. Pham, H.M. La, D. Feil-Seifer, M.C. Deans, A distributed control framework 
of multiple unmanned aerial vehicles for dynamic wildfire tracking, IEEE Trans. 
Syst. Man Cybern. Syst. 50 (4) (2020) 1537–1548.

[15] H. Liu, X. Li, M. Fan, G. Wu, W. Pedrycz, P.N. Suganthan, An autonomous path 
planning method for unmanned aerial vehicle based on a tangent intersection 
and target guidance strategy, IEEE Trans. Intell. Transp. Syst. (2020) 1–13, in 
press.

[16] R. Hartley, B. Kamgar-Parsi, C. Narber, Using roads for autonomous air vehicle 
guidance, IEEE Trans. Intell. Transp. Syst. 19 (12) (2018) 3840–3849.

[17] X. Wang, W. Wang, Extended signal-correction observer and application to air-
craft navigation, IEEE Trans. Ind. Electron. 67 (4) (2019) 3149–3156.

[18] J. Hu, H. Niu, J. Carrasco, B. Lennox, F. Arvin, Voronoi-based multi-robot au-
tonomous exploration in unknown environments via deep reinforcement learn-
ing, IEEE Trans. Veh. Technol. 69 (12) (2020) 14413–14423.

[19] J. Hu, A.E. Turgut, B. Lennox, F. Arvin, Robust formation coordination of robot 
swarms with nonlinear dynamics and unknown disturbances: design and ex-
periments, IEEE Trans. Circuits Syst. II, Express Briefs 69 (1) (2022) 114–118.

[20] B. Zhu, A.H.B. Zaini, L. Xie, Distributed guidance for interception by using mul-
tiple rotary-wing unmanned aerial vehicles, IEEE Trans. Ind. Electron. 64 (7) 
(2017) 5648–5656.

[21] J. Hu, P. Bhowmick, A. Lanzon, Group coordinated control of networked mo-
bile robots with applications to object transportation, IEEE Trans. Veh. Technol. 
70 (8) (2021) 8269–8274.

[22] S. Li, X. Fang, A modified adaptive formation of UAV swarm by pigeon flock 
behavior within local visual field, Aerosp. Sci. Technol. 114 (2021) 106736.

[23] T. Yang, Z. Jiang, R. Sun, N. Cheng, H. Feng, Maritime search and rescue based 
on group mobile computing for unmanned aerial vehicles and unmanned sur-
face vehicles, IEEE Trans. Ind. Inform. 16 (12) (2020) 7700–7708.
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