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ABSTRACT

We present a comparison of between two polychromatic x-ray imaging techniques used to characterize materials: dual energy (DE) attenua-
tion and phase-attenuation (PA), the latter being implemented via a scanning-based Edge Illumination system. The system-independent
method to extract electron density and effective atomic number developed by Azevedo et al. IEEE Trans. Nucl. Sci. 63, 341 (2016)—SIRZ—is
employed for the analysis of planar images, with the same methodology being used for both approaches. We show PA to be more reliable at
low energy x-ray spectra (40 kVp), where conventional DE breaks down due to insufficient separation of the energies used in measurements,
and to produce results comparable with “standard” DE implemented at high energy (120 kVp), therefore, offering a valuable alternative in
applications where the use of high x-ray energy is impractical.

VC 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0085506

With color x-ray imaging becoming increasingly popular thanks,
in part, to a more widespread use of energy-discriminating detectors, a
variety of methods have been proposed to enable material characteri-
zation (MC). This can be achieved via a general parameter space
defined by physical quantities, such as Z effective (Zeff) and electron
density (qe),

1–5 or by projecting measurements into specific material
basis, such as bone and soft tissue.6 In particular, DE is used exten-
sively in security inspections,7 medicine,8 and some areas of material
sciences.9 In a polychromatic setting, DE requires a sufficiently broad
spectrum in order to function reliably, as a significant contribution
from the Compton effect is required to make low- and high-energy
channels sufficiently independent.10

X-ray phase contrast imaging (XPCi) translates changes in the
x-ray phase into detectable intensity differences. By considering the com-
plex refractive index: n ¼ 1� dðEÞ þ ibðEÞ, the real decrement from
unity, d, determines the overall phase shift U ¼ k

Ð
dðx; y; z;EÞdz, and

ib governs transmission T ¼ exp ð�2k
Ð

bðx; y; z;EÞdzÞ, with k being
the photon wavenumber and integration being over the photon’s path
through the sample. d is proportional to electron density and is typically
larger than b, meaning that small, weakly absorbing or thin samples are
more visible in XPCi conditions than in conventional attenuation-based
imaging. XPCi systems, such as Edge Illumination (EI) and Grating

Interferometry (GI), have seen growing interest over the last few years,
with much effort being made to translate these techniques into practical
laboratory systems.11

Qi et al. showed that d and b could be used in a manner equiva-
lent to dual energy decomposition.12 Contillo and Taibi developed this
further by choosing a two-material basis into which (in their case, sim-
ulated) data were projected;13 Braig et al. then provided experimental
validation through CT data acquired with GI implemented on a com-
pact synchrotron.14 Subsequently, Mechlem et al. used simulated GI
data to show that the simultaneous use of DE and PA holds promise
for chest imaging,6 and Schaff et al. used propagation-based XPCI to
demonstrate that combining the phase retrieval and MC processes in a
single step leads to significantly improved results.15

The present work directly compares laboratory-based PA and
DE based MC with a single system. In particular, we show experimen-
tally that PA MC outperforms DE MC at low spectral energies, where
the latter breaks down due to the insufficient contribution from
Compton scattering. We also present “gold-standard” DE measure-
ments at 120 kVp and show that PA’s MC capabilities at lower spectral
energy are comparable to these. This has applications in areas where
MC capabilities would be desirable, but the use of high-energy x rays
is impossible or simply inconvenient.
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Linear attenuation coefficient images are first obtained from
transmission images via

lðEÞ ¼ �log ðTðEÞÞ=t; (1)

where t is the thickness of the sample. For MC, we begin with the
Alvarez and Macovski decomposition of lðEÞ into photoelectric and
Compton components,1 assuming that measurements are far from
absorption edges

lðEÞ ¼ ðE�3Þap þ fKNðEÞac; (2)

where ap and ac correspond to photoelectric and Compton contribu-
tions to attenuation, respectively, and fKNðEÞ is the Klein–Nishina for-
mula.16 In DE, lðEÞ is decomposed into ap and ac by matrix division
of Eq. (2), making use of multiple energy measurements of the trans-
mission T(E) and Eq. (1). ac is directly proportional to the electron
density1 and, hence, to U

qe ¼ K1ac; (3a)

qe ¼ K2U: (3b)

K1 and K2 are coefficients that can be determined via calibration with
reference materials. The theoretical expressions linking qe to standard
volumetric density (q) and d17,18 are

qe ¼
XN
i¼1

Zi

Ri
q; (4a)

qe ¼
k2dðEÞ
2preAn

; (4b)

where Zi is the atomic number of the ith element in the material, Ri is
the areal electron density, re is the classical electron radius, and An is
Avagadro’s number. For both DE and PA methods, the electron den-
sity of a given material may, thus, be calculated as long as the sample
thickness is known.

The effective atomic number, Ze, is a non-integer atomic number
whose elemental x-ray cross section matches that of a given material.17

Theoretical values are calculated for reference materials, and experi-
mental data can then be used to determine the unknown coefficients g
and v in the model

Ze ¼ g
ap
ac

� �1=v

: (5)

As stated above in the case of DE, ap and ac are determined by matrix
division of Eq. (2), and the values are then used in Eq. (5) for MC. In
PA, Eqs. (4b) and (5) are combined such that Ze may be calculated in
a single step

Ze ¼ gE3=v C
lðEÞ
UðEÞ

� �
� fKNðEÞ

� �1=v
; (6)

where C ¼ K1=K2 is a constant. Note that the thickness t does not
need to be known in order to calculate Ze, as the ratio of different con-
trast channels is used in this calculation. In order to calculate the theo-
retical values of Ze and qe, it is necessary to know both the spectrum
employed, and the characteristics of the materials used for calibration,
i.e., their attenuation cross sections and refractive indices. The latter
were obtained via the Xraylib software,19 while the spectra for each

kVp setting were generated using TASMICS20 and corrected for the
energy-dependent attenuation of the CdTe sensor layer used in the
detector.

XPCi and attenuation measurements were taken using the labo-
ratory x-ray system schematized in Fig. 1; the samples scanned are
listed in Table I. A COMET MXR-160HP/11 x-ray source (Comet,
W€unnewil-Flamatt, Switzerland) was used, and its effective focal
spot reduced to 70lm by means of an absorbing slit. Downstream, an
Edge Illumination (EI) sample mask, M1, with period pM1 ¼ 75lm,

FIG. 1. (a) Moir�e based scanning implementation of edge illumination. The pro-
jected pitch of M1 is slightly larger than that of M2, creating a Moir�e fringe at the
detector as shown in (b). Samples arranged on the sample stage—shown in (c)—
are scanned across the field of view, with each pixel having a different sensitivity to
changes in phase. From left to right, the samples are silicon, carbon, aluminum,
sapphire, acetone, propan-2-ol, water, honey, olive oil, and hand gel.
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aperture sizes of 20.8lm, and septa thicknesses of 300lm split the
beam into an array of beamlets. A detector mask M2 with the same
septa thickness, period pM2 ¼ 98lm and aperture sizes of 28lm, is
placed immediately before the detector, blocking the edges of the
100lm pixel edges. The detector is a dual energy, single photon count-
ing CdTe-CMOS (XCounter) with 2048 vertical and 128 horizontal
pixels.

M1 and M2 make the system sensitive to changes in the phase.
Object-induced refraction, which is proportional to the first derivative
of the phase, translates into a lateral shift of the beamlets at the detec-
tor. As a result, a different fraction of each beamlet is captured by the
apertures in M2, and an increased or reduced intensity is measured. In
the setup used for this experiment, the projected pitch of M1 was
slightly greater than that of M2, resulting in a Moir�e pattern across the
detector, i.e., in each pixel column being illuminated to a slightly dif-
ferent degree. This is similar to the “asymmetric mask” implementa-
tion of EI21 and to other fringe-based XPCi systems.22 A sample is
continuously scanned across the field of view immediately down-
stream of M1, with the detector acquiring images at regular intervals.
The scan speed is set such that integer multiples or fractional periods
of M1 are traversed during the acquisition of a single frame. The com-
bination of images of the sample from each detector column allows for
the application of phase retrieval algorithms: one period of the Moir�e
fringe is fitted to a normalized Gaussian plus offset for each row of the
detector

fitða; b; c; d; xÞ ¼ a exp
�ðx � bÞ2

2c

� �� ffiffiffiffiffiffiffi
2pc
p

þ d; (7)

where c and d are required to be greater than zero and x is a vector
whose limits are, by definition, 6pM1=2, and contains the same num-
ber of elements as pixels used in the fit.

For each fitted row, frames containing the sample projected over
the fringe are processed using a perturbation of Eq. (7) according to a
minimization algorithm, i.e.,

vðt; r; sÞ ¼ argmin fitða t; b� r z2; cþ s z22 ; d t; xÞ � data
� 	

; (8)

where t is the object transmission, r is the refraction angle, and s is the
ultra-small-angle-scattering distribution width in lRad2. Transmission
can be assumed to be the same for both Gaussian and offset because the
masks are almost fully opaque for the x-ray spectra used here; hence,
the offset intensity is due primarily to the finite source size.

The XCounter’s low energy threshold (used to cut the noise) was
set at 18.5 keV, and the middle threshold adjusted set such that the
counts at the Moir�e fringe peak were distributed approximately
equally between low and high energy bins. For the PA measurements,
samples placed immediately behind M1 were scanned continuously at
a speed of one eighth of pM1 per second, with frames acquired every
second. Scans were repeated at 40 and 60 kVp tube voltages, and only
the total energy bin was used in the analyses.

For the DE measurements, the samples were moved as close as
possible to the detector in order to minimize phase effects. M1 was
removed, but M2 was kept in place to ensure DE and PA were
acquired at comparable resolutions (apart from the magnification fac-
tor); the scanning speed was also adjusted to compensate for the
removal of M1. Voltages of 40, 60, and 120 kVp were used, with the
data from the 60 kVp scans being made available in the supplementary
material. The 128 horizontal detector pixels impose an upper limit of
128 images per scan. In practice, not all columns were used due to
malfunctioning pixels or low flux near the detector edges.23 In the DE
case, images from individual columns are registered and combined in
a weighted sum, with weights wi ¼

ffiffiffiffiffi
Ni
p

, where Ni is the number of
background counts in each column. The final image is normalized to
the background area; then, the samples are segmented and a line pro-
file is extracted for each by averaging up to four pixel rows, with the
exact number depending on the inclination of the sample with respect
to the vertical. The linear attenuation coefficient, lðEÞ, is obtained as
per Eq. (1) for both the high and low energy bins. Average values of
lðElowÞ and lðEhighÞ are extracted from the central area of the sample,
where the signal is most stable.

In the PA setting, pixel columns within the central Moir�e fringe
are registered and processed using Eq. (7). The retrieved attenuation
channel is processed in the same manner as described above to obtain
values of lðEÞ. The refraction channel is directly proportional to the
differential phase and must be integrated along the scanning direction
to obtain the phase shift. The typical stripe artifacts associated with
direct integration of refraction images were avoided by using the
Fourier-space regularization algorithm developed by Massimi et al.24

Images are then averaged to produce profiles, an example of which is
shown in Fig. 2.

Also in this case, the thickness functions of each sample were
used to obtain thickness-independent measurements of the phase shift,
with an average value recorded from the central region where the sig-
nal was most stable.

Calibration materials were pre-selected as being silicon, alumi-
num, sapphire, water, acetone, and propan-2-ol, as these have known
chemical compositions and densities. Sapphire was excluded when
processing the low energy DE data as its small size and large refraction
at these energies made it difficult to extract a reliable signal. Carbon
was not included as a calibration material in any data set due to its
high porosity and, hence, scattering signal, which made absorption
measurements less reliable compared to the other, non-scattering
materials. Signals for all liquids were adjusted by division (attenuation)
and subtraction (phase) of the equivalent vial profiles.

TABLE I. Details of the (cylindrical) scanned samples. The shaded rows indicate
that samples were obtained from Goodfellow Cambridge Ltd to ensure high purity for
calibration.

Sample material Radius/mm
Electron density/

moles cm�3

Silicon 1 1.16
Aluminum 0.75 1.3
Carbon 0.25 1.13
Sapphire (Al2O3) 0.0625 1.95
Olive oil 5.53 NA
Acetone (C3H6O) 5.53 0.43
Propan-2-ol (C3H8O) 5.53 0.44
Honey 5.53 NA
Hand gel (water-alcohol mix) 5.53 NA
Water 5.53 0.55
Glass vial 6.37 (outer);

5.53 (inner)
NA
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The forward model requires the average energy of attenuation
measurements. Due to the vials’ hardening of the x-ray beam, liquids
were effectively being measured with a slightly higher energy x-ray
spectrum than was used for the imaging of rods. To account for this,
the measured lðEÞ values of the calibration materials in-air and in-
vials were used to look up appropriate values of E using Xraylib; the
average energies, thus, obtained from the materials were then used in
the analyses. In PA, the situation becomes more complicated due to
the different effective energies associated with transmission and refrac-
tion measurements.25 In EI, the effective energy of refraction measure-
ments is greater than that of transmission in polychromatic settings.
This means that the measured UðEÞ in Eq. (6) is associated with a
greater energy than lðEÞ, i.e., that phase signals will be underestimated
by some material and spectra-specific amount, and this underestima-
tion will increase with energy. However, we can use the inferred
energies from attenuation coefficients in our model and calculate the
error that this produces in our phase measurements to show that it is
negligible—see the supplementary material. The resulting energies
used across the various settings are shown in Fig. 3.

The results of the material characterization algorithm for each
method and kVp setting are shown in Fig. 4. In order to assess the per-
formance of both methods, each of the high-purity materials’ coordi-
nates are linked to their theoretical values, calculated from simulated
measurements which have been processed with same characterization
algorithms as the experimental results.

The 40 kVp PA measurements show a good degree of material
separation, with the hand gel (alcohol/water mixture) falling between
water and the alcohols. Honey has a higher density than water and
contains various sugar compounds: It falling between the water and
carbon experimental measurements (in both methods) is also

FIG. 2. Data normalization approach.
Attenuation (a) and phase (b) images of
acetone in a vial, with corresponding pro-
files before and after normalization by the
vial profile in (c) and (d), respectively.
Transmission normalization is achieved by
dividing a profile taken from the liquid
region by one from the vial-only region;
the same applies to phase but uses sub-
traction rather than division. Normalization
allows sample properties to be recovered
independently from the container.

FIG. 3. Values of E used in the processing of data for both the DE method (a) and
the PA method (b).
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reasonable. That the experimental DE coordinate of honey is lower
than the theoretical coordinate of water in the 40 kVp case is evidence
of the DE method’s unsuitability with lower average spectral energies.
Olive oil is less dense that water but contains many hydrocarbon

molecules similar to honey; both methods place it with a similar qe

and lower Ze value than water. For the higher Ze materials, the DE
approach confuses aluminum and silicon, which appears to have a det-
rimental effect on the overall calibration, while the PA decomposition
correctly places them close to the theoretical values. As said, sapphire
was necessarily excluded from the low energy DE analysis, but PA suc-
ceeded in placing the material next to its theoretical coordinate. In
order to have a quantitative quality metric, we have tabulated the aver-
age distance from experimental to theoretical coordinates by employ-
ing the simple formula

dZe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RðZe;experiment � Ze;theoryÞ2

q
; (9a)

dqe
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rðqe;experiment � qe;theoryÞ2

q
; (9b)

and the results are shown in Table II.
The gold standard DE measurement, which makes use of wide

ranging low and high energy bins, no longer confuses aluminum and
silicon, though it does place the sapphire coordinate much closer to
aluminum than any of the PA measurements. The lower Ze materials
are in this case also found to be in much better agreement with theory
when compared with DE at 40 kVp. Carbon continues to be an outlier
due to its high porosity causing a non-negligible amount of coherent
scattering. The vial is a common borosilicate compound vial, whose
SiO2 content is expected to be roughly 75% of the total compound,26

with the exact composition being unknown. The PA approach consis-
tently places the vial close to the silicon coordinate, with slightly lower
Ze and qe positions, while the DE method yields a less stable electron
density coordinate and a notably lower Ze value. We have compared
the performance of material characterization (MC) via experimental
x-ray measurements using both phase-attenuation (PA) and dual-
energy (DE) decomposition methods for a variety of x-ray spectra.
While computed tomography measurements are normally used in
such characterization experiments, we used planar-only images to
extract sample-specific measurements from an energy discriminating
detector that separated photons into “low” and “high” energy bins.
This lends itself to applications where objects have to be examined in a
planar fashion, e.g., while on a conveyor belt, such as in security and
some industrial inspection applications. The PA method shows greater
accuracy and precision, particularly for the higher Z e materials, at
lower energies, and compares favorably with the gold standard DE
measurements acquired at a 120 kVp tube Voltage. A highly scattering
carbon sample was inaccurately placed by both techniques for all ener-
gies considered, however, EI and other XPCi techniques that can
quantify such scattering signals may be able to overcome this limita-
tion in the future. In summary, we demonstrate that a PA implemen-
tation of this MC technique can overcome the known limitations

FIG. 4. Experimental results of the material characterization. Materials used to deter-
mine theoretical “target values,” and by extension the calibration coefficients, are blue;
the experimental counterparts are red. Where sample compositions are known, dashed
lines join the theoretical values with experimental results. (a) shows the PA results for
40 kVp; (b) and (c) show the results for the DE approach using 40 and 120 kVp,
respectively. Error bars correspond to the standard deviation of individual pixel values
within a sample, as processed by the algorithm, relative to the mean result.

TABLE II. Average “distance” between projected experimental materials and the the-
oretical counterparts.

Setting dZe dqe
/moles cm�3

40 kVp PA 0.96 0.2 0.1276 0.002
40 kVp DE 2.56 0.9 0.396 0.04
120 kVp DE 1.76 0.7 0.66 0.1
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encountered by DE at low spectral energies and can, therefore, be used
as a valuable replacement where the use of low-energy x rays is prefer-
able or necessary. A low-energy implementation of a reliable MC
method allows reducing shielding requirements and, therefore, realiz-
ing cheaper and lighter scanners for security applications, such as the
identification of liquids and the scanning of small postal packages, as
well as for, e.g., the imaging of biomedical samples or low-Z industrial
components.

See the supplementary material that contains additional experi-
mental results comparing PA and DE using a 60 kVp beam and an
analysis of the error caused by effective energies for phase and attenua-
tion measurements being different.
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