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sinogram completion and in‑scan 
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In x-ray computed tomography (CT), the achievable image resolution is typically limited by several 
pre-fixed characteristics of the x-ray source and detector. Structuring the x-ray beam using a mask 
with alternating opaque and transmitting septa can overcome this limit. However, the use of a mask 
imposes an undersampling problem: to obtain complete datasets, significant lateral sample stepping 
is needed in addition to the sample rotation, resulting in high x-ray doses and long acquisition 
times. Cycloidal CT, an alternative scanning scheme by which the sample is rotated and translated 
simultaneously, can provide high aperture-driven resolution without sample stepping, resulting 
in a lower radiation dose and faster scans. However, cycloidal sinograms are incomplete and must 
be restored before tomographic images can be computed. In this work, we demonstrate that high-
quality images can be reconstructed by applying the recently proposed Mixed Scale Dense (MS-D) 
convolutional neural network (CNN) to this task. We also propose a novel training approach by which 
training data are acquired as part of each scan, thus removing the need for large sets of pre-existing 
reference data, the acquisition of which is often not practicable or possible. We present results for both 
simulated datasets and real-world data, showing that the combination of cycloidal CT and machine 
learning-based data recovery can lead to accurate high-resolution images at a limited dose.

X-ray computed tomography (CT) has been an essential diagnostic device in medicine for decades, but more 
recently it has also emerged as a key tool for the non-destructive characterization of samples in biomedical 
research and other disciplines1. The breadth of the application space of CT stems in part from the ability to access 
spatial resolutions ranging from the mm down to the nm scale2. However, resolution is typically a pre-fixed 
property of a CT scanner, which depends on the characteristics of the x-ray source (namely the focal spot size) 
and of the x-ray detector (namely its point spread function, PSF)3. For example, most micro-CT machines allow 
changing the magnification (specifically, the position of the sample between source and detector), but there is a 
specific sample position (i.e. magnification value) that maximises resolution. This means resolution cannot always 
be adjusted to the needs of the sample without switching to specialised, high-resolution scanners. Moreover, 
increasing the resolution typically leads to longer scan times and to a higher dose of radiation being delivered 
to the sample, at least if no loss in the signal-to-noise ratio (SNR) is to be suffered3, which is problematic when 
scanning dose-sensitive samples or performing in vivo studies. As such, a key challenge in computed tomography 
is to obtain accurate high-resolution images using low-dose acquisition protocols.

Recently, cycloidal CT4 was proposed as a path towards solving this challenge. In cycloidal CT, the sample is 
illuminated by an array of x-ray beamlets generated by a mask, and translated within the in-slice plane simultane-
ously with being rotated; if the translation is unidirectional, each point in the sample follows a cycloidal trajectory 
(hence the name). Provided that the beamlets are sufficiently narrow and well separated, spatial frequencies that 
would otherwise be lost due to blurring by an extended source focal spot and/or detector point spread function 
(PSF) can now contribute to the image5. On the other hand, the scanner layout creates an undersampling prob-
lem, as sample areas located in between beamlets are not inspected. As a result, sinograms are highly incomplete, 
making the recovery of the missing entries an important step in the image reconstruction pipeline. It has been 
shown that interpolating incomplete cycloidal sinograms with bicubic splines, followed by filtered back projec-
tion (FBP) tomographic reconstruction, can lead to images similar in resolution to those reconstructed from 
complete sinograms, at a lower radiation dose4.
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As such, cycloidal CT may be considered part of a larger class of methods whereby CT data are undersampled 
in an effort to save dose. A common approach is to acquire fewer projections than strictly necessary6. Image 
reconstruction is then often based on algebraic methods, where regularisation is applied to compensate for the 
data incompleteness7. Alternatively, the projections themselves can be undersampled by blocking out parts of 
the x-ray beam before it hits the sample; such intra-projection undersampling has been applied in the context of 
compressed sensing8–11. A further common approach for reducing dose is to decrease the exposure per sampled 
data point. Cycloidal CT also makes use of intra-projection undersampling, but it does not rely on compressed 
sensing-type data processing. It does though share similarities with other methods9,12,13 that employ a structured 
x-ray beam and non-standard sampling schemes, but with the unique difference that resolution can be increased 
and, as explained in the “Cycloidal CT” section, x-ray phase contrast accessed at the same time14.

In this paper, we report on applying machine learning to the sinogram completion task in cycloidal CT, with 
the aim of reconstructing high quality images from incomplete (low-dose) data, and demonstrating that bicubic 
interpolation (which was applied previously) can be outperformed. Over recent years, machine learning has 
seen a surge in application in the context of (standard) CT15–27. Convolutional neural networks (CNNs)28–34 have 
been applied as part of the tomographic image reconstruction process18, thereby improving the reconstruction 
quality, or as a post-processing tool to improve the quality of CT images after they have been reconstructed15–17. 
In addition, several papers propose using CNNs to recover missing parts of sinograms before reconstruction in 
low-dose or limited-angle settings19–24. However, most CNNs applicable to CT, especially those aimed at recover-
ing missing information, must be trained on large sets of high-quality reference images (e.g., in the thousands) of 
similar samples to the one under investigation, acquired under similar conditions. In many cases, the acquisition 
of such training data can be either impossible or impractical, because it may be time-consuming or labour inten-
sive, both in experimental and processing time, or the sample may be unique or dose-sensitive. In recent years, 
self-supervised learning, an approach that does not require any additional reference data, has shown promising 
results in tomographic reconstruction26,27. However, these methods are typically only applicable to the denoising 
of reconstructed images and rely on specific mathematical assumptions about the acquired data which makes 
them not directly usable for the sinogram completion task in cycloidal CT.

As an alternative approach, we here propose to acquire training data as part of each scan, by interleaving the 
acquisition of a few complete (“high dose”) projections with the incomplete (“low-dose”) cycloidal ones. This is 
made possible by the flexible nature of cycloidal data acquisition, as explained in the “Methods” section. Such 
an in-scan acquisition of training data has the advantage of not relying on large sets of pre-existing reference 
images, thus being suitable to any sample and, consequently, widely applicable. For efficient practical use of our 
proposed approach, it is important that only a few high-dose projections are required for accurate training, 
resulting in small training sets. Therefore, we propose to employ a Mixed-Scale Dense (MS-D) CNN31, which 
typically requires fewer intermediate images and learned parameters than other popular CNNs28–30 to achieve 
accurate results, making it well-suited for accurately learning from relatively small training sets.

This paper is organised as follows. In the “Background” section, we briefly describe the two main components 
of our approach: cycloidal CT and convolutional neural networks. In the “Methods” section, we introduce our 
proposed approach to data acquisition and training CNNs for cycloidal CT. In the “Simulations” section and 
“Experimental results” section, we demonstrate our approach’s performance on samples with different levels of 
complexity. Using simulated data, the network output is compared to images obtained through other common 
dose reduction strategies, including their processing with other popular CNNs. Experimentally, we show that the 
MS-D network can restore cycloidal sinograms acquired in both attenuation and phase contrast modes. Finally, 
we summarize our approach and give some concluding remarks in the “Discussion and conclusion” section. Our 
paper builds on a brief preliminary publication35 by (a) expanding the range of test samples and experimental 
conditions (now including phase contrast), (b) providing a wider comparison against existing methods, (c) inves-
tigating the amount of training data required and (d) demonstrating our method’s performance on flyscan data.

Background
Cycloidal CT.  The experimental layout of a cycloidal CT scanner4 is shown in Fig. 1a. The x-ray beamlets, 
created by apertures of width w, are typically a few µ m to tens of µ m wide and extend uniformly in the y-direc-
tion. The mask period (p) matches the effective detector pixel size (s) or may be an integer thereof. The sample is 
placed immediately downstream of the mask. Provided that (a) w is smaller than the combined PSF of the pro-
jected source and the detector, scaled to the mask plane, and (b) the beamlets are well-separated, spatial frequen-
cies that would otherwise be lost to the source/detector blur can now contribute to the image. The presence of 
the mask has another advantage: sensitivity to phase contrast can be achieved by adding an array of beam stops 
in front of the detector, in such a way that their edges partly intercept each beamlet. This transforms the scanner 
into an ‘edge illumination’ x-ray phase contrast imaging system14,36, where refraction of the beamlets changes 
the fraction of x-rays detected by each pixel. X-ray phase contrast imaging is known to provide an improved 
contrast-to-noise ratio (CNR) for samples that exhibit weak intrinsic x-ray attenuation, such as soft biological 
tissue, light plastics, or other low atomic number materials37.

On the downside, the use of a mask creates an undersampling problem. Typically, the ratio between w and p is 
in the region of 1:3 to 1:10, meaning that projections are sampled substantially below the Nyquist rate. ‘Dithering’, 
a procedure by which the sample is stepped along the lateral scanner direction (i.e. along x in Fig. 1a) in steps 
of ≤ w for each projection and the acquired frames combined, can provide fully sampled sinograms (Fig. 1b). 
The disadvantage of dithering is that it requires high acquisition doses and long scan times. A solution to both 
disadvantages is provided by cycloidal CT4, translating the sample along the scanner’s x-axis as it rotates. In 
addition, cycloidal CT is compatible with flyscans, as the sample can be “roto-translated” continuously without 
interruption. Cycloidal sampling results in incomplete sinograms that must be restored before CT reconstruction, 
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as only a single frame is acquired per projection rather than multiple ones as during dithering. However, the 
acquired data points correspond to an interlaced sinogram sampling pattern (as shown in Fig. 1c), which eases 
the recovery of high-resolution features.

Convolutional neural networks.  In previous implementations of cycloidal CT, the data recovery step, i.e. 
filling the missing entries in cycloidally sampled sinograms, was performed using bicubic splines interpolation4. 
Here, we propose to use a CNN for this task instead. A CNN can be described as a function y = fφ(x) , which 
takes an input image x, produces an output image y, and is characterized by a set of parameters φ . In many 
popular CNN architectures, the number of parameters can be as large as several million. The purpose of train-
ing CNNs is to find values for the parameters such that the CNN performs the task that is required. A popular 
way of training CNNs is supervised learning, in which we assume that we have access to a training set of n 
representative input images X = {x1, x2, . . . , xn} and corresponding target output images Y = {y1, y2, . . . , yn} . 
Correct values for the CNN parameters can then be found by iteratively minimizing the difference between the 
output images of the CNN and the target output images: φ⋆

= argminφ
∑n

i=1 L(fφ(xi), yi) , where L is a chosen 
loss function that measures the error between two images, e.g. the mean squared error. In practice, there are 
several important considerations when minimizing the loss function in supervised learning, for example intro-
ducing measures to avoid overfitting the CNN to the specific training image set. For brevity, we will not discuss 
such aspects in this paper, but rather refer to existing literature on these topics38–40.

Methods
Cycloidal data recovery using convolutional neural networks.  Here, we introduce the main con-
tribution of this paper: an approach to training CNNs for cycloidal CT that does not require the acquisition of 
high-dose reference projection data for a set of representative samples. Instead, in our approach, the training 
data are generated as part of each scan. This can be realised by interleaving the acquisition of a few complete 
projections with the incomplete cycloidal ones (i.e. by applying dithering at a subset of angles, which would cor-
respond to a sampling pattern like the one shown in Fig. 2), or by acquiring a few dithered projections before 
or after acquiring the cycloidal projections. The network can then be trained in the following manner (see also 
Fig. 3). Let n be the number of axial slices of the sample for which sinogram data are available. First, the cycloidal 
sinograms are interpolated using bicubic splines. Next, the dithered projections are arranged into ‘partial’ sino-
grams, meaning that, while they are the same size as the interpolated cycloidal sinograms, they only contain data 
at those angles at which dithering was applied. For training purposes, we consider the n interpolated cycloidal 
sinograms (‘low-dose full sinograms’ in Fig. 3) the set of input images X = {x1, x2, . . . , xn} , while the n ‘partial’ 
sinograms (‘full-dose partial sinograms’ in Fig. 3) are considered the set of output images Y = {y1, y2, . . . , yn} 
(the training target). Our training algorithm then minimizes the following loss function:

Here, xj denotes the j-th pixel of image x, and the domain D, which defines the data points included in the sum, 
is restricted to those pixels for which the ‘partial’ sinograms include a measurement. Although we use an ℓ2 
loss function in Eq. (1), other types of loss function could be used, potentially improving results41. However, 
since the loss function is computed on sinograms instead of reconstructed images in our approach, common 
reconstruction-based regularization terms such as Total Variation minimization might not be directly beneficial.

Once the network is trained, it can be applied to the interpolated cycloidal sinograms. This produces a set of 
restored sinograms (‘improved full sinograms’ in Fig. 3), which can be reconstructed into tomographic images. 
We note that this approach of training with ‘partial’ sinograms is enabled by the flexible nature of cycloidal data 
acquisition, making it possible to acquire both high-dose and low-dose parts of a single sinogram. While there 
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Figure 1.   (a) Scanner layout (not to scale and extending uniformly into the y-direction), where p is the mask 
period and w is the aperture width of the mask; (b) Sinogram sampling pattern for a dithered acquisition, and 
(c) for a cycloidal acquisition. The sinogram grids are shown for a subset of angles and one mask period. The 
filled circles represent the sampled data points, while the empty circles represent the ones not sampled. This 
figure is adapted from 35.
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is flexibility in choosing the angles at which to acquire the dithered projections, we have found that distributing 
them evenly across the total angular range yields the best results. The described training procedure leads to a 
unique CNN that is specific to the sample being scanned and the parameters of the particular scan. Note that 
the integration of dithered projections adds to the dose delivery to the sample and prolongs scans; however, in 
practice this can be very small, e.g. the additional training data can amount to as little as 1% of the complete 
sinogram (see the “Simulations” section).

Choice of network architecture.  While, in principle, any CNN capable of learning image-to-image map-
pings, such as a U-Net28, SegNet29 or DeepLab30 network, may be used to recover incomplete datasets, the sino-
gram recovery task in cycloidal CT has some specific challenges that can make it difficult to train and apply 
popular off-the-shelf CNNs, at least without dedicating additional effort to make them perform efficiently and 
accurately in practice. First, existing CNNs typically require large amounts of training data to produce accurate 
results (e.g. thousands of example images), while the amount of training data in our approach is limited to a 
few percent of all pixels of the sinogram images. Second, existing CNNs typically are not able to directly pro-
cess large images due to their significant computer memory requirements (specifically, GPU memory), while 
cycloidal sinograms are usually relatively large (e.g. they contain more than a thousand rows and columns). A 
common solution to reduce memory requirements is to train and apply CNNs on smaller patches extracted from 
large images19,22, but for sinograms this approach could lead to suboptimal results because the small patches 
might lack important non-local contextual information and stitching network outputs together might introduce 
artifacts23.

As an alternative, in this work we propose to use the recent Mixed-Scale Dense (MS-D) CNN architecture31. 
In the following, we will give a brief description of the architecture, focusing on the advantages it provides for 
the specific task of data recovery in cycloidal CT. For more general details about the structure of MS-D networks, 
including mathematical definitions and comparisons with popular existing CNN architectures, we refer to31. 

Figure 2.   Cycloidal sinogram sampling pattern with training projections interleaved. The grid is shown for a 
subset of angles and one mask period (p). The filled circles represent the sampled data points, while the empty 
circles represent the ones not sampled. Note that the angular interval between training projections is typically 
substantially larger than indicated here for illustrative purposes. This figure is adapted from35.

Figure 3.   Schematic visualisation of the proposed training procedure.
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MS-D networks differ from most existing CNNs in two key points: first, dilated convolutions are used exclusively 
to capture image features across multiple scales, instead of the commonly used scaling operations. Second, all 
intermediate images within the network are connected to each other, instead of only connecting images of succes-
sive layers. Both changes result in a CNN that requires fewer intermediate images and fewer learned parameters 
compared with other CNNs, and that can automatically adapt to different problems. In practice, this means 
that large images can be efficiently processed without running out of computer memory, and accurate training 
is possible with a limited amount of training data. These advantages have already proven effective for various 
non-cycloidal applications of CT in earlier work17,25–27, and make the MS-D CNN especially applicable to the 
task of data recovery in cycloidal CT. Recently, other CNN architectures were proposed that also make use of 
dilated convolutions and dense connections to capture multi-scale information32–34. However, such networks 
are typically not directly designed for solving the problems of accurate training with limited amounts of training 
data and handling large images efficiently, making it difficult to train and apply them in cycloidal CT without 
significant additional effort. In the “Simulations” section, we directly compare results between MS-D networks 
and other existing architectures.

Simulations
Our approach was first tested on simulated CT data of a numerical “foam” sample, generated by removing 150000 
randomly-placed non-overlapping spheres with varying sizes from a cylinder of a single material. Similar foam 
phantoms were used to compare reconstruction algorithms in earlier work17, showing that these phantoms are 
difficult to reconstruct accurately even with advanced regularized iterative methods such as TV minimization 
because of the combination of large-scale and fine-scale features. 1024 projections of the sample were simulated 
over 180 degrees using the foam_ct_phantom software package42, assuming a detector of 1024 by 1024 pixels 
and a parallel-beam acquisition geometry. 1024 sinograms were created from the projections, each one containing 
1024 pixels by 1024 pixels. A cycloidal acquisition was simulated using an aperture width of one pixel, a mask 
period of eight pixels, and a sample movement of 3 pixels between subsequent projections. The aperture of eight 
was chosen as this matches that of the experimental apparatus described in “Experimental results” section, where 
the ratio between mask apertures and opaque areas is 1:8. Poisson noise was applied to the generated projections, 
using a virtual exposure time such that 1000 simulated photons passed through the sample for each detector 
pixel, with the sample absorbing roughly half of the photons on average.

Training projections (33, distributed evenly across the total angular range) were also extracted from the 
complete dataset. A 100-layer MS-D network with dilations between one and ten was trained using the approach 
described in “Cycloidal data recovery using convolutional neural networks” section. For training and applying 
networks we used the Python implementation accompanying31, available as an open-source package (https://
github.com/dmpelt/msdnet). Out of the available sinograms, 922 (90%) were used for training the 
network, while the remaining 102 (10%) were used as a validation set to monitor performance. The network was 
trained for 48 hours using the ADAM algorithm43 with the default learning rate of 0.001, which corresponded 
to roughly 68 epochs. The network parameters were initialized using the approach described in31, and the 
parameters that resulted in the lowest mean squared error on the validation sinograms were stored for further 
processing. Note that we chose a training time of 48 hours to ensure convergence of the training process in all 
cases, while preventing overfitting by using a separate validation set to monitor performance, enabling a fair 
comparison between different networks. In practice, we observe that accurate results are often achieved after 
significantly shorter training times (i.e., after a few epochs), as evidenced by the results of Fig. 7 described below.

The flexible nature of the simulation provided the opportunity to carry out further tests for which experi-
mental data were not readily available. Besides comparing cycloidal sinograms restored via the MS-D network 
to complete sinograms, we also evaluated our approach’s effectiveness against other established dose reduction 
methods: angular subsampling by omitting projections, and reducing the exposure time per projection. To 
simulate the former, all but every 8 th projection were discarded from the complete dataset. For the latter, the 
number of simulated photons passing through the sample was reduced by a factor of eight from 1000 to 125 
photons per detector pixel. We also compare results with a state-of-the-art machine learning approach specifically 
designed for processing low exposure time data44. To apply this approach, we trained a similar MS-D network 
as above to denoise the low exposure projections. 33 projections out of all available 1024 projections, equally 
distributed over the angular range, were used for training, in which the network input consists of a projection 
with 125 simulated photons and the training target consists of the corresponding projection with 1000 simulated 
photons. After training for 48 hours, the trained network was applied to all 1024 low exposure time projections 
to produce denoised projections, which can be reconstructed using standard tomographic algorithms. While 
these tests provide a broader picture, it is important to note that with a setup like the one shown in Fig. 1a fully 
sampled projections can only be acquired with dithering, even in angular subsampling and low exposure time 
settings, which significantly increases scan times and is incompatible with flyscans. In addition, the exposure 
time per projection can often only be reduced up to a certain point in experimental setups because of practical 
constraints such as fixed detector readout times and maximum sample rotation speeds.

The resulting sinograms are shown in Fig. 4. In addition to the described scenarios, we have also included 
a cycloidal sinogram interpolated with bicubic splines but without applying the MS-D CNN. A complete dith-
ered sinogram is shown for reference. The results show that angular subsampling removes fine details from the 
sinogram, while low exposure times result in noisy sinograms. Sinograms produced by cycloidal subsampling 
paired with bicubic splines interpolation retain more details than angular subsampling and low exposure times, 
but are somewhat blurry. Denoising low exposure time projections using a CNN produces sinograms with slight 
inconsistencies between rows, possibly because this approach does not ensure sinogram consistency during train-
ing. In contrast, our proposed combination of cycloidal subsampling paired with CNN recovery produces sharp 
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and consistent sinograms that retain fine details. Tomographic images, reconstructed with FBP using the ASTRA 
toolbox45 and Total Variation minimization (TV) using the Chambolle-Pock algorithm7 implemented with the 
tomosipo package46, are shown in Fig. 5. The observations on performance are largely in line with those for the 
sinograms; generally the application of an MS-D CNN appears to provide the clearest images and suppresses 
background artefacts. Table 1 provides a quantitative comparison between the respective scenarios, based on 
calculating the peak signal-to-noise ratio (PSNR), Dice similarity coefficient47 (Dice) and the multiscale similarity 
index48 (MS-SSIM). The Dice scores are computed for reconstructions that are thresholded to produce images 
that are segmented into foreground and background pixels. In all cases, the metrics are computed in comparison 
with a ground truth image that is generated using the mathematical phantom shape definition.

Since the application of the MS-D network relies on the availability of training data, the overall amount of 
dose needed for image reconstruction is somewhat larger compared to the cases reconstructed without apply-
ing the network. To generate the specific results shown in Figs. 4 and 5 (MS-D CNN panels), the training data 
constituted 3.2% of the complete dataset. More generally, this gives rise to the question as to how many projec-
tions are required to train the network to a satisfactory level. We have carried out a preliminary investigation by 
processing the cycloidal sinograms again after training the network on a smaller (1%) and larger (9.7%) fraction 
of the complete dataset. We also performed the same experiments using the popular U-Net CNN architecture28 
and the DDCM-Net CNN architecture32, which includes both dense connections and dilated convolutions simi-
lar to the MS-D architecture. Here, we used widely-used PyTorch49 implementations of U-Net (https://
github.com/milesial/Pytorch-UNet) and DDCM-Net (https://github.com/samleoqh/
DDCM-Semantic-Segmentation-PyTorch), and trained networks in a way identical to the MS-D net-
works described above. The images (not shown) were again analysed based on the PSNR, Dice and MS-SSIM. 
The results, shown in Fig. 6, reveal there is negligible difference between the three training dose settings for the 
MS-D network, indicating that the MS-D network is able to accurately learn from a limited number of training 
examples. In contrast, although U-Net trained with a large amount of data (9.7%) produces images with met-
rics similar to the MS-D networks, the accuracy of U-Net trained with fewer images is significantly lower. The 
metrics of images produced by DDCM-Net are significantly lower than those of the images produced by MS-D 
and U-Net, even with a large amount of training data. As a further test, we trained a DDCM-Net network with 
an even larger amount of training data (33.3%), which resulted in an improvement in metrics compared with 
training with fewer training images (PSNR: 18.31, Dice: 0.910, MS-SSIM: 0.907). These results indicate that U-Net 
and DDCM-Net CNNs can indeed have problems with overfitting in this setting, and that MS-D networks are a 

Figure 4.   Simulated sinograms for the numerical foam sample, from left to right and top to bottom: complete 
sinogram, angular subsampling, low exposure time, cycloidal subsampling and bicubic splines interpolation, 
low exposure time data with projection denoising using a MS-D CNN44, cycloidal subsampling and MS-D CNN 
data recovery.
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good fit for cycloidal data recovery. In Fig. 7, the accuracy metrics for reconstructions of the central slice using 
cycloidal subsampling and an MS-D network are shown as a function of the training time. These results show 
that most improvements by the CNN are achieved in the first few hours of training.

Figure 5.   Tomographic images reconstructed from the simulated sinograms for the numerical foam sample, 
from left to right and top to bottom: reconstruction from complete data, from low exposure time data, from low 
exposure time data using TV reconstruction, from low exposure time data with projection denoising using a 
MS-D CNN44, from angularly subsampled data, from angularly subsampled data using TV reconstruction, from 
cycloidally subsampled data processed with bicubic splines interpolation, from cycloidally subsampled data 
processed with MS-D CNN data recovery. For each image, a small section is shown enlarged in the top right. 
For TV reconstruction, the parameter controlling the strength of the TV term was chosen such that the PSNR 
is maximized. In the bottom right of the TV reconstructions, the same small section is shown for a parameter 
choice that maximizes the MS-SSIM, showing the significant effect that this parameter has on the reconstructed 
image.

Table 1.   Quantitative comparison between different subsampling strategies based on the metrics PSNR, 
Dice and MS-SSIM. Results are given for angular subsampling (Ang. subs.), low exposure time (Low exp.), 
and cycloidal subsampling (Cyc. subs.), with and without bicubic splines interpolation (bicubic), TV 
reconstruction (TV), or application of the MS-D CNN (MS-D). For TV reconstructions, the parameter 
controlling the strength of the TV term was chosen separately for each column, such that the metric of that 
column is maximized for the central slice.

Dose (%) PSNR Dice MS-SSIM

Complete dataset 100.0 18.38 0.957 0.743

Low exp. 12.5 9.59 0.725 0.497

Low exp. + TV 12.5 16.07 0.868 0.928

Low exp. + MS-D 15.7 18.55 0.920 0.871

Ang. subs. 12.5 8.11 0.642 0.410

Ang. subs. + bicubic 12.5 13.36 0.807 0.704

Ang. subs. + TV 12.5 14.99 0.798 0.910

Cyc. subs. + bicubic 12.5 17.32 0.903 0.710

Cyc. subs. + MS-D 15.7 19.19 0.925 0.928
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Experimental results
Experimental apparatus.  Experimental data were acquired with two custom-designed imaging setups. 
The first one (‘system 1’) comprised a MicroMax-007 HF x-ray tube (Rigaku, Japan) with a rotating molyb-
denum anode, operated at 40 kV and 25 mA, resulting in a horizontal focal spot of approximately 70 µ m (full 
width half maximum). The x-ray spectrum is polychromatic, with a mean energy of approximately 18 keV. The 
detector was the Pixirad-2 photon counter with a pixel size of 62 µ m. The mask (Creatv Microtec, USA) had a 79 
µ m period and 10 µ m apertures. The mask and detector were positioned at 1.6 m and 2.53 m from the source, 
respectively. With these distances, the mask period covered two detector pixel columns when projected to the 
detector, which is equivalent to using a detector with twice as large pixels horizontally. The second setup (‘system 
2’) was operated in phase contrast mode. The system comprised the same x-ray tube as above, operated at 40 
kV and 20 mA. The detector was a CMOS-based flat panel C9732DK-11 with 50 µ m pixels from Hamamatsu 
(Japan). The mask was the same as the one used in ‘system 1’, but here placed approximately at 0.7 m from the 
source. The distance between source-to-detector was 0.875 m. To generate sensitivity to phase effects, a second 
mask was placed immediately in front of the detector; this ‘detector mask’ had an aperture width of 17 µ m and 
a period of 98 µ m. The detector mask functions as an array of partial beam stops, which, as explained in the 
“Cycloidal CT” section, allows sensing the beamlets’ refraction. The two masks were aligned with a relative 
lateral offset of 9 µm.

Tests on attenuation contrast images.  Our approach was first tested on attenuation data acquired with 
‘system 1’. The sample was a piece of chicken bone, fixed in formalin and placed in a cylindrical plastic container 
of approximately 8 mm diameter. To prevent movement of the sample, it was surrounded by agarose. A com-
plete dataset was acquired by means of dithering, which involved step-scanning the sample in eight steps (10 
µ m each) at each rotation angle; since w ≈ p/8 , this was the number of steps required to ensure that in each 
projection the sample was fully illuminated. The sample was rotated in 0.2 degree angular steps over 180 degrees, 
corresponding to the acquisition of 900 projections (900 × 8 = 7200 frames). The exposure time per frame was 
2 s. Cycloidal sinograms were generated by subsampling the complete dataset in the same manner as for the 
simulated data, i.e. by discarding all but every 8 th pixel column from each projection, with an offset of three pixel 
columns between angles (the offset corresponds to three dithering steps, i.e. a 30 µ m lateral displacement of the 
sample). For step-and-shoot acquisitions, this approach is equivalent to performing a cycloidal scan where only 
a single frame is acquired per projection, but the sample is translated by 30 µ m between angles. Training projec-
tions (29, distributed evenly across the total angular range) were also extracted from the dithered dataset. In the 

Figure 6.   Quantitative comparison of images obtained after training MS-D CNNs, U-Net CNNs, and DDCM-
Net CNNs using different numbers of training projections.

Figure 7.   Accuracy metrics (PSNR, Dice, and MS-SSIM) for reconstructions of the central slice of the foam 
phantom, using cycloidal subsampling with an MS-D network at various points during the 48 hour training 
time.
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same manner as for the simulated data, a 100-layer MS-D network was trained with bicubic splines interpolated 
cycloidal sinograms as the network input, and ‘partial’ sinograms containing only those dithered projections 
as the training target. Out of the available sinograms, 270 (90%) were used for training the network, while the 
remaining 30 (10%) were used as a validation set to monitor performance. The trained network was applied to 
the bicubic splines interpolated cycloidal sinograms to produce improved interpolated sinograms which were 
reconstructed using the FBP method of the ASTRA toolbox.

Figure 8 shows tomographic images reconstructed from interpolated cycloidal sinograms processed with 
and without the MS-D network. The network produces a better image quality than interpolation alone, both 
in terms of definition and a reduction of background artefacts. The dithered image is shown for reference. For 
comparison, a reconstruction from a ‘rotation-only’ beamlet sinogram is shown as well. This sinogram is obtained 
by discarding all but every 8 th pixel column from each projection, similar to the cycloidal sinogram, but without 
using an offset between angles. Such an acquisition approach corresponds to using the same beamlet system as 
cycloidal scans, but only rotating the sample during acquisition (i.e., without simultaneous translation), hence 
the name ‘rotation-only’4.

Tests on phase contrast images.  X-ray phase contrast scans were performed with ‘system 2’. The sample 
was a custom-built phantom made from polyethylene spheres with a 425-500 µ m diameter, placed in a 3 mm 
plastic straw. A dithered dataset was acquired using the same scan parameters as above (8 dithering steps, 900 
projections, 180 degree angular range, 2 s exposure per frame). The cycloidal subsampling was also performed in 
the same manner. The MS-D CNN was trained on 29 projections extracted from the dithered dataset. Out of the 
available sinograms, 137 were used for training the network, while the remaining 15 were used as a validation set 
to monitor performance. After the cycloidal sinograms were processed by the trained network, phase retrieval 
was applied in order to convert the refraction signal, which in the images manifests as edge enhancement, into 
area contrast. We used the ‘single-image’ phase retrieval method50 by which a tailored low-pass filter is applied to 
the sinograms. The method is derived by assuming a linear relationship between the real and imaginary parts of 
the sample’s complex refractive index, and is an adaptation of the widely used Paganin algorithm for free space 
propagation x-ray phase contrast imaging to the edge illumination technique51.

Tomographic images are shown in Fig. 9 (step-and-shoot panels). The top row shows phase retrieved images; 
for comparison, the bottom row shows how these images would look like if phase retrieval was not applied. In 
the non-retrieved images, as a consequence of their weak x-ray attenuation, the polyethylene spheres can be seen 
only via the refraction signal highlighting their edges. The cycloidal images processed with the MS-D CNN are 
visually indistinguishable from the dithered image.

Demonstration of compatibility with continuous scanning (flyscans).  The scans described in 
the “Tests on attenuation contrast images” section and “Tests on phase contrast images” section were performed 
in step-and-shoot mode. In that case, a cycloidal dataset can be interpreted as a subset of a dithered dataset. 
However, cycloidal CT can also be implemented in continuous mode, i.e. as a flyscan, by translating and rotating 
the sample without interruption. Flyscans have the advantage that overheads caused by stop-starting the motors 
are eliminated. Depending on the detector, dead times needed for read-out can be negligible (e.g., the Pixirad-2 
in ‘system 1’ has a negligible read-out time with frames rates in excess of 100 fps). If this is the case, scan time 
is determined by the exposure time alone. On the downside, the continuous sample motion may introduce a 
degree of blur, causing a small loss in resolution. Since a continuous cycloidal dataset cannot be generated by 
subsampling a dithered one, we have performed a standalone flyscan of the sphere phantom using ‘system 2’. The 
sample was rotated at a speed of 0.1 degrees/s and, simultaneously, translated laterally at a speed of 10 µm/s. 900 
projections were acquired with an exposure time of 2 s each; hence the sample covered an angular interval of 0.2 
degrees and a lateral distance of 20 µ m between projections. In total, the sample was rotated over 180 degrees 

Dithered Cycloidal subsampling
+ bicubic splines

Cycloidal subsampling
+ MS-D CNN

1 mm

½ mm

Rotation-only beamlets

18.0814.47

0.461 0.754 0.790

18.56

Figure 8.   Tomographic images of a chicken bone (attenuation contrast; step-and-shoot acquisition). From left 
to right: image reconstructed from a complete (i.e. dithered) sinogram, an incomplete rotation-only beamlet 
sinogram interpolated with bicubic splines, an incomplete cycloidal sinogram interpolated with bicubic splines, 
an incomplete cycloidal sinogram processed with the MS-D CNN. The PSNR (top left) and MS-SSIM (bottom 
left) with respect to the dithered image are shown for each low-dose image.
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and translated over 1.8 cm. A few extra frames at the beginning and end of the acquisition were also collected 
to mitigate the effect of motor acceleration and deceleration, but they were discarded before further processing. 
The fact that the sample was in a different lateral position at the end of the scan compared to where it started 
out from meant that projections needed to be “shifted back” when being reassembled into sinograms to restore 
a meaningful sample geometry (a detailed description of this procedure can be found elsewhere52). As explained 
above, for flyscans the dithered training projections can be acquired immediately before or after the cycloidal 
scan. In our particular example, training projections were extracted from a previously acquired dithered dataset 
and registered to the flyscan projections using cross correlation53. Training was again performed according to 
“Cycloidal data recovery using convolutional neural networks” section and the trained network applied to the 
interpolated cycloidal sinograms. Tomographic images, reconstructed with FBP, are shown in Fig. 9 (flyscan 
panels). No notable degradation of image quality is observed relative to the step-and-shoot results, although the 
image quality metrics do indicate differences, potentially caused by slight misalignments between the flyscan 
and step-and-shoot acquisitions.

Discussion and conclusion
In this work, we have explored the combination of cycloidal CT, a low-dose acquisition strategy for high-resolu-
tion micro-CT, with CNN-based data recovery. The task of the CNN was to recover missing entries in cycloidal 
datasets, based on learned relationships between interpolated incomplete sinograms and fully-sampled projec-
tions. We have selected the MS-D network architecture, as it was shown previously to reduce the computational 
burden and the number of training images required to process large scale CT data; both attributes are of relevance 
when processing cycloidal CT data. So far, MS-D networks had been used to improve the quality of tomographic 
images post reconstruction. Here, the network was adapted to, and applied in, the sinogram domain. Addi-
tional novelty lies in the training; for step-and-shoot scans, we have shown that the network can be successfully 
trained on a few dithered projections, evenly distributed across the angular range. For flyscans, the network can 
be trained on projections acquired before or after the scan. In this sense, a unique network is trained for each 
scanned sample and set of experimental parameters.

Application of the trained network to bicubic splines interpolated sinograms was found to provide sharper 
images with fewer background artefacts than interpolation alone. A comparison of several image quality metrics 
(PNSR, Dice, MS-SSIM) has supported this: all of them were found to be superior for the MS-D network. By 
means of simulated data, we have further investigated how cycloidal CT combined with the MS-D compares 
against other dose reduction methods, angular subsampling and exposure time reduction, again showing supe-
rior performance, even when using other approaches commonly used to handle incomplete data (e.g., iterative 
reconstruction with TV regularisation). Note that we did not include the case of angular subsampling and MS-D 
based data recovery into the comparison, as in that case there is no meaningful way of training the network 
according to the training approach proposed in this paper. This would require learning the relationship between 

Dithered Cycloidal subsampling
+ bicubic splines

Cycloidal subsampling
+ MS-D CNN

17.54

0.814

0.895 0.935 0.855 0.871

0.875 0.764 0.789

25.36 28.28 21.20 22.51

20.60 16.71 17.35

Cycloidal subsampling
+ bicubic splines

Cycloidal subsampling
+ MS-D CNN

Step-and-shoot scans Flyscans

1 mm

¼ mm

Figure 9.   Tomographic images of 425–500 µ m diameter polyethylene spheres (phase contrast acquisition). 
From left to right: images reconstructed from complete (i.e. dithered; step-and-shoot) sinograms, cycloidal 
sinograms interpolated with bicubic splines (step-and-shoot), cycloidal sinograms processed with the MS-D 
CNN (step-and-shoot), cycloidal sinograms interpolated with bicubic splines (flyscan) and cycloidal sinograms 
processed with the MS-D CNN (flyscan). The top row shows phase retrieved images, while the bottom row 
shows what these images would look like if phase retrieval were not applied. The PSNR (top left) and MS-SSIM 
(bottom left) with respect to the dithered images are shown for each low-dose image.
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interpolated angular subsampled sinograms and sinograms for which all angular views are available, the latter 
indeed being the entire dataset hence there would be no need to deal with angular subsampling in the first place.

The performance of the MS-D network applied to cycloidal CT data was also compared to that of other popu-
lar CNNs (U-Net and DDCM-Net). The purpose of this was (a) to compare the results, and (b) to understand 
the requirements in terms of training data. It should be noted that our approach to training increases the overall 
amount of data and, thus, scan time and dose; hence, the training dataset should be kept as small as possible. 
Our results suggest that the MS-D network can indeed cope well with small amounts of training data (notably, 
training on as little as 1% of the complete dataset can already lead to high-quality images), outperforming the 
other tested networks in this regard.

Before concluding, we would like to mention several limitations of the presented work. First, it should be 
noted that, while the numerical and experimental samples used to test our approach exhibit structural com-
plexity, they are relatively homogeneous in terms of material composition. The performance of the method on 
multi-material and/or very low-contrast samples has not been investigated. Second, the exact validity limits of 
the method have not yet been explored, including how the method performs when using different scanning 
setups or with more severe degrees of sub-sampling. Third, the possibility of continuous scanning resulting in 
unwanted sample motion has not been studied. Fourth, the experimental results shown were obtained for rather 
small samples and relatively long source-to-detector distances, enabling treating the acquisition geometry as a 
parallel-beam system. Indeed, to obtain the results shown, we have applied FBP without any further considera-
tion of the conical shape of the x-ray beam. We have not yet investigated in detail how the cycloidal CT method 
performs under a fan or cone beam tomographic geometry. We are planning to investigate all of the above as 
part of future work.

In conclusion, cycloidal CT combined with CNN-based sinogram completion enables in-scan generation of 
training data, and can produce high-quality images from a reduced number of acquired data points, demonstrat-
ing a superior performance compared with previously applied data processing methods. We anticipate that the 
improvements in image quality will make a notable difference when visualising samples that contain faint and/or 
minute features. This makes it a suitable candidate for applications that rely on a low radiation dose delivery, or 
short scan times, e.g., to accommodate a high sample throughput. The fact that large sets of pre-existing images 
are not required for training the network makes the proposed approach widely applicable.
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