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Abstract. Our work proposes neural network design choices that set the
state-of-the-art on a challenging public benchmark on cataract surgery,
CaDIS. Our methodology achieves strong performance across three se-
mantic segmentation tasks with increasingly granular surgical tool class
sets by effectively handling class imbalance, an inherent challenge in
any surgical video. We consider and evaluate two conceptually simple
data oversampling methods as well as different loss functions. We show
significant performance gains across network architectures and tasks es-
pecially on the rarest tool classes, thereby presenting an approach for
achieving high performance when imbalanced granular datasets are con-
sidered. Our code and trained models are available at https://github.

com/RViMLab/MICCAI2021_Cataract_semantic_segmentation and qual-
itative results on unseen surgical video can be found at https://youtu.
be/twVIPUj1WZM.
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1 Introduction

Cataract is the leading cause of blindness [1] while also being predominantly pre-
ventable through surgery [21]. Surgical data science envisions the deployment of
data-driven systems to enhance clinical practice planning, delivery and qual-
ity assessment [13]. Intraoperative scene understanding constitutes a necessary
building block towards utilising such systems in the context of computer assisted
interventions, as it encapsulates recognition problems ranging from image-level
classification of the procedure undertaken at a specific time step to the semantic
labelling of every pixel in the scene.

Within the domain of cataract surgery, various works have focused on phase
and tool presence detection [2,18,16,29,24], estimating only global video-level or
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frame-level information. Furthermore, some research has addressed the task of
tool recognition and localisation via bounding box estimation [26], segmentation
[17], or both [7], extracting information about tools against an all-encompassing
background class. Recent advancements in computer vision [5,25,22] demonstrate
deep convolutional nets to be powerful semantic segmentation models for natural
scenes if provided with large, pixel-wise annotated datasets. Our work therefore
goes further and aims to obtain a semantic segmentation of both tools and all
anatomical regions in the scene. Importantly, different from [26,17], we report
results on a publicly available dataset, CaDIS [8], thus enabling reproducibility.

A common characteristic of cataract surgery video datasets is class imbal-
ance caused by the small size of tools relative to anatomical regions, and the
overall sparse appearance of certain tools in the duration of a surgical proce-
dure. Coupled with this is the second major challenge of inter-class resemblance:
using a more granular set of tool classes further reduces the perceived variation
in tool appearance along with the number of samples per class, thus increasing
imbalance. Consequently, and as demonstrated in [8], fine-grained tool recogni-
tion and segmentation is a particularly challenging task, with increases in class
granularity leading to significant performance drops.

Our paper addresses these challenges for pixel-level semantic segmentation
of cataract surgery videos. Our contributions are the following:

– We demonstrate that oversampling in the form of repeat factor sampling,
previously only proposed for long-tail instance segmentation [9], or a custom
adaptive sampling algorithm lead to significant gains in performance, espe-
cially for the rarest classes and in tasks where the class distribution is most
imbalanced.

– We conduct detailed ablation studies involving different network architec-
tures, data sampling strategies, loss functions, and training policies.

– From this, we determine a training policy consisting of a data oversampling
method, a loss function and a training schedule that achieves the highest
performance across benchmark sub-tasks and network architectures tested.

Ultimately, our top-performing models significantly outperform the results re-
ported in [8] on all sub-tasks of the CaDIS dataset, setting the state-of-the-art
on this challenging benchmark.

2 Materials and Methods

We first present the evaluated design choices spanning network architectures,
loss functions and two data oversampling strategies.

2.1 Data

Experiments were conducted using the public CaDIS dataset [8] consisting of
25 surgical videos that contain segments of cataract surgery and comprise 4671
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pixel-level annotated frames with labels for anatomies, instruments and miscel-
laneous objects. We follow [8] that defined 3, increasingly granular, semantic seg-
mentation tasks. Task 1 that entails 8 classes: 4 anatomies, 1 all-encompassing
instrument class and 3 classes for miscellaneous objects. Task 2 increases the
number of classes to 17 by splitting the all-encompassing instrument class of
task 1 to 9 distinct classes allowing the separate recognition of different tools.
Finally, task 3 pushes instrument recognition granularity even further by consid-
ering the handles of certain instruments as separate classes, and has 25 classes
overall. In the remainder of the manuscript we refer to different tasks as t1, t2,
and t3 for brevity. An example image can be seen in Fig. 1.

Data inspection [11] revealed 179 at least partially mislabelled frames, most
frequently affecting tool classes, which may obfuscate conclusions. We corrected
the tool labels on 40 of these frames, and excluded the rest from consideration.
This reduced the overall dataset from 4670 to 4491 records. We use the same
training set as Grammatikopoulou et al. [8], and report results on their original
unfiltered train-val-test split to ensure reproducibility. However, the original test
set [8] is overly limited in size and no robust conclusions can be drawn: some
of the rarest classes are present in just one of the three videos in the test set,
with as few as seven highly correlated sequential instances in the 587 frames
overall. Therefore, we merge their validation and test sets for our more extensive
evaluation. This ultimately yields 3550 frames from 19 subjects for training and
1120 frames from 6 different subjects for validation, or 3490 training records and
1001 validation records after correcting for mislabelled frames.

2.2 Network Architectures

We focus on networks with the classic encoder-decoder structure, using ResNets
[10] as the standard encoder or network backbone. We made use of the imple-
mentations in the Torchvision library [14], removing the final fully connected
layers and passing the features to the decoder. As decoders or network heads we
selected current state-of-the-art options which instantiate three different mech-
anisms for enhancing and decoding the encoder’s feature maps into dense se-

Fig. 1. From left to right: An image from the CaDIS dataset (Video 22, frame 5040),
its ground truth segmentation, and a sample prediction from our network for t3. The
labels show the pupil (light blue), iris (red), cornea (white), skin (magenta), surgical
tape (orange), an eye retractor (purple), and the surgeon’s hand (pink). Two tools
are present: a micromanipulator (orange red) and a phacoemulsifier handpiece handle
(green).
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mantic labelling, namely a Feature Pyramid Network (FPN), an attention based
contextual module and a dilated convolution context module.

The UPerNet (UPN) head [22] consists of a FPN which takes the features
from ResNet layers 2–5 as input and combines them with a Pyramid Pooling
Module (PPM) at the lowest resolution level. The outputs are fused into a sin-
gle feature map, which is connected to a classifier that predicts the semantic
segmentation at a quarter scale relative to the original input image. This pre-
diction is then upsampled to the original resolution. We based our code on the
implementation in [27,28], with FPN and PPM channel lengths of 512.

The OCRNet (OCR) head [25] obtains a coarse intermediate prediction
using a convolutional output head, operating on top of features of layer 4 of the
encoder. Together with layer 5, this results in an aggregate feature representation
for each object in the scene, fed to the Object Contextual Representation module
to enhance it with contextual information based on object-pixel similarities.
Subsequently, a convolutional layer maps them to the final prediction upsampled
to the original resolution. We based our code on the official implementation [25],
using 512 channels for all convolutional layers. OCRNet uses a dilated ResNet
backbone, replacing the stride 2 convolutions in layers 4 and 5 ([10]) with a
dilated convolution with rate 2. The spatial dimensions of the encoder’s output
features result as 1/8 of the input resolution, rather than the default 1/32.

The DeepLabv3+ (DLv3+) head [5] utilises an Atrous Spatial Pyramid
Pooling (ASSP) module which encodes multi-scale context through 5 paral-
lel dilated convolutions with dilation rates {1, 6, 12, 18}. This is followed by a
coarse-to-fine decoder which fuses layer 2 of the encoder with the ASPP fea-
tures to produce a prediction at a quarter of the input resolution which is then
upsampled. We adapted the official Tensorflow implementation [5] for Pytorch,
using 256 channels for all convolutions. DLv3+uses the same dilated ResNet as
OCRNet.

2.3 Loss Functions

Cross-entropy as the standard first choice of loss function for semantic segmen-
tation struggles to deal with strong class imbalances such as the ones encoun-
tered in t2 and t3, and minimising the cross-entropy often correlates poorly with
maximising the actual performance metric, i.e. mean intersection over union
(mIoU). Therefore, we explored a variation that uses online hard example min-
ing (OHEM) [19] by ignoring the loss in all pixels where the correct label is
predicted with a probability above a threshold value, chosen as 0.7. This follows
the work on detection in [19], and we used an implementation from [20]. While
directly training on the mIoU metric is intractable due to its non-differentiability,
surrogates such as the Lovász-Softmax have been developed. It makes use of the
Lovász extension of the Jaccard index to create a differentiable loss function
whose optimisation corresponds more closely to minimising the intersection over
union metric [4]. We used the PyTorch implementation provided by the authors.
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2.4 Addressing class imbalance

The number of class instances in the dataset vary by three orders of magnitude,
as does the average number of pixels per class [8]. This extreme imbalance af-
fecting the labels for t2 and especially t3 is the main hurdle to achieving a high
mIoU on this dataset. We evaluated two different approaches to overcome this,
aimed at increasing the frequency with which the network is presented with the
rarer and therefore harder to learn labels. Repeat factor sampling (RF) relies on
repeating specific records within the dataset, based on pre-computed image-level
scores, increasing the number of records per epoch. Adaptive sampling on the
other hand moves away from the concept of an ’epoch’ as iterating through the
dataset once, and instead follows an online stochastic selection process for each
batch, no longer guaranteeing each record will be seen in every epoch.
Repeat Factor Sampling: We tailored repeat factor sampling, introduced in
[9] for instance segmentation under long-tailed class distributions, to the task of
semantic segmentation. First, for each class c we compute a class-level repeat
factor as rc = max(1,

√
t/fc) where fc is the frequency of image-level occurrence

of this class and t is a frequency threshold hyper-parameter. Then, for each image
I in the dataset, an image-level repeat factor is computed as rI = maxc∈I rc,
which specifies the number of times I should be repeated during an epoch of
training and in general is not an integer. The value of rI is stochastically rounded
before each epoch resulting in a randomly varying number of oversampled images
per epoch, while over the course of training E[rroundedI ] ≈ rI . We select t = 0.15
to oversample images with classes such that fc < 0.15.
Adaptive Sampling: Adaptive sampling is based on the principle of using
the current per-class performance, calculated as a moving average of IoU val-
ues achieved during training with an exponential smoothing factor of 0.1, ini-
tialised at 0.5 for numerical stability. Therefore, our method is biased towards
the selection of whole images with a high incidence of globally underperforming
classes, as opposed to Berger et al [3] who compile training batches selecting
patches with high local error values within the image data. The IoU values,
which measure class performance, are converted into percentages expressing
how many records in the batch should be selected while prioritising each class:
p = softmax(1 − IoU2). Each of these records is chosen as the the one with
the highest number of pixels labelled with the class of interest out of 10 random
samples from the dataset. Thus, the selection is automatically biased in favour
of a higher incidence of underperforming, often rarer classes while not restricting
it to any specific subset of the data.

2.5 Training schedule

As default settings, the networks were trained using the Adam optimiser [12]
for a maximum of 50 epochs, with each epoch including repeated data if repeat
factor or adaptive sampling was used. We chose a batch size of 8, images at
their original resolution of 540× 960, and online data augmentation. The latter
consists of random horizontal flips with probability 0.5, Gaussian blurring with
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a kernel size randomly chosen between 3 and 7 occurring with a probability of
0.05, and the Torchvision ‘colorjitter’ augmentation with brightness, contrast
and saturation adjustments in [2/3, 3/2], and hue adjustment in [−0.05, 0.05].
Learning Rate: Two learning rate decay functions were tested: the exponential
formula lr = lr0∗αi and the polynomial formula lr = lr0∗(1−i/n)p [15], where lr
is the current learning rate, lr0 the initial learning rate, α and p hyperparameters
to be chosen, i the current epoch number, and n the total number of epochs.
We also used restarts at 65 % of the previous lr0, following the proposal in [15].
Ultimately, we chose the exponential decay with lr0 = 10−4 and α = 0.98 as
standard for all experiments in this work, as the other options explored yielded
no significant benefits.
Initialisation: Decoders were randomly initialised, while we used Imagenet-
pretrained weights for backbones. We also experimented with using MoCov2
weights from self-supervised pre-training on Imagenet [6] for a ResNet50.

2.6 Implementation Details

Our implementation uses PyTorch 1.6. Experiments were run on an NVIDIA
Quadro P6000 GPU with 24 GB memory for UPN models (around 20 GB of
memory, 20 h training time), and an NVIDIA Quadro RTX 8000 GPU with
48 GB memory for OCRNet (around 23 GB of memory, 17 h training time) and
DLv3+ models (around 24 GB of memory, 25 h training time).

3 Results and Discussion

The main results are collated in Table 1. The metric reported is the best mean
Intersection over Union (mIoU) value achieved on the validation dataset over
the course of the 50 training epochs. As shown in Table 1, combining any of the
architectures with the Lovász loss and RF (Sec. 2.4) outperforms all other vari-
ants consistently across all three tasks t1, t2, t3, providing an effective training
policy for effective semantic segmentation across different levels of class gran-
ularity. We also observed that a mean ensemble of the best models per head
further improves performance on all tasks, as reported in Table 1. Following are
our key conclusions for what matters for high performance in this benchmark.
The superiority of the Lovász-Softmax loss: A consistent finding was that
the Lovász-Softmax loss outperforms cross-entropy based losses as the default
option in the literature [5,25,22]. Notably, adding the Lovász in t1 and t2 already
leads to performance that is on par with models using a combination of cross-
entropy and oversampling, the latter increasing training time significantly in the
case of RF. We also empirically observed that the validation Lovász-Softmax loss
closely correlated with the validation mean IoU: the epoch for which the valida-
tion loss reached its minimum was consistently close to that with the maximum
mIoU, a desirable property not apparent for cross-entropy-based losses.
Oversampling: To demonstrate the effect of oversampling in the presence of
extreme class imbalance we separately report the mean IoU over anatomical,
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Table 1. Results for t1, t2, and t3. Bold numbers denote the best results per task and
model head, † indicates MoCov2 initialisation, Ensemble uses models in bold per task.

Model Loss Sampling Mean IoU

ResNet Head CE OHEM Lovász RF Adapt. t1 t2 t3
50 OCR X X 0.8950 0.8102 0.7624
50 OCR X X 0.8967 0.8102 0.7742
50 OCR X 0.8979 0.8109 0.7345
50 OCR X X 0.8999 0.8236 0.7777

50† OCR X X 0.9013 0.8282 0.7512
50 OCR X X 0.8997 0.8220 0.7632

34 UPN X X 0.8957 0.8013 0.7534
34 UPN X X 0.8967 0.8039 0.7491
34 UPN X 0.8990 0.8151 0.7374
34 UPN X X 0.8992 0.8298 0.7735
34 UPN X X 0.8988 0.8198 0.7457

50 DLv3+ X X 0.8996 0.8250 0.7763

50† DLv3+ X X 0.8983 0.8224 0.7578

Ensemble X X 0.9020 0.8360 0.7870

tool and rare classes, the latter being tool classes occurring in less than 10% of
records. As shown in Tab. 2, training with either RF or Adaptive sampling sig-
nificantly boosts performance on rare and tool classes, regardless of architecture.

Backbone effect: Against a baseline of 0.8109 mIoU at t2 (UPN head, ResNet34
backbone, Lovász-Softmax loss, no augmentations or oversampling), we found
most deeper backbones such as ResNet50, WideResNet50, WideResNet101 to
yield no returns. Consistent with [23], only ResNeXt50 and ResNeXt101 were
promising with respective mIoU values of 0.8132 and 0.8195, at the cost of higher
GPU memory usage. Furthermore, initialising OCRNet’s ResNet50 backbone
with MoCov2 [6] instead of Imagenet weights slightly boosted performance as
shown in Tab. 1, hinting that transfer learning from natural to surgical scenes
from a self-supervised initialisation can be more effective.

Comparison with existing work: Our results outperform the state-of-the-
art on the CaDIS benchmark established in [8]. For our previous experiments
we utilised a filtered version of the dataset as described in Sec. 2.1. For a direct
comparison, we report results using the train-validation-test split of [8], without
filtering out mislabelled frames. As shown in Tab. 3 our methodology outper-
forms results of [8] across all tasks and network architectures by a large margin.
Notably, the gain in performance by our methodology increases for t2 and t3
that present high imbalance in the class distributions, which can be attributed
to the fact that we employ oversampling methods that explicitly address it.
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Table 2. Effect of oversampling in t2 and t3 (all use Lovász loss)

Model Oversampling Mean IoU

Task Backbone Decoder Adaptive RF Anatomies Tools Rare Overall
t2 ResNet50 OCR 0.9038 0.7502 0.7572 0.8109
t2 ResNet50 OCR X 0.9117 0.7666 0.7614 0.8220
t2 ResNet50 OCR X 0.9063 0.7689 0.7752 0.8236

t2 ResNet34 UPN 0.9061 0.7546 0.7374 0.8151
t2 ResNet34 UPN X 0.9045 0.7620 0.7665 0.8198
t2 ResNet34 UPN X 0.9045 0.7787 0.7836 0.8298

t3 ResNet50 OCR 0.9062 0.6695 0.6202 0.7345
t3 ResNet50 OCR X 0.9020 0.7112 0.6913 0.7622
t3 ResNet50 OCR X 0.9059 0.7296 0.7144 0.7777

t3 ResNet34 UPN 0.9031 0.6744 0.6274 0.7374
t3 ResNet34 UPN X 0.9010 0.6860 0.6571 0.7457
t3 ResNet34 UPN X 0.9024 0.7238 0.7076 0.7735

Table 3. Results on train-val-test dataset split of [8], bold denotes the best result per
model, red and blue the best overall in val and test set of each task respectively.

Model Training t1 t2 t3

Loss Sampling val test val test val test
DLv3+ [8] CE - 0.8530 0.8262 0.7450 0.7226 0.6860 0.6323

DLv3+ Lovász RF 0.8848 0.8565 0.7914 0.7517 0.7744 0.7051

UPN [8] CE - 0.8790 0.8396 0.7950 0.7376 0.7420 0.6676
UPN Lovász RF 0.8885 0.8632 0.8154 0.7688 0.7575 0.7044

HRNetv2 [8] CE - 0.8810 0.8491 0.8180 0.7611 0.7240 0.6664

OCR Lovász RF 0.8897 0.8640 0.8325 0.7909 0.7940 0.7194

4 Conclusion

The CaDIS dataset is a new benchmark in the domain of cataract surgery. Its
main challenge lies in the extreme class imbalance encountered in the highly
granular semantic segmentation labels provided, which we meet with two dif-
ferent data oversampling strategies. We set a new state-of-the-art and provide
extensive ablation studies on the effect of different design choices. These show
that the effect of varying encoder or decoder designs is minor and generally diffi-
cult to predict, while the choice of the loss function and data sampling strategy
are paramount. Specifically, we recommend the use of the Lovász-Softmax loss as
a differentiable surrogate for the Jaccard index [4], and an adaptation of repeat
factor sampling [9] to increase the frequency of hard records in the training data.
Our findings can be applied to other datasets with a similar class imbalance, and
may guide efforts of pushing the state-of-the-art further on CaDIS.
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