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Abstract

One of the fundamental tasks in autonomous driving is lane line detection. We aim to
improve detection accuracy in complex scenarios and strike a better balance between per-
formance and complexity of lane line detection networks. To this end, we first propose
Parallel Spatial Separation Convolution (PSS-conv), a new convolution operation built on
a new parallel spatial convolution decomposition and a channel-weighted feature merg-
ing strategy, to aggregate the features obtained from decomposed convolution. Then, we
propose Parallel Spatial Separation Convolution with Message-Passing (PSS-conv-MP),
in which a new message passing module is added before feature merging to enable slice-
by-slice information propagation. Based on the PSS-conv, PSS-conv-MP, residual con-
nection and non-bottleneck design, we construct a new lane line detection network called
Parallel Spatial Separation Network (PSSNet), which can handle challenging scenes like
curve and obscured lane lines. Extensive experiments show that PSSNet can achieve a
superior performance on the challenging lane line detection benchmark CULane.

1 Introduction
Lane line detection is one of the most fundamental and important tasks in autonomous driv-
ing. Only when lane markings are located and tracked accurately, can self-driving vehicles
drive safely on the road. Due to strong feature extraction capabilities of convolution neural
networks (CNNs), CNN-based lane line detection methods achieve high detection accuracy
in various traffic scenes [6, 9, 12, 13, 14, 17, 22, 28, 32].

However, there are still many challenges in lane line detection. Firstly, it is still difficult
to locate the lane lines when they are occluded by other objects, such as vehicles ahead,
pedestrians beside and shadow of the buildings. Secondly, various challenging scenarios,
such as curve lane lines, poor weather and low light condition also limit the capability of
models [22]. Thirdly, CNN-based lane line detection methods need to be designed with an
appropriate trade-off between detection accuracy and network complexity. Hence, we focus
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on improving detection robustness and making a good trade-off between network perfor-
mance and complexity.

In this paper, inspired by recent progress in lightweight network design and semantic
segmentation [3, 18, 26], we design an effective lane line detection network with optimized
structure and small amount of parameters aiming to tackle the challenges mentioned above.
To reduce network complexity, we propose a parallel spatial separation convolution. To
improve network’s ability of extracting lane line features, we use height-wise and width-
wise convolutions respectively to extract underlying features, height-wise and width-wise
message passing modules to enrich detailed features and a channel-weighted feature merging
strategy to merge features.

The main novelty and contributions of this paper can be summarized as follows:
1) We explore a new decomposition of spatially separable convolution. A standard 2D

convolution (k×k) is decomposed into height-wise (k×1) convolution and width-wise con-
volution (1× k) in parallel, which allows our network to better understand row and column
information simultaneously. In this way, it can reduce width-wise information loss caused
by the existing cascaded spatial separation convolution in which width-wise information is
only extracted from the feature map produced by height-wise convolution. In addition, such
a parallel decomposition can make parallel computing more convenient.

2) Based on the above-proposed parallel spatial convolution decomposition, we propose
a new convolution operation called parallel spatial separation convolution (PSS-conv). It
is also combined with a weighted feature merging strategy to make the lane line feature
extraction more flexible and efficient, especially for complex scenes.

3) A new form of context message passing module is added to the basic PSS-conv to
further enrich and update the width-wise and height-wise features (PSS-conv-MP). Then,
we construct residual structures named parallel spatial separation non-bottleneck (PSS-nbt)
and parallel spatial separation with message passing non-bottleneck (PSS-nbt-MP). Finally,
we propose an effective lane line network (PSSNet) by stacking PSS-nbt and PSS-nbt-MP
modules.

2 Related Work

2.1 CNN-based Lane Line Detection

CNN-based lane detection method was first proposed in [9]. Then, in [20], lane detection
problem is regraded as an instance segmentation problem based on CNNs. In order to further
improve the detection accuracy, SCNN [22] proposes a CNN-based information transferring
module within feature maps in four directions by a cascading way. However, the amount
of parameters and computation of SCNN is unbearable in real-world applications. Recently,
RESA [32] presents a feature aggregator to enrich the lane line features after ordinary CNN
feature extraction. However, RESA still needs a large number of parameters.

The methods above all require a complex feature extraction network as backbone. In
order to reduce network complexity, Hou et al. [7] proposes a self-attention distillation
(SAD) module to aggregate contextual information. IntRA-KD [8] uses knowledge dis-
tillation to attain lightweight and real-time models. However, the detection performance of
these lightweight algorithms is unsatisfying in complex scenarios. Recently, CurveLane-
NAS [30], a new method based on neural architecture search (NAS) was proposed to find
a proper backbone and a feature fusion module, which achieves higher detection accuracy.
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However, NAS is computationally expensive, requiring 5,000 GPU hours per dataset.
In summary, recent algorithms of lane line detection suffer from either high network

complexity and computation or poor detection accuracy. Hence, in this paper, we propose an
effective lane line detection network with an optimized structure, which has a better trade-off
between detection accuracy and complexity.

2.2 Separable Convolution

Separable convolution is a popular way to reduce network parameters and achieve lightweight
segmentation [10, 29]. There are two main types of separable convolutions: spatially separa-
ble convolution [19] and depth separable convolution [27]. Spatially separable convolution
(asymmetric convolution) is a decomposition in the spatial dimension. Rengarajan et al.
[25] employ spatially separable convolution kernels to correct motion distortions. Existing
spatially separable convolution factorizes a standard 2D convolution (k× k) into a height-
wise convolution (k× 1) followed by a width-wise convolution (1× k). However, Jin et
al. [11] shows that directly applying spatially separable convolution would cause significant
information loss.

In this paper, we explore a new form of spatially separable convolution (PSS-conv).
Different from the existing cascaded spatial separation convolution, PSS-conv is formed by
a standard 2D convolution being decomposed into height-wise convolution and width-wise
convolution in parallel and merging the features by channel-wise weights, as detailed in
Section 3.1.

3 Proposed Method

3.1 Parallel Spatial Separation Convolution

Figure 1: The diagram of PSS-conv and PSS-conv-MP. The Message-Passing module is only
used in PSS-conv-MP.

To balance accuracy and efficiency in lane line detection, we design a new form of spa-
tially separable convolution called PSS-conv, which is the fundamental module of our pro-
posed network. Fig.1 excluding the Message-Passing module is the diagram of PSS-conv.
Compared with the cascaded spatial separation convolution proposed in [1], our module can
extract more low-level information by width-wise convolution and height-wise convolution
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in parallel. Thus, our network is able to extract more spatial context information from orig-
inal image at the same depth, which is crucial for a segmentation task such as lane line
detection. In addition, PSS-conv has superior potential for parallelism to satisfy real-time
detection.

As shown in Fig.1, PSS-conv can be divided into two simple steps (Fig.1(a), Fig.1(c)).
Firstly, we use height-wise convolution (k×1 kernel) and width-wise convolution (1×k ker-
nel) separately to extract features (Fig.1(a)). Secondly, a channel-weighted feature merging
strategy, motivated by SKNet [15], is used to merge the feature maps obtained by width-wise
convolution and height-wise convolution (Fig.1(c)). This channel-weighted feature merging
strategy uses the learned weights to achieve feature focusing based on different importance
of width-wise and height-wise information at the channel level.

3.2 Parallel Spatial Separation Convolution with Message-Passing

In order to handle complex scenes, such as occlusion and dazzle light, we propose a spatial
Message-Passing module (shown in Fig.1(b)) based on PSS-conv to gather more detailed
information and enrich the feature map. As shown in Fig.1, the Message-Passing module can
be divided to two branch following width-wise and height-wise convolutions respectively.

Specifically, assume we have a 3-D feature map tensor Xw after width-wise convolution
of size H×W ×C, where H,W,C denote the number of rows, columns and channels respec-
tively. It is noting that this tensor contains information within rows. Then, a height-wise
Message-Passing module is used for feature enriching between rows. The tensor would be
divided into H slices, and the first slice is sent into a convolution layer with C kernels of size
1×ω×C, where ω is the kernel width (ω equals 7 in our experiments). The output is added
to the next slice to provide a new one, and then this new slice is sent to the next convolution
layer and this process would continue until the last slice is updated. Assume the 3-D kernel
tensor Kw with element Kw

i, j,k denoting the weight between an element in channel k of the last
slice and current slice with an offset of j rows. Denote Xw

i, j,k as one of slices in 3-D tensor
Xw before the Message-Passing module, where i, j,k represent the index of row, column and
channel. Then the forward computation of height-wise Message-Passing module is

Xw ′
i, j,k =


Xw

i, j,k j = 1

Xw
i, j,k + f

(
∑
m

∑
n

Xw ′
m, j−1,n×Kw

m, j,n

)
j = 2,3, . . . ,H

(1)

where f denotes the nonlinear activation function. The X denotes the input element, while
X ′ denotes the element that has been updated. The convolution kernel weights are shared
across all slices. In addition, height-wise Message-Passing module contains both downward
and upward directions. Width-wise Message-Passing module is composed similarly but in
the width direction.

Different from the message-passing module in SCNN [22] and RESA [32], we decouple
the rows’ and columns’ message-passing. In this way, the combination of width-wise and
height-wise information become more flexible, so the transmission of feature flow in our
proposed method would be more benefit to lane line detection.
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Figure 2: Three different residual layer modules: (i) the non-bottleneck-1D module in
ERFNet; (ii) the PSS-nbt module; (iii) the PSS-nbt-MP module.

3.3 Lane Line Detection Network

3.3.1 PSS-nbt and PSS-nbt-MP

Inspired by the non-bottleneck design in [5] and the non-bottleneck-1D module in ERFNet [26],
we propose two new residual layers named PSS-nbt and PSS-nbt-MP based on PSS-conv
and PSS-conv-MP respectively. As depicted in Fig.2, they consist of two PSS-conv or PSS-
conv-MP blocks: one is normal convolution while the other is dilated convolution to enlarge
receptive fields. Moreover, residual connection between input and output of two PSS-conv
or PSS-conv-MP blocks is used here to make full and efficient use of features.

3.3.2 PSSNet

Fig.3 shows the overall structure of our proposed PSSNet, where layers in Fig.3(i) consti-
tute the encoder producing downsampled feature maps, and layers in Fig.3(ii) and Fig.3(iii)
constitute two decoding branches. The lane segmentation branch (Fig.3(ii)) takes charge of
the instance segmentation task, outputting probability maps of different lane line markings;
and the lane line existence branch (Fig.3(iii)) outputs a vector representing the existence
of marked lane lines in the dataset. The lane line existence branch is used here to make
convergence of network faster and more stable.

As shown in Fig.3, PSSNet is achieved by sequentially stacking the proposed PSS-nbt
and PSS-nbt-MP. In detail, the encoder in Fig.3(i) includes 13 PSS-nbt units, N PSS-nbt-
MP units and 3 downsampling units, which are performed by stacking parallel outputs of
a single 3×3 convolution with stride 2 and a max-pooling layer. The lane segmentation
branch in Fig.3(iii) includes 4 PSS-nbt units and 2 upsampling units. Different from the
max-unpooling unit used for upsampling in SegNet [2] and ENet [23], the upsampling unit
in our PSSNet is performed by a 3×3 transposed convolution (deconvolution) with stride 2,
which can reduce the memory usage as it needs no pooling index used in the encoder.
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Figure 3: Overall architecture of the proposed PSSNet.

3.3.3 Loss Function

To train our complete network, we minimize the following loss function:

L = λLseg +βLexist +LclDice, (2)

where Lseg is the weighted cross entropy loss commonly used in semantic segmentation
tasks; LclDice is the soft connectivity-preserving loss (clDice loss) which is first proposed in
[21] for vessel segmentation; Lexist is the lane existence binary cross entropy loss for the lane
line existence branch. Parameter λ is the weight for Lseg and β is the weight for Lexist . We
empirically set λ = 0.4, β = 0.1.

We introduce the clDice loss in lane line detection tasks for three reasons. Firstly, the
positive and negative samples are extremely unbalanced in lane line detection, which would
cause insufficient learning of positive samples and low detection accuracy. Secondly, the
commonly used cross-entropy loss is calculated pixel by pixel, ignoring the inherent shape
characteristics of the lane line markings. Thirdly, the clDice loss can directly optimize the
network by an evaluation criterion which is similar to the F1 score.

In order to calculate the clDice loss, we first obtain the center line of the predict map
(P) and lane markings instance label map (L) by iterative min- and max-pooling with a
hyper-parameter k. The center line clP and clL are extracted from (P) and (L) respectively.
Subsequently, we compute the fraction of clL that lies within P, which we call clL ◦ lmP and
vice versa to get clP ◦ lmL. clP ◦ lmL is susceptible to false positives in the prediction while
clL ◦ lmP is susceptible to false negatives. Therefore, clL ◦ lmP and clP ◦ lmL are regraded as
precision and recall, respectively. Final expression of clDice is

clDice = 2× clL ◦ lmP× clP ◦ lmL

clL ◦ lmP + clP ◦ lmL
, where


clL ◦ lmP =

|clL∩P|+ ε

clL + ε

clP ◦ lmL =
|clP∩L|+ ε

clP + ε

and ε is used to keep the denominator from being 0. The final form of clDice loss used in
our network is:

LclDice =
C

∑
c=1

1− clDice(Pc,Lc), (3)
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where C denotes the maximum number of lane lines in a single image, which is four in
CULane. More experiments related to the clDice loss are in Section 4.4.3.

4 Experiments

In this section, we first introduce the dataset and the training setups used in the experiments.
Then we compare our proposed method with other state-of-the-art methods. Finally, we
investigate the effect of PSS-conv, Message-Passing module and clDice loss by ablation
experiments.

4.1 Dataset and Training Settings

CULane is one of the largest and most complex datasets publicly available for multiple lane
lines detection. In CULane, there are 88,880 images used for training, 9,675 for validation,
and 34,680 for testing. All images are collected in Beijing’s urban roads with a resolution of
1,640x590 pixels; and all test images are divided into nine categories of challenging traffic
scenarios (normal, crowded, night, cross, arrow, shadow, dazzle light, no visible line and
curve). Before training, the upper part of images are cropped off because the information
there is normally unrelated to the lane lines. After being cropped, these images are resized to
976x208. We pre-trained the segmentation branch on the Cityscapes dataset and initialized
randomly for the lane existence branch. Our model is trained by SGD with batch size of 16
and an initial learning rate of 0.01 until convergence.

4.2 Evaluation Metrics

Following the official implementation of the evaluation on CULane [22], lane line markings
are viewed as lines with widths equal to 30 pixels and then Intersection over Union (IoU)
between the ground truth and the prediction is calculated. If a prediction has an IoU greater
than 0.5 with a ground-truth lane, this predicted lane line would be considered as a true
positive (TP). Then we employ F1 = 2Precision×Recall

Precision+Recall as the final evaluation metrics, where
Precision = T P

T P+FP , Recall = T P
T P+FN (FP is the false positive and FN is the false negative).

Method Total Normal Crowded Dazzle Shadow No Line Arrow Curve Crossroad Night FLOPs (G) Params (M)

SCNN [22] 71.60 90.60 69.70 58.50 66.90 43.40 84.10 64.40 1990 66.10 328.40 20.72
ENet-SAD [7] 70.80 90.10 68.80 60.20 65.90 41.60 84.00 65.70 1998 66.00 3.90 0.98
[24](Resnet-18) 68.40 87.70 66.00 58.40 62.80 40.20 81.00 57.90 1743 62.10 - -
[24](Resnet-34) 72.30 90.70 70.20 59.50 69.30 44.40 85.70 69.50 2037 66.70 - -
ERFNet [26] 73.10 91.40 71.50 65.60 71.50 45.20 87.10 66.00 2194 67.10 21.51 2.49

ERFNet-E2E [31] 74.00 91.00 73.10 64.50 74.10 46.60 85.80 71.90 2022 67.90 - -
SIM-CycleGAN [16] 73.90 91.80 71.80 66.40 76.20 46.10 87.80 67.10 2346 69.40 - -

CurveLanes-NAS-S [30] 71.40 88.30 71.80 63.20 68.00 47.90 82.50 66.00 2817 66.20 9.00 -
CurveLanes-NAS-M [30] 73.50 90.20 68.00 65.00 69.30 48.80 85.70 67.50 2359 68.20 35.70 -
CurveLanes-NAS-L [30] 74.80 90.70 70.50 67.70 70.10 49.40 85.80 68.40 1746 68.90 86.50 -

LaneATT (ResNet-18) [28] 75.09 91.11 72.96 65.72 70.91 48.35 85.49 63.37 1170 68.95 18.60 22.13
RESA (ResNet-50) [32] 75.30 92.10 73.10 69.20 72.80 47.70 88.30 70.30 1503 69.90 - -

PSSNet (N=0) 74.60 92.10 72.50 65.70 70.80 47.00 87.50 69.30 1785 69.50 21.68 2.96
PSSNet (N=1) 75.76 92.30 73.70 68.10 72.80 49.40 88.50 70.80 1747 71.20 29.66 4.33

Table 1: Comparison of different algorithms on the CULane test set. F1 score is displayed
except “Crossroad” for which only FP is shown. Top 1 results are in bold.
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(a) F1 vs. Params (b) F1 vs. FLOPs

Figure 4: Trade-off comparison between the proposed PSSNet and other SOTA methods on
the CULane test set.

4.3 Main Results
We compare our method with several state-of-the-art lane line detection methods. The re-
sults of these methods on nine categories of the CULane test set are shown in Table 1, in
which PSSNet (N=0) and PSSNet (N=1) are the proposed network, with N being the num-
ber of PSS-conv-MP used between encoder and decoder. As Table 1 shows, our methods
outperforms most models. For instance, PSSNet (N=0), which is only formed by PSS-conv,
has comparable F1 score with CurveLane-NAS-L, while requiring only a quarter of FLOPs
(Floating Point Operations). Moreover, PSSNet (N=1) obtains superior performance in most
scenarios, strongly indicating the effectiveness and generality of our method.

Fig.4 presents a comprehensive performance comparison between ours and other meth-
ods. Fig.4(a) shows a trade-off comparison between performance (F1 score) and parameter
amount; and the top-left corner indicates the best trade-off. It can be seen that our two
methods (PSSNet (N=0) and PSSNet (N=1) represented by light red and dark red stars, re-
spectively) are both located in the upper-left corner. In Fig.4(b), we compare more methods:
PiontLane-R101 [4] and ResNet-101-SAD for completeness. Although LaneATT (ResNet-
18) achieves higher F1 score and smaller amount of FLOPs than PSSNet (N=0), our method
is superior to it in terms of parameter number.

Fig.5 compares the probability maps generated by ERFNet (the closest method to ours)
and our method (PSSNet (N=1)). It can be seen that our predict probability maps are more
accurate than those created by ERFNet, especially in some complex scenes such as dazzle
light and night (rows 2, 3 and 4 of Fig.5). Fig.6 compares the detection results of ERFNet
and our method (PSSNet (N=1)): the latter gets more blue (true-positive) lane lines and no
red (false-positive) lane lines.

4.4 Ablation Study
4.4.1 Effect of PSS-conv

In this section, we explore the effect of parallel spatial separation convolution. We com-
pare the network formed by PSS-conv with classic semantic segmentation methods based on
traditional convolution: ResNet-18 [3], ResNet-34 [3] and the ERFNet constituted by cas-
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Figure 5: Probability maps of some images from the CULane test set. From left to right are
the input images, ground truth, probability maps of ERFNet and our model.

Figure 6: Visual results of ERFNet (upper) and our method (lower) on the CULane test set.
Green lines: ground-truth; blue line: true-positive; and red lines: false-positive.

caded spatial separation convolution. In this section, all networks are trained by the same
cross-entropy loss. As Fig.2 shows, PSS-nbt has only half the depth of the non-bottleneck-
1D in ERFNet. To complete comparison, we also construct a PSS-nbt that contains four
PSS-conv blocks to keep the same depth as nonbottleneck-1D (Our* shown in Table 2). As
Table 2 shows, our method, with fewer parameters, can achieve better performance than clas-
sic semantic segmentation methods. Although ERFNet has fewer parameters than ours, our
methods achieve better detection accuracy.

4.4.2 Effect of Message-Passing module

In this section, we explore the effect of Message-Passing module. To compare fairly, we
use the commonly used cross-entropy as loss function in this section. Results are shown in
Table 3, where “w/o MP” represents our basic framework PSSNet (N=0) in this section, “w
SCNN-MP” represents basic framework with “SCNN-DURL” [22] added between encoder
and decoder, “w PSS-conv-MP once” and “w PSS-conv-MP twice” denote the basic frame-
work with one and two PSS-conv-MP modules added before decoder respectively. Results
show using our message passing module can make a significant improvement in detection
accuracy. Compared with the message passing module proposed in [22], our PSS-conv-
MP module can achieve better detection accuracy (Total Precision +1.2 and Total F1 score
+0.4). In addition, experiments show that using PSS-conv-MP twice can only make a slight
improvement in performance.
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Method Total F1 Params (M)
ResNet-18 65.10 16.06
ResNet-34 67.80 25.70
ERFNet 73.10 2.49

Ours 73.80 2.96
Ours* 74.20 5.29

Table 2: Performance of network
formed by different convolutions.
Cross-entropy loss is used in training.

Method Total P Total R Total F1
w/o MP 74.47 73.22 73.84

w SCNN-MP 74.58 74.04 74.31
w PSS-conv-MP once 75.77 73.63 74.69
w PSS-conv-MP twice 75.11 74.35 74.73

Table 3: Performance of network with different mes-
sage passing structures. Cross-entropy loss is used
in training.

4.4.3 Effect of clDice Loss

In this section, we explore the effect of clDice loss in lane line detection. We use the PSSNet
(N=1) as basic framework in this section. Results are shown in Table 4. It can be seen that
the detection performance can be significantly improved by using the clDice loss. Addition-
ally, we did some experiments on hyper-parameter k which determines the iteration numbers
for getting the center line. The effect of different k applied to the label map can be visualized
from Fig.7. From left to right and top to bottom are the original label map and transformed
map by k = 1,2,3. It shows that larger k produces thinner center line. Results in Table 4
show that k = 2 is optimal for our task.

Figure 7: Effect of hyper parameters k.

Method Total P Total R Total F1
w/o clDice loss 75.77 73.63 74.69

w clDice loss

k=0 75.78 73.78 74.77
k=1 77.62 74.84 75.68
k=2 77.66 73.95 75.76
k=3 76.40 73.75 75.05

Table 4: Performance comparison of different k in
clDice loss.

5 Conclusion

In this paper, to maintain the detection accuracy as well as reducing model complexity, we
first decompose a standard 2D convolution into height-wise convolution and width-wise con-
volution in parallel. Then, we use a channel-weighted feature aggregation to merge the fea-
tures extracted by the decomposed convolution kernels. After that, to tackle the complex
scenes, we propose PSS-conv-MP, in which a message passing module is added before fea-
ture merging in PSS-conv. Finally, we introduce PSS-conv and PSS-conv-MP to the resid-
ual layer and construct a new lane line detection network named PSSNet. On the CULane
dataset, our network’s detection performance is comparable to the state-of-art methods but
with less parameters, thus striking a superior balance between detection performance and
efficiency for lane line detection. In addition, our module has superior potential for parallel
computing, which is our future research direction.
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