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The use of intercoder reliability in qualitative interview data analysis in science education

Kason Ka Ching Cheung and Kevin W. H. Tai


ABSTRACT

Background: Intercoder reliability is a statistic commonly reported by researchers to demonstrate the rigour of coding procedures during data analysis. Its importance is debatable in the analysis of qualitative interview data. It raises a question on whether researchers should identify the same codes and themes in a transcript or they should produce different accounts in analyzing the transcript.

Purpose: This study reports how articles in four science education journals, International Journal of Science Education, Research in Science Education, Journal of Research in Science Teaching and Science Education report intercoder reliability in their analysis of interview data.

Methods: This article explores whether 103 papers published in these science education journals in a single year (2019) have reported intercoder reliability test when the authors analyse their interview data. It was found that 19 papers have reported the test results.

Findings: The authors of these studies have different interpretation towards a similar value of intercoder reliability. Moreover, the percentage of data used in the intercoder reliability test and the identity of intercoder vary across the studies. As a result, this paper aims to raise an issue on whether a replicability of coding can show the reliability of the results when researchers analyze interview data.

Conclusion: We propose two major principles when authors report the reliability of the analysis of interview data: transparency and explanatory. We also argue that only when the authors report intercoder reliability test results that are based on these two principles, the reliability statistics of studies are convincing to readers. Some suggestions are offered to authors regarding how to carry out, analyze and report the intercoder reliability test.

1. Introduction

Qualitative interview is an important method in science education research because it can be used to explore students’ understanding of scientific concepts (Cheung and Winterbottom 2021; Tai Forthcoming) and teachers’ knowledge for teaching science in an in-depth manner. To enhance the reliability of data analysis of interview transcripts,
researchers begin to use the intercoder reliability test. Intercoder reliability is ‘a numerical measure of the agreement between different coders regarding how the same data should be coded’ (O’Connor and Joffe 2020, 1).

Researchers commonly conflate intercoder reliability and interrater reliability (O’Connor and Joffe 2020). Interrater reliability can be applied to data rated on an ordinal or interval scale with a fixed scoring rubric, while intercoder reliability can be applied to nominal data, such as interview data (O’Connor and Joffe 2020). Some of the science education studies that use interviews begin to report the results of the intercoder reliability test. In quantitative research, interrater reliability ensures that two or more raters assign the same score to the same responses. However, the role of the intercoder reliability test is still unclear in qualitative research, especially in analysing interview data in science education research. Unlike questionnaire, interview data does not have a fixed number of codes. Different coders can segment or analyse interview data in different ways (Marques and McCall 2005).

In this study, we identify how researchers in science education conduct intercoder reliability tests. Until now, there is no specific article that recommends researchers in science education when and how to conduct and report intercoder reliability tests. Debates on the report of reliability statistics in science education arise. For example, Taber (2018) reported that the reliability statistic, Cronbach’s alpha, was misused in science education studies. Researchers in science education did not report how they obtained Cronbach’s alpha and had various interpretations on Cronbach’s alpha. As readers, reviewers and authors of research studies in science education, we also noticed a similar issue in the analysis of interview data by different research studies in the field. We can see that some researchers in science education conflate interrater reliability and intercoder reliability. By discussing the examples from science education, this study will form a basis for discussion between researchers who are studying the methodological issues in interview data analysis in science education. The findings of this study can also be applied to other fields. However, we hope to locate the relevant literature in the field of science education. Therefore, the findings of this study are visible to researchers who are investigating ways to improve the trustworthiness of reliability statistics in science education research.

We also hope that our work can stimulate researchers who are working in specific areas of science education to discuss when and how intercoder reliability can be applied to their areas. Brock and Taber (2017) contended that variability should not be seen as a hindrance when researchers were analysing the changes in students’ conceptual structures using the microgenetic method. The authors (2017) also thought that researchers should engage in small and unorganized changes in students’ conceptual structures. Therefore, applying intercoder reliability to these studies might not be suitable, as different coders might identify different tiny changes in students’ interview data.

In this paper, we present a review of science education research studies, which report qualitative interview data. By surveying articles in the year of 2019 from four leading science education journals, namely International Journal of Science Education, Research in Science Education, Journal of Research in Science Teaching and Science Education, we
examine whether these studies have used intercoder reliability statistics as a means to establish reliability. Afterward, the ways of how these studies reported intercoder reliability will be analysed. The results aim to address the following research questions:

RQ1. Does qualitative interview data analysis in science education studies report the results of the intercoder reliability test?

RQ2(a). If the studies have carried out the intercoder reliability test, how do these studies use the terminology to name their test?

RQ2(b). If the studies have carried out the intercoder reliability test, how do these studies carry out the intercoder reliability test?

RQ2(c). If the studies have carried out the intercoder reliability test, how do these studies report the results of the intercoder reliability test?

2. Differences between intercoder reliability and interrater reliability

Intercoder reliability is calculated based on the extent to which two or more coders agree on the codes applied to a fixed set of units in qualitative data (Kurasaki 2000); interrater reliability measures the degree of the differences in ratings between independent raters on the same artefact (Tinsley & Weiss, 2000; Gwet 2014). In other words, interrater reliability refers to a situation where two researchers assign values that are already well defined, while intercoder reliability can be applied to measure the degree of agreement when two coders apply codes to related data units in a transcript to validate coding (Gwet 2014). Both terminologies have been used in some of the science education studies interchangeably which use interview as a primary data collection method.

For example, Zohar and Levy (2019) measured the ‘inter-rater reliability’ of students’ conceptions of chemical bonding. However, the knowledge elements extracted from the transcripts are attraction, completion, sharing, distance between atoms (implicitly), distance between atoms (explicitly), repulsion and dynamics. The codes are not pre-defined and emerge from the dataset. In another study, Hecht, Knutson, and Crowley (2019) were ‘testing for the inter-rater reliability’ but they identified different types of nature-related experiences. These studies conducted reliability for measuring the consensus of applying the same code to a data unit, instead of measuring the degree of differences in ratings between two raters. We can see that different science education studies use a terminology that differs from its referent.

3. The use of intercoder reliability in interview research

Intercoder reliability can reflect on how different coders agree on the themes that emerged from the data, so this can serve as a proxy for validating the constructs that emerged from the interview data (Ryan 1999). Hence, reliability or the consistency of the rating is seen as important because the results should be generalizable and not be the idiosyncratic result of a researcher’s judgment. However, the report of intercoder
reliability can be disagreed by some researchers owing to the following factors: (1) intercoder reliability contradicts the paradigm of qualitative research as most qualitative reliability rejects the “single and ‘true’ reality” (Braun and Clarke 2013; Hollway and Jefferson 2013); (2) there are not any fixed rules on the proportion of data to be coded, the ways of segmenting data and the level of interdependence of coders (O’Connor and Joffe 2020); (3) the studies do not provide a detailed explanation of how they obtain intercoder reliability indices, such as the levels of measurements, the ways of reporting reliability and the number of coders (Feng 2014).

Qualitative interview is one of the most common data sources, which is used in qualitative and mixed method research (Taber 2013). It often adopts an interpretivist approach. According to Taber (2013), interpretivist research assumes that ‘the research relies upon the (inevitably somewhat subjective) interpretation of a particular human being who will necessarily bring his or her own idiosyncratic experiences and understanding to the interpretations made’ (p. 45). Typically, interviews can be analysed inductively and/or deductively. The deductive approach involves the use of structure, theory or predetermined concepts and categories to conduct the interview analysis, whereas the inductive approach entails little or no predetermined theory, structure or framework when analyzing the data (Spradley 1979). Formal interviews are typically divided into structured, semi-structured and open (Richards 2003). The semi-structured interviews are based on themes to address, but they are unstructured enough to leave room for the interview to ‘facilitate the open expression of the informant’s perspective on the world’ (Hammersley and Atkinson 2007, 129). The interviewer and interviewees are free in semi-structured interviews to deviate from the questions and engage in topics that arise in the course of the interaction. Alternatively, informal interviews can take place spontaneously rather than being scheduled with participants in advance. This contrasts with quantitative research, which assumes that the knowledge produced must be agreed by all observers (Taber 2013). If researchers adopt an interpretivist approach, it is unclear whether reporting the results of the intercoder reliability test can strengthen the subjective interpretation of the experiences and understandings of a human being.

Some qualitative methodologies, such as ethnography, use other means to reduce the threat of reliability. It is important to note that calculating and reporting intercoder reliability is not the only way to strengthen the reliability of the analysis of the interview data. For instance, ethnographic research occurs in natural settings and unique situations cannot be reconstructed accurately because human behaviour is never static (LeCompte and Goetz 1982). The individual and personal nature of the ethnographic process also prevents researchers from replicating the findings of another because ‘the flow of information is dependent on the social role held within the studied group and the knowledge deemed appropriate for incumbents of that role to possess’ (LeCompte and Goetz 1982, 37). In other words, collecting ethnographic data depends on the social relationship of the researcher with the participants and different researchers can potentially yield different findings. Hence, it is vital for ethnographers to acknowledge their role as a researcher and status within the community/group investigated. Additionally, researchers should describe the ethnographic accounts in sufficient detail in order to allow other researchers to assess the quality of the findings and check for logical and empirically supported claims. In this way, the source of analysis, as well as the analytic process, has to be described as much as possible in order to depict a faithful and accurate
rendition of the participants’ lived experiences. Another strategy that is typically used by qualitative researchers is to adopt constant comparative methods to analyze interview data. The constant comparative method is a constant process of moving back and forth between the similarities and differences of the emerging categories against the data collected. Having identified a common feature that integrates instances of a phenomenon, the researcher needs to refocus on divergences within a category in order to distinguish any emerging subcategories. By doing so, this ensures that the researcher does not merely create categories but also divides them into smaller units of meaning. The ultimate goal of constant comparative analysis is to unite and integrate categories in a manner that all instances of variation can be captured by the emerging theory (Glaser and Strauss 1967).

As explained, intercoder reliability, often perceived as a function of standardizing research procedures, is a complex issue in qualitative research, and it has to be addressed by various strategies to reduce threats to reliability. Hence, in this paper, we argue that the necessity of calculating intercoder reliability depends on the nature of the qualitative studies and it is not always useful for some qualitative studies to include intercoder reliability rate.

4. Conducting intercoder reliability test

There is no review of science education studies on the practice of conducting intercoder reliability tests in analysing interview data. By comparing these studies and the methodology literature, we aim to identify the potential gap and provide suggestions for improving the use of intercoder reliability statistics in science education studies.

Jansen, Knippels, and Van Joolingen (2019) conducted intercoder reliability when they analysed students’ understanding of concept-process models. The authors stated that ‘Ten percent of the interviews were coded by a second independent coder. For this, the second coder received the transcribed interview in which the fragments that were coded by the first coder were highlighted’ (p. 987). Conducting intercoder reliability helps them examine if two coders can apply identical codes to the same transcript fragments. Three major problems may be arisen from this practice: (1) the reliability of segmenting interview transcripts into fragments is not established (Campbell et al. 2013); (2) this reliability value cannot enhance the reliability of the process of creating the coding scheme; (3) the test serves as a post-hoc test instead of improving the reliability of data analysis procedures (Morse et al. 2002). This kind of ‘ready-made’ data should theoretically yield a higher intercoder reliability because the coding scheme has been established and the interview transcripts have been well segmented.

Moreover, authors do not explain their choices of choosing the coder. In one example, Zohar and Levy (2019) stated that ‘The first author and a research assistant independently coded the same quotes of five students (22% of the students)’ (p. 888). The expertise of the research assistant is unknown, and it is likely that a research assistant is directed by his or her supervisor during the process of resolving coding disagreements. The coding process is influenced by the coders’ prior experiences and expertise. Zohar and Levy (2019) studied students’ understanding of chemical bonds. The interpretation by a research assistant without a degree in chemistry and experiences of teaching chemistry is different from that who has a degree in chemistry and has substantial teaching experiences.
Apart from deciding the choice of other raters, the choice of intercoder reliability indicators should be carefully considered. Common indicators are percentage agreement and Cohen’s kappa. In one of our study of interest, Hecht, Knutson, and Crowley (2019) state that ‘After reviewing the life history codes as a team and testing for intercoder reliability (Cohen’s κ = 0.75), we began to layer in our interest development coding scheme, which also had several iterations.’ (p. 696). There are three authors in their study and the calculation of Cohen’s kappa usually involves a maximum of two coders (Sun 2011). They also did not point out whether there were fixed numbers of units of analysis in calculating Cohen’s kappa. It cannot ensure the reliability of the process of dividing data into idea units or the process of creating coding scheme.

5. Reporting the Results of Intercoder Reliability Test

A common trend in science education articles is that authors reported a ‘satisfactory’ intercoder reliability statistic and recorded that disagreements were discussed and resolved. One example is that ‘And after several discussions and consultation with the data, consensus between the two researchers was reached across all NOS aspects’ (Khishfe 2019, 1166). The article does not entail how a consensus is reached. In another example, Krell et al. (2019) reported that ‘After κ was calculated, the differentially coded activities have been discussed by the first two authors in order to reach a consensus for further data analysis (consensual coding)’ (p. 1327). It is unclear how to reach a consensus and what the disagreements are. Hammer and Berland (2014) argue that there should be more discussion of the borderline cases, for example, illustrating the complexity and difficulties in applying a code to an idea unit. This will enable readers to interpret whether a specific code can capture the information of that idea unit.

In summary, there should be careful considerations on the use of intercoder reliability statistics: (1) whether it aligns with the methodology and aims of research questions, (2) how to conduct intercoder reliability test as well as (3) how to report intercoder reliability test results. Figure 1 shows a framework that guides the decisions in using intercoder reliability test in science education research.

6. Methodology

6.1 Search strategy and selection of papers

In order to reveal the trend of using and reporting intercoder reliability in science education, the authors decided to choose the four top journals in science education to be the focus of this study. These four journals are Journal of Research in Science Teaching (JRST), Science Education (SE), International Journal of Science Education (IJSE), Research in Science Education (RISE) (Chang, Chang, and Tseng 2009). These journals have the highest impact factors in the field of science education hence they are chosen for analysis. According to Taber (2018), these four journals are recognized to be high-status research journals and they regularly publish empirical studies across science education. In his review of how empirical studies reported the use of Cronbach’s Alpha in Science Education, he chose these four journals for his analysis. The paper selection processes are shown in Figure 2.
Stage 1: paper retrieving

Three hundred and seventeen papers in the issues in the year 2019 were downloaded from the search engine (Springer for RISE, Taylor and Francis for IJSE, Wiley for JRST and SE). The articles were downloaded in April 2020. Comments, book reviews, and editorial were not downloaded. In this downloading exercise, 56 articles in JRST, 47 articles in SE, 135 articles in IJSE and 79 in RISE were downloaded. In IJSE, there are 18 issues in Volume 41; in RISE, there are 6 issues in Volume 49; in JRST, there are 10 issues in Volume 10; in SE, there are 5 issues in Volume 103.

Figure 1. A framework that guides the decisions made in Intercoder Reliability (ICR*) in analyzing interview data.

Figure 2. The procedures of selecting papers for analyzing the intercoder test.
Stage 2: preliminary round of screening

We are interested in whether the studies have collected interview data. Therefore, we set out four criteria to eliminate papers: (1) papers with only quantitative data only; (2) studies that contain literature review only; (3) position papers and (4) qualitative studies that do not involve interviews. The first and second authors carefully examined the abstract and methodology section in the papers together and 115 articles were included in this round.

Stage 3: Final Round of Screening

This round of screening aims to answer the RQ1. Therefore, we further examined the results section of these papers and selected those with interview data reported. A total of 103 papers were included in this round.

Stage 4: specifying papers of interest

This round of specifying papers aims to answer the RQ2. We carefully examined the methodology section and the results section to see if an intercoder reliability indicator was reported. A total of 19 papers were included in this stage. One study was from JRST, 4 studies were from SE, 7 studies were from RISE and 7 studies were from IJSE. Table 1 documents the details of these studies.

6.2 Data analysis

A coding protocol was designed to analyse the characteristics of studies with interview data. Our coding method is deductive coding because it is informed by pre-existing ideas and problems mentioned in the literature review section. The coding protocol is shown in Table 2.

Two authors with rich experience in analyzing interview data reviewed 5 articles. This step examined whether the first draft of the coding protocol can be applied to the articles. It achieved 48% percentage agreement. We calculated the percentage agreement by adding up the identical codes that we applied and dividing the results by the total number of codes. We tended not to use Cohen’s kappa because of two reasons: (1) it involved a small sample of data and (2) there were different numbers of codes in different categories and the computation of Cohen’s kappa is difficult. Percentage agreement can reflect the reliability of the protocol as the protocol involves a simple coding task (Feng 2015).

The first draft of the protocol does not contain the ‘unknown’ codes for analyzing (3) the type of interview and (5) what coding methods these studies used. For example, some studies merely describe that their interview protocol has some guiding questions, but it is unclear how they structure their interview protocols. We also suggested that we could not infer the type of coding methods the studies used unless these studies have some clear clues in the methodology section. The study from Lane et al. (2019) was classified as both inductive and deductive coding because their studies were guided by ‘prior theoretical frameworks’ and ‘open to the ideas emerging from our data’.

Moreover, some studies also reported they have carried out member cross-checking on the coding results. Due to its ambiguity, we reached a consensus that we only included those studies that carried out intercoder reliability test if they reported the numerical results of their test. We then applied the coding protocol to the same 5 articles again, and
Table 1. Characteristics of 19 studies involving interview data with intercoder reliability test reported.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Methodology</th>
<th>Does the study conceptualize interrater/intercoder reliability?</th>
<th>Type of interview</th>
<th>Coding Methods</th>
<th>Type of agreement</th>
<th>Indicator</th>
<th>Reliability Statistics</th>
<th>Description of results</th>
<th>% of data</th>
<th>Number of coders/raters</th>
<th>Identity of second coder/rater</th>
<th>Expertise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zohar and Levy (2019)</td>
<td>Case-study</td>
<td>Inter-rater reliability</td>
<td>Semi-structured</td>
<td>Not mentioned</td>
<td>Consensus</td>
<td>Cohen's Kappa</td>
<td>0.892</td>
<td>Almost perfect</td>
<td>25% or lower</td>
<td>Two</td>
<td>Research Assistant Researchers</td>
<td>Unknown</td>
</tr>
<tr>
<td>Phillips et al. (2019)</td>
<td>Others</td>
<td>Inter-rater reliability</td>
<td>Semi-structured</td>
<td>Both inductive and deductive</td>
<td>Consensus</td>
<td>Cohen's Kappa</td>
<td>First set: 0.71; second set: 0.84</td>
<td>First set: fair to good agreement in Nvivo; substantial agreement by others Second set: extremely high agreement</td>
<td>26–50%</td>
<td>Two</td>
<td>Research Assistant Researchers</td>
<td>Unknown</td>
</tr>
<tr>
<td>Hecht, Knutson, and Crowley (2019)</td>
<td>Others</td>
<td>Inter-rater reliability</td>
<td>Semi-structured</td>
<td>Not mentioned</td>
<td>Consensus</td>
<td>Cohen's Kappa</td>
<td>Life history: 0.75; interest development: 0.93</td>
<td>Nil</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Keer and Chen (2019)</td>
<td>Case-study</td>
<td>Inter-rater reliability</td>
<td>Unknown</td>
<td>Both inductive and deductive</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>100%</td>
<td>Nil</td>
<td>All data</td>
<td>Two</td>
<td>Researchers</td>
<td>Unknown</td>
</tr>
<tr>
<td>Mathayas et al. (2019)</td>
<td>Case-study</td>
<td>Inter-rater reliability</td>
<td>Unknown</td>
<td>Neither</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>96%</td>
<td>Nil</td>
<td>Unknown</td>
<td>Two</td>
<td>Researchers</td>
<td>Unknown</td>
</tr>
<tr>
<td>Liu and Roehrig (2019)</td>
<td>Mixed Method</td>
<td>Inter-rater reliability</td>
<td>Semi-structured</td>
<td>Not mentioned</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>80%</td>
<td>Nil</td>
<td>Unknown</td>
<td>Four or more</td>
<td>Researchers</td>
<td>Unknown</td>
</tr>
<tr>
<td>Stekhof et al. (2019)</td>
<td>Case-study</td>
<td>Inter-rater reliability</td>
<td>Semi-structured</td>
<td>Not mentioned</td>
<td>Consensus</td>
<td>Cohen's Kappa</td>
<td>0.83</td>
<td>Strong</td>
<td>25% or lower</td>
<td>Two</td>
<td>Unkown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Spektor-Levy and Yifrach (2019)</td>
<td>Mixed Method</td>
<td>Inter-rater reliability</td>
<td>Semi-structured</td>
<td>Not mentioned</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>95%</td>
<td>Nil</td>
<td>26–50%</td>
<td>Two</td>
<td>Researchers; In-service teachers</td>
<td>In specific field of science education; In science education field</td>
</tr>
<tr>
<td>Corpuz and Rebello (2019)</td>
<td>Phenomenology</td>
<td>Inter-rater reliability</td>
<td>Semi-structured</td>
<td>Inductive</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>80%</td>
<td>Nil</td>
<td>Unknown</td>
<td>Three</td>
<td>Researchers</td>
<td>In specific field of science education field</td>
</tr>
<tr>
<td>Krell et al. (2019)</td>
<td>Case-study</td>
<td>Inter-rater reliability</td>
<td>Unknown</td>
<td>Inductive</td>
<td>Consensus</td>
<td>Cohen's Kappa</td>
<td>0.61</td>
<td>Good</td>
<td>25% or lower</td>
<td>Two</td>
<td>Co-authors</td>
<td>In specific field of science education field</td>
</tr>
</tbody>
</table>

(Continued)
## Table 1. (Continued).

<table>
<thead>
<tr>
<th>Studies</th>
<th>Methodology</th>
<th>Does the study conceptualize interrater/intercoder reliability?</th>
<th>Type of interview</th>
<th>Coding Methods</th>
<th>Type of agreement</th>
<th>Indicator</th>
<th>Reliability Statistics</th>
<th>Description of results</th>
<th>% of data</th>
<th>Number of coders/raters</th>
<th>Identity of second coder/rater</th>
<th>Expertise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fragiadaki, Fleer, and Ravanis (2019)</td>
<td>Others (dialectical-interactive)</td>
<td>Others (the rate of accordance)</td>
<td>Semi-structured</td>
<td>Deductive</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>90%</td>
<td>Constituted criterion for enhancement of reliability reasonable</td>
<td>Unknown</td>
<td>Two</td>
<td>Researchers</td>
<td>In science education field</td>
</tr>
<tr>
<td>Lavi and Dori (2019)</td>
<td>Mixed Method</td>
<td>Intercoder reliability</td>
<td>Semi-structured</td>
<td>Deductive</td>
<td>Consensus</td>
<td>Kappa</td>
<td>0.6 (0.61–0.63)</td>
<td>25% or lower</td>
<td>Three</td>
<td>Researchers</td>
<td>In science education field</td>
<td></td>
</tr>
<tr>
<td>Trybulsky (2019)</td>
<td>Case-study</td>
<td>Intercoder reliability</td>
<td>Semi-structured</td>
<td>Inductive</td>
<td>Consensus</td>
<td>Cohen’s Kappa</td>
<td>0.84</td>
<td>substantial agreement</td>
<td>26–50%</td>
<td>Two</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Khishfe (2019)</td>
<td>Mixed Method</td>
<td>Not mentioned</td>
<td>Semi-structured</td>
<td>Not mentioned</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>80%</td>
<td>Nil</td>
<td>All data</td>
<td>Two</td>
<td>Researchers</td>
<td>In science education field</td>
</tr>
<tr>
<td>Lally and Forbes (2019)</td>
<td>Mixed Method</td>
<td>Intercoder reliability</td>
<td>Semi-structured</td>
<td>Deductive</td>
<td>Consensus</td>
<td>Percentage agreement; Cohen kappa</td>
<td>0.86 (percentage agreement); 0.59 (cohen kappa)</td>
<td>25% or lower</td>
<td>Two</td>
<td>Unknown</td>
<td>Unknown</td>
<td></td>
</tr>
<tr>
<td>Borgerding and Kaya (2019)</td>
<td>Mixed Method</td>
<td>Intercoder reliability</td>
<td>Unknown</td>
<td>Both inductive and deductive</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>Good</td>
<td>26–50%</td>
<td>Two</td>
<td>Co-authors</td>
<td>In science education field</td>
<td></td>
</tr>
<tr>
<td>Schias, Papatheodorou, and Stamou (2019)</td>
<td>Case-study</td>
<td>Intercoder reliability</td>
<td>Unknown</td>
<td>Deductive</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>93% (second round)</td>
<td>Nil</td>
<td>25% or lower</td>
<td>Three</td>
<td>Co-authors</td>
<td>In science education field</td>
</tr>
<tr>
<td>Vo et al. (2019)</td>
<td>Case-study</td>
<td>Intercoder reliability</td>
<td>Semi-structured</td>
<td>Deductive</td>
<td>Consensus</td>
<td>Percentage agreement</td>
<td>85%</td>
<td>Nil</td>
<td>25% or lower</td>
<td>Two</td>
<td>Co-authors</td>
<td>In science education field</td>
</tr>
</tbody>
</table>
we obtained a percentage agreement of 69%. After several rounds of iteration and discussion, we applied the codes to 13 articles and obtained 87% of percentage agreement. After ensuring the reliability of the coding protocol, we individually coded the remaining articles. We cross-checked each other’s codes to ensure the results accurately reflect the use of intercoder reliability in science education studies.
7. Results

In this section, we will present the statistical results based on our data analysis.

RQ(1). Does qualitative interview data analysis in science education studies report the results of the intercoder reliability test?

Figure 3 shows the distribution of methodologies in qualitative studies that collect interview as a data source. It can be seen that the majority of the studies (81.6%) do not include intercoder reliability test in their data analysis. This is because qualitative researchers can adopt various strategies, other than doing intercoder reliability tests, in order to enhance reliability. It is noticeable that both case studies (8.7%) and mixed-method studies (5.8%) each have nine studies that have reported the intercoder reliability tests.

It is understandable that studies that adopt ethnography, narrative inquiry, grounded theory do not report intercoder reliability tests. As mentioned in section 2, ethnographic studies typically record the processes of change within a research site and ethnographers collect multiple data sources in order to offer a holistic picture of a particular phenomenon in a specific social context through triangulation (LeCompte and Goetz 1982). Due to its personalistic and variable nature, it is not possible to conduct intercoder reliability tests and the findings cannot be replicated exactly, regardless of the methods or designs that are employed. Only three ethnographic studies were identified in our literature research (Fu and Clarke 2019; Martin 2019; Wade-Jaimes and Schwartz 2019). Fu and Clarke (2019) investigated how physics teachers in a high school negotiated the relationships between individual and collective agencies in the context of the on-going curriculum reform in China. The study collected interviews, long-term observations, and teachers’ reflective journals and associated field notes and adopted a constant comparison method for analyzing the data in order to contribute new perspectives to the field of teacher agency. As mentioned, the constant comparison method originated from
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**Figure 3.** Distribution of methodologies in studies with interview data (with or without intercoder test).
grounded theory. Three studies were found to use grounded theory to generate emergent theories (Lane et al. 2019; Overman et al. 2019; Pattison and Dierking 2019). Lane et al. (2019) employed grounded theory in order to develop a mechanistic model for conceptualizing college teacher training influences teaching identity.

Similarly, studies that adopted phenomenography (Dare, Ring-Whalen, and Roehrig 2019) and narrative inquiry (King and Pringle 2019; Melville, Campbell, and Jones 2019; Sheth 2019) did not conduct intercoder reliability tests. These studies aimed to provide evidence of how the participants make sense of phenomena under investigation and simultaneously document the researcher’s sense making (Smith et al., 2013). Hence, this requires the researcher to move between emic and etic perspectives. Adopting an emic perspective allows the researcher to analyse the participants’ account of experience inductively. On the other hand, adopting an etic perspective requires the researcher to interpret it by applying psychological concepts or theories that the researcher finds useful in demonstrating the understanding of research problems. Reliability of the claims is checked by adopting an iterative procedure of analyzing the data multiple times through moving back and forth between emic and etic perspectives, rather than using multiple observers as in other approaches. For instance, King and Pringle (2019) used narrative inquiry in order to understand the Black girls’ detailed accounts of their informal and formal STEM learning experiences. The authors drew on critical race theory to facilitate their understanding of the participants’ interpretations and perceptions of their experiences. However, the author failed to explain how they attempted to enhance reliability in their study. Likewise, Melville, Campbell, and Jones (2019) adopted narrative inquiry in order to understand how a science department chair’s has adopted the values that he held toward the subject, and his perceptions towards science teaching and learning. The authors acknowledged that they have previously worked with the science chair for an extended period of time, and they were mindful that a great deal of interpretation of the data was required in order to fully understand the chair’s narratives and ensure that the analysis of the chair’s narratives was reliable. Such an explanation is useful for other researchers to evaluate the reliability of the qualitative findings.

RQ2(a). If the studies have carried out the intercoder reliability test, how do these studies use the terminology to name their test?

From Table 3, although many studies want to ensure the extent of agreement between two coders applying same codes to idea units in the interview transcripts. Majority of these studies (74%) uses the term ‘interrater reliability’ to describe their reliability tests. Stokhof et al. (2019, 355) state that ‘To ensure interrater reliability, a sample of approximately 20% of video recordings was independently coded by two researchers. An intercoder agreement of $\kappa = 0.90$ for the sample was established’. The authors characterized the fidelity of structure and process in a principle-based scenario. Though they are not rating the fidelity of structure and process, they use the term ‘interrater reliability’. The use of ‘interrater reliability’ might confuse readers as it might imply that the authors would like to use a scoring rubric or protocol to rate the participants.

RQ2(b). If the studies have carried out the intercoder reliability test, how do these studies carry out the intercoder reliability test?
As shown in Figure 4(A), studies use a various amount of interview data to carry out intercoder reliability tests. Thirty-seven percent of the studies use 25% of lower of the interview data; 21% of the studies use 25–50% of the interview data; 10% of the studies use all interview data; 32% of the studies do not state the amount of interview data that they used for carrying out the intercoder reliability test. An example is the study from Lee, Gail Jones, and Chesnutt (2019), which states that ‘A second coder reviewed established themes of the interview transcripts to check for agreement and to establish inter-rater reliability. Coder and researcher inter-rater reliability for data coding was at 96% agreement’ (p. 151). It is unclear that the number of interview transcripts that the second coders use

<table>
<thead>
<tr>
<th>Categories</th>
<th>Frequency (n = 19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interrater reliability</td>
<td>14 (74%)</td>
</tr>
<tr>
<td>Intercoder reliability</td>
<td>2 (11%)</td>
</tr>
<tr>
<td>Others/Not mentioned</td>
<td>3 (16%)</td>
</tr>
</tbody>
</table>

Figure 4. Pie charts showing (a) percentage of intercoder data; (B) identity of other coders; (C) description of how disagreements are resolved.
to establish intercoder reliability. Using a higher percentage of intercoder data is apparently more convincing than using a small amount of interview data. But this has to be balanced by the limited human resources within a research team.

Figure 4(B) describes the identity of the other coders. This diagram does not express the results in percentage because one of the studies involve coders of different identities. The other coders of 1 study are research assistants; the other coders of 8 studies are researchers; the other coders of 4 studies are co-authors; the other coder of 1 study is an in-service experienced teacher; the identities of other coders of 6 studies are unknown. 31.6% of these studies did not state the expertise of the other rater. With different prior experience and fields of expertise, it has a higher possibility that different raters have different interpretations towards the same dataset. For example, Spektor-Levy and Yifrach (2019, 749) state that ‘in order to validate the analysis, two referees – a science-teaching academic expert who studies inclusion in the science classroom and an experienced science teacher – simultaneously judged the analysis of two interviews. The level of agreement between the four analyses was examined, and compatibility was found for 95% of the statements’. It does not help readers interpret the reliability of the study because not much information was given in terms of how two raters with different expertise contribute to the validation.

After calculating the intercoder reliability, it is important to describe thoroughly how the disagreements can be resolved. As shown in Figure 4(C), 53% of the studies did not describe how the disagreements were resolved. 42% of the interview studies mentioned that disagreements were resolved but there was no description of how these disagreements were resolved. Only 1 study described how the disagreements could be resolved. It shows that the authors used statistics as a post-hoc test instead of a tool to inform when and how the coding procedures could be refined.

RQ2(c). If the studies have carried out the intercoder reliability test, how do these studies report the results of the intercoder reliability test?

According to Tables 1, 6 studies reported Cohen’s kappa; 11 studies reported percentage agreement; 1 study reported both percentage agreement and Cohen’s kappa together; 1 study reported Kappa. Only a few of them explained the rationales behind their use of statistics. For example, Lally and Forbes (2019) stated that ‘each round of coding included a review of discrepancies between coders and continued until percent agreement reached .86; Cohen’s Kappa was calculated after the final round of coding (k = 0.59)’ (p. 2010). They did not explain the rationales for reporting both Cohen’s Kappa and percent agreement.

Eleven studies did not offer qualitative interpretations of their reliability statistics. For example, of the 11 studies that reported percentage agreement, only 2 of them offered a qualitative interpretation. The percentage agreement ranges from 80% to 100%. Borgerding and Kaya (2019) stated that 82.6% agreement is considered as ‘good’; Fragkiadaki, Fleer, and Ravanis (2019) stated that 90% of percentage agreement ‘constituted criterion for enhancement of reliability’. An interesting finding (see Figure 5) is that researchers had various qualitative interpretations towards similar values of Cohen’s kappa. For example, 0.71 and 0.84 were considered as ‘substantial’; 0.83 was considered as ‘strong’; 0.84 again was considered as ‘extremely high agreement’; 0.892 was considered as ‘almost perfect’. 0.84 was considered as ‘substantial’ in one study (Tsybulsky 2019) but
was considered as ‘extremely high agreement’ in another study (Phillips et al. 2019). In a well-cited article by Landis and Koch (1977), ‘0.81–1.00’ should be considered as ‘almost perfect’ and ‘0.61–0.80’ as ‘substantial’.

8. Discussion and implication

This study has surveyed interview studies in science education, which have or have not reported intercoder reliability over a single year. In this section, we discuss the issues and considerations that emerged from the findings.

8.1 Intercoder reliability and interrater reliability

As presented in Section 2, intercoder reliability measures the extent to which two or more coders make similar decisions on coding texts (MacPhail et al. 2016). This is different from interrater reliability, a measure that measures the extent to which two researchers assign values that are already well defined (Gwet 2014). The studies reviewed in this article mostly use interview as a data collection tool to find out the participants’ knowledge, experiences, or conceptions in depth. Though the literature has illusive definitions on two constructs, there is a need for authors of studies to make themselves clear why they use interrater reliability or intercoder reliability. Are we seeking for reproducibility or comprehensibility of the analysis?
8.2 Methodology and intercoder reliability

Depending on the aims of methodology, incorporation of intercoder reliability may not be useful in establishing reliability. Our study shows that most studies using ethnography, phenomenology, narrative inquiry and grounded theory do not incorporate intercoder reliability statistics. These studies do not require a consistent estimate of the same phenomenon (LeCompte and Goetz 1982). Intercoder reliability does not assert reproducibility and reliability on studies that use ethnography. Before deciding the use of intercoder reliability statistics, researchers should consider the aims of the study and the methodology. If the methodology does not require a consistent list of categories on the same phenomenon, it may not be useful to report intercoder reliability. Constant comparison method or collecting multiple data sources for triangulation can be a way to establish the reliability.

8.3 Conducting intercoder reliability test

Researchers should consider carefully (1) the amount of intercoder data, (2) the identity and expertise of the intercoder and (3) the type of intercoder reliability statistics. The results of this study show that there is a wide variety of the amount of intercoder data, the identity of intercoder and the chosen type of intercoder reliability statistic. These studies did not provide explanations of the decisions that they made. As shown in Figures 4, 6 out of 19 studies did not state the expertise of the intercoder; 31.5% of the study did not report the amount of intercoder data; 32% of the studies did not provide an example of how disagreements on coding were resolved. Moreover, Table 1 reveals that the type of interview, the coding methods and their interpretations on their own intercoder reliability statistic were not explicitly written in some studies. This information helps readers assess the trustworthiness of the conclusion of the studies.

We propose two major principles in describing the intercoder reliability test: explanatory and transparency. Explanatory refers to how well authors explain their rationales of carrying out intercoder reliability tests; transparency refers to how detailed authors describe the ways of conducting the test. For example, there is a need for authors to explain why they use percentage agreement instead of Cohen’s kappa, or vice versa. Cohen’s kappa takes agreement by chance into account, but it can only be applied to categorial nominal variables and a fixed number of idea units. Authors should address these limitations of these statistic methods.

8.4 Report intercoder reliability test

According to Tables 1, 16 science education studies provided a single numerical value to reflect the results of the intercoder reliability test. Although many studies have multiple codes, they sum up the intercoder reliability as an average number instead of providing the calculation of reliability of each individual code. If the purpose of conducting the test is to improve the coding scheme, the reliability level of individual codes should also be reported (O’Connor and Joffe 2020). This provides more details for readers to judge whether the coding scheme is valid.
For researchers who are making choices on intercoder reliability statistics, they commonly use percentage agreement or Cohen’s kappa to represent the consensus agreement when two coders interpret the same interview dataset. According to the literature, percentage agreement over 70% (Hallgren 2012) and Cohen’s kappa over 0.61 (Landis and Koch 1977) indicate that there is a substantial agreement between the two coders. If their rating is lower than these indicators, it is not the end of the world. Qualitative research aims to give an in-depth description of the phenomenon instead of generalizing the finding to the whole population. Researchers can elaborate on how and why the codes are disagreed by two coders. These instances can be reported, and this will increase the rigour of qualitative interview research. A less ideal practice will be identified when the researchers ‘claim’ that disagreements are resolved. But they do not describe how these disagreements are resolved. They can consult the relevant literature to clarify the definition of categories (if the categories are generated from the literature) or revisit the interview data.

9. Implications, limitations and conclusion

In this study, we aim to illustrate some examples of using and reporting the intercoder reliability test which can be further improved. We suggest that there should be careful considerations on (1) differences between interrater and intercoder reliability, (2) when to use the intercoder reliability test, (3) how to carry out the intercoder reliability test and (4) how to report the results of the intercoder reliability test. The findings can provide some suggestions for other researchers in the field of science education.

Our motivation for carrying out this review is inspired by Taber (2018) who revealed the report of Cronbach’s alpha statistics in science education studies. This research study contributes to this line of research of reporting reliability statistics in interview studies in science education. Interviews have a different nature from other data collection tools such as questionnaires. Unlike questions in open-ended questionnaires, interviews do not have a fixed number of units of analysis, which makes the use of intercoder reliability become more debatable. As a result, this study highlights the issues we observed in analysing interview data, instead of other types of data.

One of the major limitations of this study is that we only review how science education studies reported intercoder reliability in 2019. The findings of this study might not reflect the trend of other years of science education studies. However, this review aims to describe some preliminary patterns in using and reporting intercoder reliability in the well-regarded journals. We hope that this study encourages future research efforts on reviewing the report of reliability statistics in science education studies or some specific areas (i.e. students’ learning progression) in science education. Therefore, this study forms a basis of discussion of when and how we should report intercoder reliability in analysing interview data in different areas of research in science education.

This article presents our own perspectives and suggestions on conducting and reporting intercoder reliability test by reviewing science education studies in four top journals in 2019. By no means it reflects a definite way of reporting intercoder reliability in science education research.
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