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ABSTRACT
This paper uses the health shock of the Second World War on Japanese civilians to understand the effects of health shocks at different developmental stages on children’s long-run growth pattern and to test whether recovery is possible after an early life health shock. We construct a prefecture-level dataset of mean heights of boys and girls from ages six to nineteen from 1929 to 2015. Linking the heights recorded at different ages for the same birth cohort, we measure a counterfactual causal effect of the health shocks during the Second World War on the cohort growth pattern of children. We find that the war effect was greatest for cohorts exposed to the war in late childhood and adolescence: these cohorts were 1.7-3.0 cm shorter at adulthood and had delayed pubertal growth and slower maturation than they would have had if the war had never occurred. However, there were not persistent health penalties for children exposed to the war in early life, suggesting that catch-up growth was possible as health conditions improved after the war. These findings challenge the thousand-days consensus that children cannot recover from nutritional shocks in early life and indicate that adolescence is a sensitive period for health shocks.
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1. Introduction

Child malnutrition is a major source of ill health globally with large consequences for societies where malnutrition is prevalent. Child malnutrition, often proxied via the stunting rate,\(^1\) matters because health conditions in the so-called first thousand days from conception to age two are critically important for later child growth, development and human capital formation (Almond and Currie 2011; Currie 2009; Victora et al. 2010; Wells 2017). Consequently, eradicating child stunting has been an important target in development policy with a prominent place in both the Millennium and Sustainable Development Goals. Child stunting rates have been declining since the 1980s (Black et al. 2013), yet as of 2019, there were still 149 million children globally who were stunted (UNICEF et al. 2019).

Despite this large number of stunted children, the focus of the global health literature has been on preventing stunting from occurring in the first place rather than intervening to improve the health status of already stunted children. This focus exists because there is wide consensus across a range of disciplines from development economics to human biology to nutrition that children experiencing health shocks in the first thousand days are unable to experience catch-up growth, faster than normal growth once health conditions improve at later ages, or at least the effectiveness of interventions decreases substantially outside the first thousand days (Alderman et al. 2006; Cunha and Heckman 2007; Hoddinott and Kinsey 2001; Proos and Gustafsson 2012; Wells 2017). However, there has been growing emphasis on testing whether health interventions outside the first thousand days can overcome early life health shocks. This research is still in its early stages, but there is evidence that at least for knowledge-based human capital, later interventions can overcome some of the deprivation of early-life shocks (Adhvaryu et al. 2018; Akresh et al. 2021; Almond et al. 2018; Arthi 2018). There is also evidence that catch-up growth may be possible in adolescence with or without health interventions (Prentice et al. 2013; Steckel 1987), though this has been challenged on methodological grounds (Leroy et al. 2015; Lundeen et al. 2014). Thus, it is worth considering again whether health interventions can ameliorate the

\(^1\)The share of children who are too short for their age, i.e. less than 2 standard deviations below the mean in WHO Growth Standards.
consequences of early-life health shocks in order to help the millions of children already suffering from stunting.

In addition, recently a range of scholars have questioned whether the first thousand days is the only developmental stage where health shocks matter. A number of studies have begun to emphasise adolescence as another critical window for health shocks (Prentice et al. 2013) with several papers finding children more sensitive to health shocks in late childhood and adolescence than in early life (Akresh et al. 2021; Depauw and Oxley 2019; Schneider and Ogasawara 2018; van den Berg et al. 2014). Understanding the developmental periods when children are most sensitive to health shocks is important because it can guide policy makers about which children should be targeted with scarce resources in times of deprivation.

This paper uses food shortages and the deterioration in the health system in Japan from 1942 to 1947 associated with the Second World War to answer two questions: 1) what is the relative importance of health shocks at different developmental stages on the growth pattern of children; and 2) to what extent is catch-up growth possible for children experiencing poor health conditions in the first thousand days. Japan during the Second World War is an interesting case study to explore these two questions for several reasons. First, although Japan was the industrial leader in Asia in the first half of the twentieth century and had a well-developed public health system, its GDP per capita and health outcomes were not dissimilar to outcomes in low and middle income countries today where child malnutrition is a major problem. In 1936, before the beginning of the war in Asia, Japan had a GDP per capita of 3,986 2011 international dollars, similar to Bangladesh in 2018 (Fukao et al. 2015; Maddison Project et al. 2020). The infant mortality rate was falling but was still 116.7 infant

---

2 A number of studies in development economics, population studies and economic history explore the influence of war on child health in other contexts. Akresh et al. (2011), Akresh et al. (2012b) and Akresh et al. (2012a) studied the effect of civil conflict in Rwanda in 1990-91, the Eritrea-Ethiopian conflict in the late 1990s and the Biafran War in Nigeria in the late 1960s respectively, finding that conflict led to worse child health and higher levels of child stunting. These findings are also supported by the historical literature on the effects of the Second World War on child growth. Mean heights of children declined in late childhood and adolescence in Germany, Italy, Belgium and to a lesser extent Finland during the Second World War, though Denmark and Sweden were left relatively untouched (Angell-Andersen et al. 2004; Brundtland et al. 1980; Daniele and Ghezzi 2018; Ellis 1945; Howe and Schiller 1952). Interestingly, heights actually increased during the Second World War in Britain in part because rationing improved the diets of British children (Harris 1995, p. 166; Magee 1946). However, despite considerable study of the European experience, very little has been written on the effect of the Second World War on Japanese children.
deaths per 1000 live births (Japan Statistical Association 1987, p. 210), 44% higher than the country with the highest infant mortality rate in 2019, Central African Republic (UN Inter-agency Group for Child Mortality Estimation 2020). Finally, rough estimates of the stunting rate suggest that it was c. 45% before the war (Schneider 2018), similar to Guatemala in 2015 (UNICEF et al. 2019). Thus, although there are differences between mid-twentieth century Japan and low and middle income countries today, Japan’s experience during the Second World War can yield insights into children’s response to nutritional shocks and their recovery afterwards that are applicable to low and middle income countries today.

Japan is also a useful case study because the health shocks during the war were severe. As described in detail in Section 2, the decline in the availability of nutrition as well as the deterioration in health infrastructure during the war represents both an absolute and relative health shock affecting a wide range of birth cohorts at different ages. This allows us to test the sensitivity of children at different ages to health shocks. Finally, Japan’s economic and health miracle in the decades after the war is the perfect opportunity to understand whether catch-up growth is possible following an early life health shock. In the post-war decades, Japan experienced rapid economic growth, large life expectancy gains and a more diversified and animal protein-rich diet (Cabinet Office 2020; Ikeda et al. 2011; Takahashi 1984). These conditions were very conducive to child growth, and mean child heights increased dramatically (Cole and Mori 2017; Headey et al. 2018). Thus, the post-war period brought with it a wide range of positive health interventions that we can use to understand the persistence of the war shock to health.

To understand at what ages children are sensitive to nutritional shocks and whether they are able to recover from them, we construct a prefecture-level dataset of population-representative mean heights of Japanese boys and girls from ages six to nineteen from 1929 to 2015.3 We use the SuperImposition by Translation and Rotation

---

3There have been a number of studies of Japanese children’s growth using versions of the data we employ in this paper (Bassino and Kato 2010; Ogasawara 2017, 2018; Schneider and Ogasawara 2018; Yokoya and Higuchi 2016). Three use the national-level data to conduct studies on long run change in Japanese children’s growth and briefly consider the effects of the Second World War on growth. These mention that the timing of the pubertal growth spurt increased after the war, but none developed a strong counterfactual, analysed the effects of the war for any other dimensions of the growth pattern or tested the effect of the health shock for cohorts exposed at different ages (Ali et al. 2000; Kagawa
(SITAR) growth model to predict cohort growth curves, the growth of the same group of individuals in a prefecture as they aged across time (Cole et al. 2010). We compare counterfactual growth curves that children would have experienced in the absence of the war with the growth curves children actually achieved after the war. This allows us to precisely quantify the effect of the war on children’s growth and understand the influence of health shocks at different ages.

We also extend this literature by testing the effects of war on all three aspects of the growth pattern, the heights of children at a particular age, the timing of the pubertal growth spurt and the speed of maturation, rather than simply height at a particular age (see Figure 1). Analysing the growth pattern is interesting because there have been large changes in all three aspects of the growth pattern over time as populations became healthier. Not only has adult height increased, but the timing of the pubertal growth spurt has shifted to earlier ages and maturation has accelerated (Ali et al. 2000; Cole 2003; Cole and Mori 2017; Gao and Schneider 2021). Taking account of the growth pattern is also necessary because health shocks in early life may influence the speed of maturation and timing of puberty (Schneider 2017a). Thus, simply analysing changes in heights at a given age may overstate the consequences of a health shock on child height.

The paper unfolds as follows. Section 2 provides historical context on nutritional and health conditions during and after the Second World War. Section 3 presents the data and discusses their representativeness. Section 4 introduces the SITAR model and explains our identification strategy for estimating the causal effect of the war. Section 5 presents the results. Section 6 discusses the potential for selection by birth cohort and measurement error and shows that neither explains our results. Finally, Section 7 concludes.

2. Historical Context

In order to understand the consequences of the war shock to health on Japanese children, we must first carefully describe and evaluate the deterioration in health during
the war and the subsequent improvements in health afterwards. We will describe nutri-
tional conditions during the war first, then consider other aspects of the health
environment before finishing with a discussion of the improvement in conditions fol-
lowing the war.

To begin, the nutrition available to the Japanese civilian population deterio-
rated substantially during the war. Although consumption declined somewhat from
the beginning of the Sino-Japanese war in 1937 because of inflation and reductions
in imports of food staples from the colonies (Hunter 2008), 1941 was the real turning
point. Like many governments during the Second World War, the Japanese govern-
ment instigated food rationing to ensure that there was enough food for the army and
the civilian population. Rationing of rice began in the six principal cities in April 1941
and was expanded to the entire country by July 1942. Rationing for other non-staple
foods such as vegetables, fruit, meat, fish and seafood began between 1940 and 1941.
Rationing meant that civilians could no longer purchase food on the open market but
instead were given tickets to collect a certain quantity of food from official dispensaries
(Johnston 1953, pp. 165, 187).

Table T1 shows the allocation levels of staple foods, which varied by sex, age
and work intensity. These ration levels served as an upper bound for government food
allocation because the government often had to reduce temporarily the quantities given
when poor weather affected agricultural production or when certain products were out
of season. In addition, as the war progressed, additional staple crops such as wheat,
barley, potatoes and sweet potatoes were included as a part of the staple ration calorie
level, making it harder for people to purchase these other staple crops to supplement
their rations. The ration levels were adjusted somewhat during the war, raising the
staple ration for children aged 3-14 and providing more calories to workers directly in
factories rather than in their homes (Johnston 1953, p. 202). However, these rations
are very low compared to estimated calorie requirements by sex and age produced by
the FAO with children receiving 35% to 50% of a typical child’s energy expenditure

Of course, people did not only consume rice and other staple crops. Table 1
shows a supply-side calculation of calories and protein per capita available to civil-
ians per day for each year as the war progressed. The amount of calories started at 2,105 kcal/capita/day in 1941 and declined across the war period reaching 1,793 kcal/capita/day by 1945. This decline was mainly driven by a sharp reduction in rice imports from Korea, Taiwan and Southeast Asia, which fell to 10% of the pre-war level by 1945, but domestic production fell somewhat as well (Johnston 1953, p. 151,201). These population levels of calorie consumption are lower than estimates for Japan in the 1920s and 1930s, around 2,325 kcal/capita/day (Mosk 1978, p. 279; Hayami and Yamada 1970, p. 81), and of later estimates of consumption in 1955, 2,217 kcal/capita/day (Sanderson 1987). It is also low by global standards today. Only six countries had lower calorie consumption per capita per day in 2013 according to the FAO’s Food Balance Sheets (FAO 2020).

Interestingly, Table 1 shows that protein levels did not decline as sharply as calories during the war. In fact they were very similar to their pre-war (1934-38) values: 63.8 grams per capita per day. Most of the protein was derived from cereals and soy products with only 16% of protein coming from animal sources and fish making up 74% of animal protein (Johnston 1953, p. 277). Protein levels likely remained stable during the war because of increasing soy imports from Manchuria across the war (Cohen 1949, p. 370; Johnston 1953, p. 159). These high levels of protein may appear to be good for child growth, but the low levels of animal-based protein likely inhibited growth during the pre-war period and during the war (Headey et al. 2018; Takahashi 1984).

In addition to the temporal variation in the nutritional shock, the availability of calories varied across Japan depending on the extent to which people could produce their own food or purchase food on the black market (Scherer 1999). Unfortunately, data on the black market are difficult to find and are often not comparable over space and time. The Institute for Science of Labour did conduct studies of black market

---

4 This pattern of the nutritional shock is very similar when controlling for changes in the age structure and sex composition of the population across the war (see Appendix C and Table T4 for details). The removal of millions of prime-age men from the civilian population did ameliorate the nutritional shock somewhat, but this effect was very small relative to the overall decline in food availability.

5 While it is beyond the scope of this article to determine how much the food shortages were driven by food availability decline or exchange entitlements (Sen 1977), it seems clear that both factors were present and important. The fact that nearly all prefectures experienced negative change in the growth pattern across the war suggests that the shortages could not have been overcome simply by redistributing civilian food supplies within Japan. It is more tricky to determine whether the food shortages would have disappeared if civilians were given similar priority to soldiers in distribution.
purchases in March 1944 and September-October 1944 (see Table T2). They found that black market purchases of staple foods were relatively small (0.5-9.0%), but were much higher for vegetables, fish and meat (10-69%). In March 1944, the black market share was lower in Tokyo than in other prefectures, but conditions had worsened significantly in Tokyo by September 1944 (United States Strategic Bombing Survey 1947, pp. 28-29). These figures suggest that the black market was already important in the allocation of food even before the hardest months of the war in 1945. Table 2 presents additional data on non-ration shares of consumption for six cities in July 1945, reflecting the worst part of the nutritional crisis at the end of the war. These data are based on household budget surveys and show that 16-36% of calories and 21-49% of protein came from the black market by the end of the war, suggesting that the black market continued to be important in 1945.

Table 2 also highlights that nutritional conditions varied substantially across Japan. Average calorie intake from rations across the cities was very low and certainly could not have supported the population. However, total calorie intake, including non-ration food consumption, was much higher and varied substantially from 1,677 kcal/capita/day in Kyoto to 2,026 kcal/capita/day in Yamaguchi in Southwest Japan. The ability of people to procure food outside of official rations also varied across the cities depending on the strength of black markets and the proximity to agricultural areas. Urban dwellers often made trips to the countryside to purchase food at black market rates from rural dwellers (Scherer 1999, pp. 110-111). Farmers also had higher staple food allocations and were more likely able to produce food for their own consumption in gardens than urban residents. Thus, people in rural areas were shielded somewhat from the worst of the food crises (Johnston 1953, pp. 192-193).

Despite the grievous nutritional shortages for the civilian population, there were a few programmes that attempted to mitigate the worst effects of the war for pregnant women and children. These are described in detail in Appendix Section E.2. Pregnant mothers were given upgraded rations with milk, sugar and additional brown rice and the little milk production that existed was prioritised for infants whose mothers could not breastfeed them (Johnston 1953, p. 202, 208; Yoshida 1995, p. 267). In addition, 1.3 million urban children were evacuated to the countryside. Children evacuated to
relatives may have experienced better health conditions (Partner 2007, p. 147) similar to children living in rural areas, but qualitative evidence suggests that children evacuated in school groups experienced hunger with conditions worsening toward the end of the war (Yamashita 2013). However, these mitigating factors were limited and were not able to counteract the deterioration in the health environment overall (Yoshida 1995, pp. 265-66).

Beyond nutrition, Koike (2019) analysed real outlays of households between 1940 and 1945. He found that by 1945 real outlays for urban and rural households fell to 30% and 60-70% of their 1940 level respectively, highlighting that people in rural areas may have been more protected since they could engage in self-provisioning. Koike then computes a real consumption (expenditure) per capita estimate and shows that real consumption per capita fell to the same level as 1875-80 by the end of the war. Thus, the war did not simply produce a nutritional shock. It limited household consumption very dramatically relative to the pre-war period.

Other aspects of the health system also deteriorated during the war. The number of doctors available to civilians declined from 67,612 in 1941 to 11,136 in 1944. Medicine was also preferentially distributed to the army. Many hospitals and other medical facilities were destroyed in the bombing of major cities, and the facilities surviving struggled to cope with the masses of injured and sick people. Matsuzawa Hospital in Tokyo saw its case fatality rate rise from 13.6% to 40.9% between 1943 and 1945. The share of deaths in the hospital due to undernutrition also increased during the war from 40.8% in 1943 to 50.0% in 1944 to 62.3% in 1945, showing how difficult the nutritional situation had become. Incidence rates of infectious diseases such as dysentery and typhoid fever also increased dramatically during the war (Japanese Statistical Association 1982, pp. 513-515, 522).

Unfortunately, nutritional conditions did not improve substantially in the aftermath of the war. Despite holding rations at the extremely low level set at the end of the war in the rest of 1945 and 1946, the Allied Occupation and Japanese government still struggled to meet this ration level in that year. The domestic rice and sweet

---

6In the final months of the war, the government had to abandon its 330 grams of rice equivalent ration, reducing the ration to 301 grams of rice per typical adult (Johnston 1953, p. 214).
potato harvests in 1946 improved dramatically from the very low harvests of 1945 (Aldous 2011, pp. 242-45), but the growth of the population due to repatriation and unstable food imports meant that the early war level of rations (see Table T1) was not reached until 1948 and then only by supplementing the staple rations with sugar. The black market continued to be a major problem during the occupation period with only 55% of food consumed being allocated through the rationing system in December 1945 (Aldous 2011, p. 239) and other anecdotal evidence suggesting that this continued in 1946 (Johnston 1953, pp. 162-63).

After 1947, health conditions began improving dramatically. The Allied Occupation began promoting a better quality diet with the introduction of more animal protein, and consequently average consumption from animal protein increased. Protein from animal sources did not change much across the war, shifting from 10.4 grams per capita per day in 1934-38 to 10.5 grams in 1947 (Aldous 2011, p. 252; Johnston 1953, p. 277). However, after the war, animal protein consumption increased to 17.2 grams in 1950 and to 27.7 grams by 1963 (Aldous 2011, p. 252; Mosk 1978, p. 280). One way that the Allied Occupation achieved this goal was to reinitiate a school meals programme beginning in December 1946 that sought to provide children with protein-rich meals by introducing dried skimmed milk. In the first couple of years after the programme began, the Allied Occupation had trouble sourcing dried milk. However, by September 1951, the programme was providing four million children with regular meals of 600 calories and 25 grams of protein (Aldous 2011, pp. 253-54). This programme was very popular and was made permanent by the post-war Japanese government in 1954, leading to a substantial rise in the consumption of milk and eggs in the post-war period (Kagawa et al. 2011; Takahashi 1984). The 1950s also saw rapid economic growth, improvements in health infrastructure, sharp declines in infant and child mortality and large increases in life expectancy (Ikeda et al. 2011), all of which would create the conditions necessary for war-exposed cohorts to experience catch-up growth.

To summarise, the Second World War created a severe nutritional and health crisis for the Japanese civilian population. Food availability fell dramatically as the war progressed and other aspects of the health system also deteriorated as healthcare
resources were focused on the military. Poor conditions continued for a few of years after the war until the end of 1947 when the Allied Occupation was able to begin improving the situation. These conditions certainly provided a shock to both nutrition and health infrastructure that we would expect to have a strong influence on child growth. However, the large improvements in nutritional and health conditions following the war, the most important of which might have been the introduction of school meals and more animal protein to the diet, suggest that catch-up growth may have been possible from the 1950s onward.

3. Data

To analyse how the food shortages and other health shocks of the Second World War affected Japanese children, we have constructed a panel dataset of the mean heights of boys and girls at various ages in each of Japan’s 47 prefectures measured (with gaps) from 1929 to 2015. In its final format the dataset includes over 80,000 observations of prefecture mean heights for over 6,000 prefecture-birth cohorts for each sex. We collected the data from various reports produced by the Japanese government (see Appendix A).

Figure 2 presents the structure of the data using boys as an example. Each graph shows the population weighted mean height for boys across all prefectures at a given age measured in a given year. These graphs serve as a summary, but we use the prefecture-level data in all estimations below (i.e. the 47 different versions of these figures, one for each prefecture). The period growth curves reflected in Figure 2a show the data as they were collected by the Japanese authorities, as cross-sections in a number of years. There are clearly periods where missing data prevent a more thorough study, especially during the Second World War, but overall the dataset is a very rich collection of repeated, prefecture mean height measurements.

Because the period data were collected in nearly every year, we can also use these data to construct growth curves for children born in the same year, birth cohorts. Figure 2b contains the same data points as Figure 2a, but shows that we can connect

---

7 Unfortunately, the underlying individual-level data do not survive for these sources.
these points differently to reflect the experience of a birth cohort. The cohort growth curves are less complete than the period growth curves, but they capture the experience of children better since they reflect the growth of the same group of children over time. The cohort growth curves will be the focus of our analysis below.

For 1950 and earlier, the averages in our data are of all children enrolled in school, whereas from 1955 onward the mean heights were collected via a three-step stratified random sampling method (details in Appendix A.1). As Ali et al. (2000) and Mosk (1996) note, primary school enrolment was extraordinarily high in Japan from the early twentieth century with 94% of boys and 82% of girls of primary school age attending school. Thus, the data collected are representative of the entire population for children in primary school. However, a much smaller share of children continued on to secondary school when enrolment was no longer compulsory. Before 1970, there is clear evidence that children in secondary schools were positively selected on height relative to their primary school counterparts (see Appendix A.2 for full details). Previous researchers have seriously downplayed the potential for selection bias across ages in the data.

In order to overcome the selection bias in the data, we separate the clean, representative data for primary school children from the selected secondary school data. Thus, for most birth cohorts, we input two growth curves into the SITAR growth model, one representative and one selected, and treat the two as independent observations. All of the analysis of the influence of the war on children’s growth is drawn from the representative data, but we need to include the selected data so that SITAR can draw the complete mean growth curve. Appendix A.2 explains how we define the representative and selected growth curves and how this changes over time.

---

8 See Schneider (2020) for a discussion of sample-selection biases in sources of historical children’s growth and how sample-selection bias would influence inferences about the growth pattern.
9 Mosk (1996, pp. 27-31) notes that selection bias may be present in the data but does not try to correct for it.
4. Methods

4.1. SITAR Growth Model

We use the SITAR (SuperImposition by Translation and Rotation) growth model developed by Cole et al. (2010) to model the growth pattern of each prefecture-birth cohort: each cohort growth curve represented in Figure 2b. SITAR assumes three main characteristics of the growth pattern across individuals: differences in size, i.e. heights at various ages; differences in the age at peak velocity during the pubertal growth spurt; and differences in the speed of maturation, how quickly a child develops (see Figure 1). SITAR fits a mixed effects model to longitudinal growth curves in an attempt to simplify a vast array of individual-specific variation into a single mean growth curve. It is defined by the following equation:

\[ y_{i,t,a} = \alpha_{i,t} + h(a - \beta_{i,t} \exp(-\gamma_{i,t})) \]

where \( y_{i,t,a} \) is the mean height of children in prefecture \( i \) born in year \( t \) at age \( a \), \( h(a) \) is a natural cubic spline of height by age, and \( \alpha_{i,t} \), \( \beta_{i,t} \) and \( \gamma_{i,t} \) are three random effects that adjust the mean spline curve in three ways. \( \alpha_{i,t} \) shifts the spline upward or downward, capturing differences in size or height between cohorts. \( \beta_{i,t} \) shifts the spline left or right changing the timing of the pubertal growth spurt. Finally, \( \gamma_{i,t} \) stretches or shrinks the age scale, which has the effect of capturing differences in the speed of maturation between cohorts. Figure 3 provides a graphical representation of how these parameters shift the growth curve. We will refer to \( \alpha_{i,t} \), \( \beta_{i,t} \) and \( \gamma_{i,t} \) as the size, timing and intensity SITAR parameters respectively. SITAR estimates these parameters as random effects for each prefecture-birth cohort growth curve, and the parameters explain the difference between each prefecture-birth cohort growth curve and the mean growth curve predicted from within the model. Thus, we can use the parameters to track changes in children’s growth pattern over time (Cole and Mori 2017; Schneider and Ogasawara 2018).
4.2. Identification Strategy

Our dataset is interesting because it presents a method for calculating the counterfactual influence of the Second World War on children’s growth. This is because we observe some birth cohorts only before the war and others only after the war. For the 1933 cohort and earlier all of their height measurements were taken in 1939 or earlier, whereas for the 1934 cohort and later, all height measurements were taken in 1948 or later (Figure 2b). This allows us to counterfactually compare the growth pattern that the 1933 birth cohort would have achieved in the absence of the war to the actual growth pattern achieved by the 1934 birth cohort.

Figure 4 demonstrates the counterfactual graphically. The x-axis shows the data available for each birth cohort, and the y-axis shows the years that children in each birth cohort were measured. In this graph, horizontal lines by year of measurement reflect period growth curves (Figure 2a) and vertical lines by birth cohort reflect cohort growth curves (Figure 2b). We can then divide the cohorts into five groups. Group A consists of cohorts born before the war whose growth was unaffected by the war because they reached the end of their growing period (assumed to be age 20) before the war. Cohorts in group B were affected by the war, but the only growth observations for these cohorts come from before the war. Thus, we use the SITAR growth model to predict the counterfactual growth pattern that these cohorts would have experienced in the absence of the war. Cohorts in groups C and D were affected by the war, but we only observe growth for these cohorts after the war. The difference between groups C and D is that for group C, we only observe these cohorts’ growth in the immediate aftermath of the war between 1948 and 1950, limiting the recovery possible for children in these cohorts. We observe group D on the other hand in the late 1950s and are able to capture catch-up growth that occurred for children as their health improved in the post-war period. Finally, group E were cohorts born after the war that were unaffected by the war. We draw the cutting point between cohorts D and E between 1948 and 1949 because children born in 1948 would have been in utero during the final year of the war shock in 1947.

The cleanest identification of the effect of the war comes from comparing cohorts around the 1933-34 split between groups B and C. This difference shows the effect of
the war on children who were exposed in late childhood and adolescence since those are the ages at which group C was exposed to the war: see Figure 5 for a lexis diagram that shows at what ages the war affected each cohort. To increase the sample size and our confidence in the counterfactual, we analyse the birth cohorts 1931-33 for group B and 1934-36 for group C. There is little reason to believe that there are significant differences between these cohorts on pre-treatment (pre-war) characteristics: all cohorts were born before the war began in 1937, and there were not large differences in health conditions across these years. To prove this, in Section 5.2, we estimate inverse probability weighted average treatment effects balancing on pre-treatment cohort health characteristics to ensure that these treatment and control groups are truly comparable. To understand how the war affected young children and whether it was possible for these children to recover afterwards, we also make comparisons between groups C, D and E. However, here the counterfactual is potentially clouded by differential selection into fertility or other selection mechanisms by cohort. These issues are discussed briefly in Section 6 and in full detail in Appendix E, and while we cannot rule out all forms of selection, we do not think the selection would be large enough to explain away our main results.

5. Results

5.1. SITAR Results

We estimate the SITAR model using the SITAR package in R (Cole 2019; R Core Team 2019). A full discussion of the results is provided in Appendix D. In short, we analyse over 6,000 prefecture-birth cohorts for each sex, and the SITAR models provide a very good fit for our data. The residual standard deviations are low at 0.45 and 0.44 cm and the models explain 99.1% and 99.0% of the variance in height in our sample for boys and girls respectively. The standard deviation of the residuals is low relative to other samples analysed with SITAR (Cole et al. 2010), but this is in part because we are working with mean growth curves, which mitigates measurement error in our sample. The excellent fit of the models gives us confidence that we can use the predicted parameters to understand changes in the growth pattern over time.
and across the Second World War.

5.2. War Shock Results

Figure 6 presents the results from the SITAR estimations with boys in the left column and girls in the right column and each row representing one of the three SITAR parameters: size, timing and intensity. The solid line in each graph presents the mean and the shaded areas are 95% confidence intervals of the prefecture-cohort SITAR parameters both weighted by prefecture population in each year. The graphs show the long run changes in size, timing and intensity across the twentieth century. Size has increased as Japanese men and women are much taller than they were in the early twentieth century. Timing has decreased as the age at the peak velocity of the pubertal growth spurt has declined over time. Finally, intensity has increased over time. The mean intensity for the entire sample is zero, so the increase from negative to positive values suggests that children developed more quickly, growing at higher velocities and finishing their growing period at younger ages. These findings confirm the long run changes in the growth pattern of Japanese children discussed by Ali et al. (2000) using data free from selection bias and also concur with findings from the post-war period by Cole and Mori (2017). These long run changes in the indicators provide context for the magnitude of the shock of the Second World War.

To understand the effects of the war on children exposed in late childhood and adolescence, we compare the counterfactual growth pattern of children in cohort B with the actual growth pattern of children treated by the war in cohort C (see Figure 4). To ensure that our war-treated cohorts (1934-36) and war-untreated cohorts (1931-33) are comparable, we estimate average treatment effects for the war shock using inverse probability weights to balance the treatment and control cohorts on pre-treatment health characteristics, i.e. health conditions in the year of birth for each cohort. We cluster our standard errors at the prefecture level to account for potential correlation of errors within prefectures. We balance the groups on eight health characteristics that would be most important for influencing the scarring or selective culling of the cohorts. We include the fetal death rate and infant mortality rate to capture selective culling since there is some evidence of selective culling through these mechanisms for past
populations (Bozzoli et al. 2009; Bruckner and Catalano 2018; Bruckner et al. 2019; Schneider 2017b). The diarrhoeal death rate and water taps per 100 people control for the sanitary environment, which can be very important in causing child stunting (Lin et al. 2013; Spears et al. 2013). Rice, soy and milk output per capita capture the local nutritional environment (Headey et al. 2018), although Japanese markets were fairly well integrated in this period so we would not necessarily expect major food shortages before the war (Hunter and Ogasawara 2019; Ito et al. 2016). Finally, midwives per 1,000 births proxies the relative level of medical care in each prefecture and year, which again can dramatically influence birth outcomes, infant feeding practices and perinatal mortality (Saito 2008; Woods et al. 2006).

Table 3 presents the results. When balancing the war-treated and war-untreated cohorts on pre-treatment health characteristics, we find large and highly statistically significant shocks of the war. Japanese boys and girls treated by the war were 3.0 and 1.7 cm shorter than they would have been if the war had not occurred. The war also influenced the other characteristics of the growth pattern. Boys and girls had their pubertal growth spurt 0.51 and 0.46 years later respectively than they would have if the war had never occurred. They also experienced slower maturation as a result. These counterfactual changes in the growth pattern are very large when compared against the secular changes in the growth pattern across the twentieth century (Figure 6): they tend to be a quarter to a third of the magnitude of the total change across the twentieth century. Again as Figure 5 shows, these large shifts in the growth pattern occurred in cohorts that were exposed to the war in late childhood and early adolescence well outside the critical first thousand days. Thus, health shocks to children in late childhood and adolescence had a very strong influence on the growth pattern, contrary to the typical thousand days consensus.

In addition, children in cohort D performed relatively well, despite being exposed

---

10 Appendix I shows that the greater effect for boys is not driven by stronger selective culling of females across the war. We find excess male mortality across the war similar to the famine demography literature, which shows female advantage in mortality during most historical famines around the world (MacIntyre 2002, p. 243). It is possible that the harsher effects of the war shock for boys could be driven by more stringent physical work requirements for boys (Partner 2007, pp. 146-48; Cook and Cook 1992, pp. 235-38) and/or by a pro-girl shift in the allocation of household resources when men were away fighting or in factories and women had more autonomy over allocation decisions (Partner 2007, p. 150), but we leave definitive analysis of these questions for future work.
to the war during their first thousand days (Figure 5). They did well in three respects. First, they were taller, had earlier growth spurts and matured more quickly than children in cohort C who experienced the war in late childhood and adolescence. Second, cohort D children were also often better off than counterfactual cohorts (B) reflecting how children would have grown in the absence of the war. Finally, the fact that there are no discontinuities in the trend across cohorts D and E suggests that the scarring effects of the war were relatively limited for children in cohort D. If the war scarring were persistent, we would expect to see a sudden change in the growth pattern between cohorts D and E, i.e. comparing the 1948 and 1949 cohorts, since cohort E was not exposed to the war. Given that the evidence for the war shock to health is overwhelming, the only interpretation for this pattern is that children exposed to health shocks in their first thousand days recovered from these shocks by experiencing catch-up growth.

The role of catch-up growth is also confirmed by the discontinuities in the intensity parameters at the border between cohorts C and D, i.e. comparing the 1940 and 1941 cohorts. There is no reason to expect the 1941 cohort to do so much better than the 1940 cohort when considering their exposure to the war: in fact, the 1941 cohort experienced the war shock at earlier ages. However, because of missing data, we only observe the 1940 cohort and the rest of cohort C immediately following the war (1948-50) whereas the 1941 cohort and the rest of cohort D is observed immediately after the war and again in 1955 and later (see Figure 4). Thus, the sudden increase in intensity for both boys and girls suggests that health conditions improved dramatically during the early 1950s, allowing the 1941 cohort to grow more rapidly than the 1940 cohort as we observe it. The range of health interventions in the 1950s including rapid economic growth, improvements in health infrastructure, the school meal programme and the introduction of more milk and eggs in the diet enabled children who were stunted early in life to recover and achieve better growth outcomes later in childhood and adolescence.
6. Threats to Inference: Selection Bias and Measurement Error

6.1. Scarring and Selection

As in all studies that analyse exposure to health shocks by cohort, our estimates could potentially be influenced by differential selection of those exposed and unexposed to the war. This may arise from three mechanisms (Doblhammer et al. 2013). First, there may be differential selection into fertility by cohort since couples giving birth during the war may have been different from those giving birth before or after the war. Second, the war may have led to selective culling of weak children. Thus, the survivors of the war may have been healthier than the average members of their initial cohort, biasing our parameter estimates for any give cohort. Finally, if there were selective culling of weak adults during the war, then the children born after the war shock to survivors of the shock would also have been positively selected relative to earlier cohorts (Gørgens et al. 2012).

Assessing these three possible selection mechanisms is difficult given that we do not have individual-level data that would allow us to analyse selection into fertility across the war, and we also do not observe most key health indicators during the war. However, in Appendix E we discuss these potential threats to inference and how they would influence our results and interpretation. Our main counterfactual comparing the 1931-33 and 1934-36 cohorts is the most robust, especially when balancing on pre-treatment health characteristics as in Table 3.

There is more potential for selection into fertility when we analyse the cohorts born during and after the war (discussed at length in Appendix E.2). The removal of many reproductive age men from society following the start of the Sino-Japanese war in 1937 and their return to Japan after the war, along with other Japanese people living in the colonies, could have influenced the mean latent health of children in different cohorts. There is some evidence that working-class men were more likely to be drafted than middle- or upper-class men (Watanabe 2014), suggesting that perhaps the latent health quality of children born during the war increased. The government also instituted pro-natal policies that counteracted the initial decline in births in the late 1930s (Mathias 1999, pp. 72-74; Partner 2007, pp. 150-51). At the end of the war,
births slumped dramatically and there was a post-war baby boom in the late 1940s and early 1950s. Differential selection into fertility is possible across these cohorts. However, without more specific data, it is difficult to understand how important the change in the composition of births could be to the patterns that we find. The absence of sharp discontinuities in the predicted parameters year-to-year suggests that either selection into fertility did not matter or the selection effects were small relative to the war shock and subsequent catch-up.

In addition, the pattern that we observe across cohorts in Figure 6 does not match the expected selective culling or thousand-days scarring pattern from a health shock. If the thousand days scarring pattern were true in this case, we would not expect to see detrimental effects of the war until reaching cohorts who experienced the war during their first thousand days (Figure 7). Thus, we would not expect to see a difference between the 1933 and 1934 birth cohorts, and the worst-affected cohorts would be the 1944-1946 cohorts who experienced all of their first thousand days during the worst parts of the war. From the 1947 cohort onwards, we would expect to see improvements in height since the children would have only experienced part of their first thousand days in war conditions. Finally, we would expect to see a large gap between the last war-affected cohorts and the cohorts born after the war since they were not exposed to wartime conditions. This is clearly not the pattern observed in the data.

The data do not match a strong selective culling pattern either (Figure 7). Under a strong selective culling effect, we would also not expect to see a large difference between the 1933 and 1934 birth cohorts. The 1934 birth cohort would be slightly taller than the 1933 birth cohort because of the additional children dying during the war, but the effect would be small since the 1934 cohort experienced the war between ages 7 and 14, ages at which mortality rates are very low relative to infancy and early childhood. The positive selective culling effect would intensify for cohorts experiencing infancy and early childhood during the war since mortality rates are higher at these ages, driving mean height upward. Toward the end of the war, mean heights would fall somewhat again as the cohorts experienced only a few years with higher mortality.

Thus, although we cannot be as precise in estimating a causal effect of exposure to the war by comparing cohorts born during the war with those born before or after
the war, the change in the SITAR parameters suggests that cohorts experiencing the war in late childhood and adolescence were more strongly affected by the war shock than cohorts born during the war.\textsuperscript{11} The relatively small differences between those experiencing their first thousand days during the worst conditions of the war and those born after the war suggest that there was substantial scope for catch-up growth when conditions improved after the war.

\textbf{6.2. Measurement Error from Post-war Repatriation and Internal Migration}

In addition to the selection issues highlighted above, there are two sources of measurement error that could potentially threaten our inferences. The first is that following the war, 3.2 million Japanese civilians who had been living in Japan’s colonial empire were repatriated to Japan (Watt 2009, p. 2). Some of these repatriates, though we do not have precise figures, were children who would have joined Japan’s school population after returning and are therefore present in the mean prefecture heights after the war. If these repatriates were systematically taller or shorter than Japanese children, then their inclusion in our post-war data will bias our results. Appendix G discusses the repatriates in detail. It is difficult to know whether repatriate children would have been taller or shorter than native Japanese. Those repatriated from active war zones of the Pacific War likely experienced very poor health conditions, but even children who were relatively removed from the war, such as those in Manchuria, could experience horrific conditions after the Japanese surrender (Itoh 2015, pp. 43-44; Watt 2009, pp. 102-104). However, we do not believe the repatriates are an important source of bias because they were likely a very small share of total children measured in Japan, perhaps around 2.8\% of children.

Another threat to inference could arise from migration of individuals between prefectures over time. This could lead to biases in the cohort growth curves if migrants were systematically different from non-migrants. Appendix H deals with these concerns in considerable detail. Internal migration across the entire twentieth century

\textsuperscript{11}We also discuss the potential for positive selection of adults on health during the war in Appendix E.3 to account for Doblhammer et al. (2013)’s third selection mechanism, but this is unlikely to matter for our results.
was mainly characterised by rural to urban migration. Internal migration was at fairly low levels before the war, but it accelerated considerably in the post-war boom period with out-migration rates from many rural prefectures exceeding 1% per year and in-migration to Tokyo and Osaka and their surrounding prefectures and Aichi prefecture reaching 2% per year (Fukao et al. 2015, pp. 113-15). However, most migrants were in their late teens or early twenties (see Figure A7), limiting the effect of migration on the children in our data who were mostly under the age of 14. In addition, plausible back-of-the-envelope estimates of the potential bias created by this migration show that the potential for error is very small (see Figure A9). Thus, it is very unlikely that internal migration is substantially biasing our results.

7. Conclusion

In summary, we find that the deterioration in nutritional and health conditions in Japan during the Second World War led to substantial unhealthy changes in the growth pattern of Japanese children. Cohorts treated by the war in late childhood and adolescence were substantially shorter, had later pubertal growth spurts, and matured more slowly than counterfactual, war-untreated cohorts. The magnitude of the shock was a quarter to a third of the change in each parameter of the growth pattern over the twentieth century. We also show that our estimates are unlikely to be affected by differential selection into each cohort.

In addition, we find a peculiar age pattern of the effect of the war on the growth pattern. Children exposed to the war shock in late childhood and adolescence experienced much greater change in their growth pattern than children who were exposed to the war in early life. This age pattern does not accord with the thousand days consensus in development economics, nutrition and human biology in two respects (Alderman et al. 2006; Hoddinott and Kinsey 2001; Victora et al. 2010; Wells 2017). First, it suggests that shocks in late childhood and adolescence can have severe consequences for child growth, suggesting that late childhood and adolescence may be another critical window for growth (Akresh et al. 2021; Depauw and Oxley 2019; Prentice et al. 2013; Schneider and Ogasawara 2018; van den Berg et al. 2014). This evidence suggests
that policy makers should not only target scarce resources at young children during economic or health shocks because adolescents may need to be protected as well.

Second, the fact that cohorts born during the war often experienced healthier outcomes than the counterfactual, war-affected cohorts suggests that considerable catch-up growth was possible for these cohorts when conditions improved after the war. There is debate in the literature about whether children can achieve lasting catch-up growth after poor conditions in early life (Golden 1994; Hoddinott and Kinsey 2001; Prentice et al. 2013; Proos and Gustafsson 2012). Much of this debate centres around measuring catch-up growth relative to the WHO growth standard/reference. Lundeen et al. (2014) and Leroy et al. (2015) argue that children who catch up relative to the WHO standard maintain the same height gap from the WHO mean, suggesting that the catch-up growth is simply a product of the increasing variance in height as children age. However, the SITAR parameters predicted in our study do not rely upon any growth reference, and therefore do not suffer from these potential methodological flaws. Thus, there is no doubt that the cohorts born during the war experienced substantial catch-up growth in the post-war period.

These findings relate to the “double shocks” literature in development economics, which finds that children experiencing poor health in early life can experience catch-up in human capital following an intervention (Adhvaryu et al. 2018; Akresh et al. 2021; Almond et al. 2018). Perhaps it is unsurprising that children experienced catch-up growth in post-war Japan. In the 1950s, real GDP per capita grew at 8.2% per year (Cabinet Office 2020); life expectancy increased by 7.3 and 8.7 years for men and women respectively, mainly driven by declines in mortality from communicable disease (Ikeda et al. 2011); the school lunch programme was expanded to feed all primary school children and many secondary school children as well; and the Japanese diet diversified with greater consumption of protein and nutrient-rich foods like milk and eggs (Takahashi 1984). This was an extraordinary intervention covering multiple dimensions of health and going far beyond what is possible in the typical experimental settings for current low and middle income countries. However, our results clearly demonstrate that catch-up growth is possible for children who suffered very poor health conditions in early life. While our results do not prove that any specific
intervention was most effective, they highlight the imperative for renewed research on the effectiveness of health interventions following early life deprivation. These efforts should not replace the emphasis in the Sustainable Development Goals on preventing stunting and targeting children in their first thousand days. Instead, they should encourage researchers and policy makers to find effective ways to reduce the burden of stunting on the 149 million children already stunted in the world today (UNICEF et al. 2019).
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Table 1. Calorie and protein intakes per capita per day between 1941 and 1945

<table>
<thead>
<tr>
<th>Year</th>
<th>Calories (kcal)</th>
<th>Protein (grams)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1941</td>
<td>2105</td>
<td>64.7</td>
</tr>
<tr>
<td>1942</td>
<td>1971</td>
<td>60.2</td>
</tr>
<tr>
<td>1943</td>
<td>1961</td>
<td>60.6</td>
</tr>
<tr>
<td>1944</td>
<td>1927</td>
<td>61.2</td>
</tr>
<tr>
<td>1945</td>
<td>1793</td>
<td>65.3</td>
</tr>
</tbody>
</table>

Sources: Ohara Institute for Social Research (1964, Table 78 of Chapter 2, Section 5). The original figures are from the survey report by the Headquarters for Economic Stabilization.
Table 2. Calorie and protein intakes per capita per day in cities in July 1945

<table>
<thead>
<tr>
<th>City</th>
<th>Population 1940</th>
<th>[A] Intake from rationing</th>
<th>[B] Total intake</th>
<th>Non-ration share (B-A)/B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calories (kcal)</td>
<td>Protein (grams)</td>
<td>Calories (kcal)</td>
<td>Protein (grams)</td>
</tr>
<tr>
<td>Tokyo</td>
<td>6,778,804</td>
<td>1437 65</td>
<td>1798 82</td>
<td>20 21</td>
</tr>
<tr>
<td>Osaka</td>
<td>3,252,340</td>
<td>1277 51</td>
<td>1824 79</td>
<td>30 36</td>
</tr>
<tr>
<td>Kyoto</td>
<td>1,089,726</td>
<td>1413 51</td>
<td>1677 74</td>
<td>16 31</td>
</tr>
<tr>
<td>Maebashi</td>
<td>86,997</td>
<td>1221 45</td>
<td>1716 73</td>
<td>29 38</td>
</tr>
<tr>
<td>Morioka</td>
<td>79,478</td>
<td>1380 31</td>
<td>1745 53</td>
<td>21 42</td>
</tr>
<tr>
<td>Yamaguchi</td>
<td>34,579</td>
<td>1298 45</td>
<td>2026 88</td>
<td>36 49</td>
</tr>
</tbody>
</table>

Notes: Non-ration share could be purchases on the black market or home production in gardens. Home production would be a smaller component of the non-ration share for the larger cities.

Sources: Ohara Institute for Social Research (1964, Tables 79 and 81 of Chapter 2, Section 5). The original figures are from the survey report by the Ministry of Health and Welfare and from the survey report by the Osaka City.
Table 3. Inverse Probability Weighted Average Treatment Effects for the War Shock: 1931-33 vs. 1934-36

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size (cm)</td>
<td>Timing (years)</td>
</tr>
<tr>
<td>Potential Outcome Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>War-Untreated (Control)</td>
<td>164.0**</td>
<td>13.57**</td>
</tr>
<tr>
<td>Average Treatment Effect</td>
<td></td>
<td></td>
</tr>
<tr>
<td>War-Treated</td>
<td>-3.0**</td>
<td>0.51**</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>N</td>
<td>276</td>
<td>276</td>
</tr>
</tbody>
</table>

Notes: Standard errors in parentheses clustered at the prefecture level. ** denotes statistical significance at the 1% level. The sample size of 276 reflects the six cohorts (1931-36) across 46 prefectures that we can observe before and after the war. We have not reported the potential outcome mean for intensity because intensity is a relative measure that is not meaningful on its own like the other two parameter means. The average treatment effects were estimated using inverse probability weights that balance the treatment (exposure to the war) with the control on pre-treatment characteristics. We included eight variables in the treatment model to capture the health environment for each prefecture-cohort: infant mortality rate, fetal death rate, diarrhoeal death rate, water taps per 100 people, rice output per capita, soy output per capita, milk output per capita, and midwives per 1,000 births. We also included the square terms for all variables except rice output to improve covariate balance. We compared standardized differences and variance ratios between the raw and weighted samples, and the mean differences were very close to zero and variance ratios close to one indicating covariate balance.

Sources: Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.
**Figure 1.** The growth pattern of boys illustrated using the WHO 2007 growth reference

*Notes and Sources:* WHO boy median is the median growth curve from the 2007 WHO school-age child and adolescent growth reference (de Onis et al. 2007). Data from [https://www.who.int/growthref/who2007_height_for_age/en/](https://www.who.int/growthref/who2007_height_for_age/en/).
Figure 2. Graphical representation of period and cohort growth curves for boys

Notes: Each point reflects the population weighted mean height across all prefectures at each age in each year. Period growth curves are for children measured in the same year. Cohort growth curves relate to children born in the same year but measured in successive years as the cohort ages.

Sources: Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.
Figure 3. Demonstration of how each SITAR parameter adjusts the height and velocity curves

Notes and Sources: WHO Boy Median is the median growth curve from the 2007 WHO school-age child and adolescent growth reference (de Onis et al. 2007). Data from https://www.who.int/growthref/who2007_height_for_age/en/. The median curve was adjusted for each parameter following Equation 1.
Figure 4. Graphical representation of data used to estimate growth curves

**Notes:** The x-axis reflects the birth year and the y-axis reflects the year in which a birth cohort was measured in our data. Thus, the height of the shaded areas is the number of age measurements available for each cohort. The width of the shaded areas changes when children across a wider range of ages are included in the measurements, e.g. when secondary school data becomes representative of children up to age 17 beginning in 1972. Dashed lines separate different sets of cohorts.

**Sources:** Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.
Figure 5. Lexis diagram showing the ages at which certain cohorts were exposed to the war
**Figure 6.** Mean SITAR parameters for males (left) and females (right)

*Notes:* The lines and shaded confidence intervals show the mean and 95% confidence interval of each SITAR parameter in each year across the prefectures. Both means and confidence intervals are weighted by prefecture population size in each year. APV is the age at peak velocity during the pubertal growth spurt.

*Sources:* Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.
Figure 7. Patterns expected with pure scarring or culling effects

Notes: See Appendix F for full details about how the hypothetical scarring, selective culling and net patterns were generated.

Sources: Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources; Human Mortality Database (2019).
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A. Data Appendix

A.1. Historical Sources of Height Data

For the pre-war period, 1929-39, the panel dataset of mean heights of primary school children for the 47 prefectures was constructed from the reports entitled ‘Statistics of School Physical Examination’ (SPPE) published by the Physical Bureau, Ministry of Education between 1931 and 1943. The SSPE consisted of two types of reports: the Köshiritsu shōgakkō chūgakkō kötōyogakkō seiitojido sintaiakensatōkei (statistics of school physical examinations for public and private primary schools, junior high schools, and girls high schools in each prefecture and area) published by the Physical Education Bureau, Secretariat of Education in 1931, 1937, and 1938 (data for 1929-1936) and the Gakkō shintaiakensatōkei (statistics of school physical examination) published by the PEBME in 1940, 1942, and 1943 (data for 1937-1939). For simplicity, we uniformly refer to these publications as the SSPE (1929-1939 editions). The SPPE sample in this period included all children in school in Japan, which was approximately 95% of children aged 6-11. More details on these sources is provided in Schneider and Ogasawara (2018).

For the post-war period, 1948-2015, the data were collected from the Annual Report of School Health Statistics Research (ARSHSR) (Gakkō hokentōkei chōsa) published by the Ministry of Education, Culture, Sports, Science and Technology. Between 1948 and 1950, the ARSHSR collected anthropometric data for all kindergarten, primary school, junior school, and high school students. However, after 1954, the ARSHSR began using a stratified random sampling method with three steps. In the first step, they stratified schools by type (i.e., kindergarten/primary/junior high/high) and number of students to ensure coverage of smaller schools. They then selected schools in each of the strata to survey. Finally, each selected school was stratified by age and sex to ensure large enough sample sizes in each bin. The Ministry of Education (1985–2018) describes the details of the sampling in the post-war period. There were a few periods of missing data because prefecture-level reports were not published for these years (c.f. 1951-54, 1970-71 and 1977-78).
A.2. Selection Bias in the School Sources

As mentioned in Section 3 of the main text, we were concerned that although primary school enrolment was very high throughout the twentieth century, there might have been positive selection into secondary school when secondary school enrolment was low in our sample (Schneider 2020). This is because those remaining in secondary school may have been of higher socioeconomic status than the average person in the population. This Appendix builds from Schneider (2020) showing that there was positive selection into secondary school, and it describes how we manage this selection bias in our analysis.

Although it is not possible to view potential selection bias in prefecture average growth curves that mix different levels of schooling, in several short periods, the prefecture-level data are provided for different school types. In the pre-war period, Figure A1 presents the weighted mean height curve of boys in primary and secondary school measured in 1936 compared with the national height curve used by Ali et al. (2000) and Mosk (1996) for the same year. Looking first at the differences between primary and secondary schoolchildren, boys in secondary school were on average 3.4 cm taller than primary school boys at ages 12 and 13. In addition, at age 20 the secondary school boys were 1.3 cm taller than military conscripts, which again reflected 95% of the population. This positive selection is related to the share of boys in school also displayed in figure A1. The share of children in school fell from around 95% to 10% during the transition between primary and secondary school leading to the positive selection on height. This pattern is similar for girls as well. This selection is particularly problematic because it is not a simple shift in size. The larger height advantage of the secondary school boys in puberty relative to adulthood suggests that the secondary boys also experienced an earlier pubertal growth spurt and accelerated development relative to the primary boys.

Figure A1 also shows the potential bias created when using the national growth curves. The national curve traces the primary school data until there is overlap in the primary and secondary school data. Then, the national curve shifts to the secondary school data as children leave primary school and enter secondary school. The shift upward in the national growth curve from the representative primary school data
Figure A1. Positive selection of secondary school boys on height before the war (1936) leads to bias in the national growth curve after age 13.

Notes: National is the national mean period height curve measured in 1936, the same data that Ali et al. (2000) use. Army marks the population weighted mean height of men at age 20 upon their army medical inspection and covers nearly all men. Primary and Secondary are population weighted means of the mean prefecture heights of boys in each school type at each age measured in 1936. The area graphs show the percentage of boys in primary and secondary schools at each age and is based on data from 1938.

Sources: Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources; enrolment rates from the 1935 census (Statistics Bureau of the Cabinet 1939).
to the positively selected secondary school data artificially increases growth velocity during these years, accentuating the pubertal growth spurt and growth velocity during the growth spurt. The national growth curve is also positively selected in adulthood.

This pattern of selection is still present after the war. Figure A2 plots the weighted mean height for boys measured in 1948 at various school levels. Again the national cohort growth curve is plotted underneath. Positive selection does not appear to be a problem until children shift from junior school to high school after age 14. However, high school boys were substantially taller than their junior counterparts, and this selection again occurs at the moment when the vast majority of boys left school (see figure A2). The clear upward shift in the national data suggests that using the data up to age 17 as other authors have done would lead to bias. In addition, the small number of children in kindergarten raises questions about the representativeness of this sample, especially when looking at prefecture-level data where kindergarten policies may have differed. Therefore, we need a new strategy for analysing these datasets.

As mentioned in the main text, to overcome the selection bias problems, we enter the representative and selected cohort growth curves independently as separate individuals in the SITAR model. We need to include both growth curves because SITAR needs the non-linearities in growth in adolescence to distinguish between vertical shifts in the growth curve resulting from changes in size and horizontal shifts that affect the timing of the pubertal growth spurt. We define the representative and selected growth curves as follows. For the pre-war prefecture-level data, 1929-39, the representative data are the mean heights of primary school children from ages 6 to 13 when the proportion of children in primary school is still high and the bias seems minimal. The selected data are the mean heights of secondary school children from ages 12 to 19 or 18 for boys and girls respectively. Between 1948 and 1969, there is still evidence of positive selection into high school, but after 1950 we do not have data for separate school levels. Thus, we have taken the prefecture average height from ages 6 to 14 where the data appear to be minimally biased as the representative group and the mean heights from ages 15 to 17 as the selected group. After 1972, the share of students in secondary school was high enough that we feel confident in the prefecture mean heights from ages 6 to 17. Again, all analysis in the paper focuses on the representative data that are
independent of the selected data in the SITAR model. As a final point, note that there is no child growth data for Okinawa between 1940 and 1971, so it is excluded from the analysis when analysing the war shock.

A.3. Historical Sources for Figure A5

Sex Ratio

Infant Mortality Rate and Total Births
Historical Statistics of Japan. Volume 1. Table 2 – 28, pp. 210-211.
Survivors in 1950
Historical Statistics of Japan. Volume 1. Table 2 – 9, p. 69.

Figure A2. Positive selection of high school boys on height in the immediate aftermath of the war (1948) leads to bias in the national growth curve after age 14.

Notes: National is the national mean period height curve measured in 1948, the same data that Ali et al. (2000) use. Kindergarten, Primary, Junior and High are population weighted means of the mean prefecture heights of boys in each school type at each age measured in 1948. The area graphs show the percentage of boys enrolled in each school level at each age in 1948.

Sources: Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources; enrolment rates from the 1948 census (Statistics Bureau, Prime Minister’s Office 1948).
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B. Additional Figures and Tables

Table T1. Ration levels of staple crops per day in six principal cities in April 1941

<table>
<thead>
<tr>
<th>Age and work intensity</th>
<th>Ration levels for males</th>
<th>Ration levels for females</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rice (grams)</td>
<td>Calories (kcal)</td>
</tr>
<tr>
<td>0–4</td>
<td>120</td>
<td>421</td>
</tr>
<tr>
<td>5–9</td>
<td>200</td>
<td>702</td>
</tr>
<tr>
<td>10–59 (Regular work)</td>
<td>330</td>
<td>1158</td>
</tr>
<tr>
<td>10–59 (Heavy work)</td>
<td>390</td>
<td>1369</td>
</tr>
<tr>
<td>10–59 (Extremely heavy work)</td>
<td>570</td>
<td>2001</td>
</tr>
<tr>
<td>60 + (Regular work)</td>
<td>300</td>
<td>1053</td>
</tr>
<tr>
<td>60 + (Heavy work)</td>
<td>350</td>
<td>1228</td>
</tr>
<tr>
<td>60 + (Extremely heavy work)</td>
<td>480</td>
<td>1685</td>
</tr>
</tbody>
</table>

Sources: Ohara Institute for Social Research 1964, Table 74 of Chapter 2 of Section 5. The original figures are from the report by the Ministry of Agriculture and Forestry.

Table T2. Percentage of certain food products purchased on the black market

<table>
<thead>
<tr>
<th>Food</th>
<th>Tokyo</th>
<th>Average of 24 Prefectures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>March 1944</td>
<td>Sept/Oct 1944</td>
</tr>
<tr>
<td>Rice and wheat</td>
<td>0.5</td>
<td>9.0†</td>
</tr>
<tr>
<td>Vegetables</td>
<td>10.0</td>
<td>68.5</td>
</tr>
<tr>
<td>Fish</td>
<td>12.5</td>
<td>37.7</td>
</tr>
<tr>
<td>Meat</td>
<td>18.5</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Unfortunately, the USSBS publication does not provide details about which prefectures are included in the 24 prefecture average, and it was not possible to track down the original Institute for Science of Labor report during the pandemic. †Rice only.

Sources: United States Strategic Bombing Survey (1947, p. 29). The original figures are from reports by the Institute for Science of Labor.
Table T3. Descriptive Statistics of the War Shock: 1931-33 vs. 1934-36

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size (cm)</td>
<td>Timing (years)</td>
</tr>
<tr>
<td>Mean</td>
<td>2.9</td>
<td>0.50</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.9</td>
<td>0.12</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.8</td>
<td>0.22</td>
</tr>
<tr>
<td>Maximum</td>
<td>4.9</td>
<td>0.77</td>
</tr>
<tr>
<td>N</td>
<td>46</td>
<td>46</td>
</tr>
</tbody>
</table>

Notes: The war shock is the mean of each SITAR parameter predicted for the 1934-36 birth cohorts minus the mean of each SITAR parameter predicted for the 1931-33 birth cohorts. We have multiplied the size and intensity parameters by –1 so that larger values of the war shock variable reflect a greater war shock.

Sources: Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.
C. Nutritional Availability Adjusted for Changing Age Structure and Sex Composition

One might reasonably wonder how the changing age structure and sex composition of the Japanese civilian population across the war would have affected the availability of nutrients. Prime-age adult males require more calories to survive than women and children, so the removal of many of these men from the population as they were sent across Asia to fight the war may have ameliorated the nutritional decline somewhat. This appendix shows how great this ameliorating effect may have been.

We start by pulling together the estimates of per capita calorie consumption per day in Japan from a variety of sources from 1925 to 1955. Unfortunately, this data is not available as a continuous series, but it does indicate trends in consumption before, during and after the war. To adjust these figures for the age structure and sex composition of the population, we collect data on population by age and sex from censuses matching our calorie estimates and also population estimates for the war period. Estimates for population by age and sex do not exist between 1941 and 1943, but estimates from population surveys are available for 1944-46. These surveys were taken on 22 February 1944, 1 November 1945 and 26 April 1946 respectively, so they are not able to capture the first half of 1945 when the most soldiers were overseas (Johnston 1953, p.245) and they do not perfectly match the timing of the nutritional availability estimates. However, these estimate can be useful in providing a sense of how important adjusting for age structure and sex composition might be.

To make the adjustment, we follow the method of Floud et al. (2011, pp. 165-68). Children and adults of each sex are assigned a consumption value as a share of the consumption of an adult male aged 20-39 (a consuming unit). For instance, boys age 0-4 have consumption equal to 0.4413 consuming units, whereas women over the age of 60 have consumption equal to 0.55 consuming units (the full weights are given in (Floud et al. 2011, p. 166)). We then multiply the share of the population in each age group by their consumption equivalent and sum these up to gain an adjustment factor for the population as a whole. This adjustment factor measures the number of consuming units present in a population per capita. Because populations always have

---

**Figure A3.** Graphical representation of period and cohort growth curves for girls

*Notes:* Each point reflects the population weighted mean height across all prefectures at each age in each year. Period growth curves are for children measured in the same year. Cohort growth curves relate to children born in the same year but measured in successive years as the cohort ages.

*Sources:* Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.
C. Nutritional Availability Adjusted for Changing Age Structure and Sex Composition

One might reasonably wonder how the changing age structure and sex composition of the Japanese civilian population across the war would have affected the availability of nutrients. Prime-age adult males require more calories to survive than women and children, so the removal of many of these men from the population as they were sent across Asia to fight the war may have ameliorated the nutritional decline somewhat. This appendix shows how great this ameliorating effect may have been.

We start by pulling together the estimates of per capita calorie consumption per day in Japan from a variety of sources from 1925 to 1955. Unfortunately, this data is not available as a continuous series, but it does indicate trends in consumption before, during and after the war. To adjust these figures for the age structure and sex composition of the population, we collect data on population by age and sex from censuses matching our calorie estimates and also population estimates for the war period. Estimates for population by age and sex do not exist between 1941 and 1943, but estimates from population surveys are available for 1944-46. These surveys were taken on 22 February 1944, 1 November 1945 and 26 April 1946 respectively, so they are not able to capture the first half of 1945 when the most soldiers were overseas (Johnston 1953, p.245) and they do not perfectly match the timing of the nutritional availability estimates. However, these estimate can be useful in providing a sense of how important adjusting for age structure and sex composition might be.

To make the adjustment, we follow the method of Floud et al. (2011, pp. 165-68). Children and adults of each sex are assigned a consumption value as a share of the consumption of an adult male aged 20-39 (a consuming unit). For instance, boys age 0-4 have consumption equal to 0.4413 consuming units, whereas women over the age of 60 have consumption equal to 0.55 consuming units (the full weights are given in (Floud et al. 2011, p. 166)). We then multiply the share of the population in each age group by their consumption equivalent and sum these up to gain an adjustment factor for the population as a whole. This adjustment factor measures the number of consuming units present in a population per capita. Because populations always have
large numbers of women and children, the adjustment factor is always less than one. To obtain an adjusted calorie figure per consuming unit, we simply divide the per capita calorie figures by the adjustment factor.

Table T4 displays the results. Obviously, making this adjustment will increase the calories available per consuming unit, but what is more important is the extent to which the pattern in calories available changes across the war. Column 4 shows that the basic patterns of nutrition described in the main text are replicated when looking at calories per consuming unit. In column 5, we compute calories per consuming unit holding the adjustment factor constant at the 1935 (pre-war) level to show how important adjusting for age structure and sex composition is during the war. A comparison between the two columns shows only minor differences in the series. Although the mass mobilization of young men did ameliorate the size of the nutritional shock by 21 kcal per consuming unit per day in 1945, this effect is very small relative to the 486 kcal per consuming unit per day decline in calorie availability between 1935 and 1945. Thus, adjusting for changing age structure and sex composition does not change the general story described in the main text, and we rely on the more straightforward figures there.
D. Full Description of SITAR Model and Results

Building on the explanation provided in Section 4.1, Figure 3 shows how an increase or decrease in each SITAR parameter would affect the height and velocity curve using the WHO male median growth reference curve as a starting point. Increases or decreases in the size parameter shift the height curve vertically but do not affect the velocity curve. Increases or decreases in the timing parameter shift both the height and velocity curves horizontally, altering the timing of the pubertal growth spurt but not changing the shape of the velocity curve. Finally, increases or decreases in the intensity parameter shrink or stretch the age scale so that the same absolute increase in height is achieved in a shorter or longer time period. This shrinking/stretching of the age scale allows for differences between chronological age and developmental age since some children develop more quickly than others.

Thus, SITAR uses the three parameters to shift the mean curve that is predicted by the spline in the model to each cohort growth curve in our sample. Figure A4a presents the raw male cohort height curves from 1916 to 2010, and Figure A4b presents these curves after SITAR has adjusted them all for the three parameters. Clearly, the model is able to explain much of the variance in growth across the sample.

Table T5 presents the full results for the SITAR models, which were estimated with the SITAR package in R (Cole 2019; R Core Team 2019). We tested models with different degrees of freedom to see which provided a lower Bayesian Information Criterion (BIC) value. The best fit was for a spline with 5 degrees of freedom for males and 6 degrees of freedom for females. Comparing our models with others in the literature, the standard deviations of the parameters are lower than what has been found in other studies since our pooled cohort growth curves are averages of large numbers of children instead of individual-level observations. The residual standard deviations are also lower than individual-level studies as expected since grouped data will contain less measurement error (Cole et al. 2010). The pooled nature of our data also affects the correlations between the parameters which are very substantially higher than what is typically observed in individual-level data, although the positive correlation between size and intensity and the negative relationship between timing and

---

Table T4. Nutritional availability adjusted for the changing age structure and sex composition of Japan

<table>
<thead>
<tr>
<th>Year</th>
<th>Calories (kcal/capita/day)</th>
<th>Age-Structure and Sex Adjustment Factor (consuming units/capita)</th>
<th>Adjusted Calories Current Year (kcal/consuming unit/day)</th>
<th>Adjusted Calories with Constant 1935 Age Structure (kcal/consuming unit/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1925</td>
<td>2325&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.753</td>
<td>3089</td>
<td>3084</td>
</tr>
<tr>
<td>1935</td>
<td>2175&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.754</td>
<td>2885</td>
<td>2885</td>
</tr>
<tr>
<td>1940</td>
<td>0.753</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1941</td>
<td>2105&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td>2792</td>
<td></td>
</tr>
<tr>
<td>1942</td>
<td>1971&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td>2614</td>
<td></td>
</tr>
<tr>
<td>1943</td>
<td>1961&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td>2601</td>
<td></td>
</tr>
<tr>
<td>1944</td>
<td>1927&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.750</td>
<td>2569</td>
<td>2556</td>
</tr>
<tr>
<td>1945</td>
<td>1793&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.747</td>
<td>2399</td>
<td>2378</td>
</tr>
<tr>
<td>1946</td>
<td>0.758</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1947</td>
<td>0.756</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1950</td>
<td>0.752</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1955</td>
<td>2217&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.762</td>
<td>2908</td>
<td>2940</td>
</tr>
<tr>
<td>2015</td>
<td>2701&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.746</td>
<td>3619</td>
<td>3582</td>
</tr>
</tbody>
</table>

Notes: See text of Appendix C for details of the calculations. Consuming units are adult male (aged 20-39) equivalents following the method of Floud et al. (2011, p. 166). Population figures from 1925, 1935, 1940, 1947, 1950, 1955 and 2015 are drawn from censuses. Population estimates between 1941 and 1943 were not available. Population estimates from 1944 to 1946 are based on population surveys that were unfortunately taken at different points during the year. The three surveys were taken on 22 February 1944, 1 November 1945 and 26 April 1946. This means that there is not a population estimate for the very end of the war when the largest number of men were overseas. We have confirmed that these estimates do not include men in the military overseas by comparing with general population tables reported in Johnston (1953, p. 245). The population figures for 1945 and 1946 also exclude Okinawa.

D. Full Description of SITAR Model and Results

Building on the explanation provided in Section 4.1, Figure 3 shows how an increase or decrease in each SITAR parameter would affect the height and velocity curve using the WHO male median growth reference curve as a starting point. Increases or decreases in the size parameter shift the height curve vertically but do not affect the velocity curve. Increases or decreases in the timing parameter shift both the height and velocity curves horizontally, altering the timing of the pubertal growth spurt but not changing the shape of the velocity curve. Finally, increases or decreases in the intensity parameter shrink or stretch the age scale so that the same absolute increase in height is achieved in a shorter or longer time period. This shrinking/stretching of the age scale allows for differences between chronological age and developmental age since some children develop more quickly than others.

Thus, SITAR uses the three parameters to shift the mean curve that is predicted by the spline in the model to each cohort growth curve in our sample. Figure A4a presents the raw male cohort height curves from 1916 to 2010, and Figure A4b presents these curves after SITAR has adjusted them all for the three parameters. Clearly, the model is able to explain much of the variance in growth across the sample.

Table T5 presents the full results for the SITAR models, which were estimated with the SITAR package in R (Cole 2019; R Core Team 2019). We tested models with different degrees of freedom to see which provided a lower Bayesian Information Criterion (BIC) value. The best fit was for a spline with 5 degrees of freedom for males and 6 degrees of freedom for females. Comparing our models with others in the literature, the standard deviations of the parameters are lower than what has been found in other studies since our pooled cohort growth curves are averages of large numbers of children instead of individual-level observations. The residual standard deviations are also lower than individual-level studies as expected since grouped data will contain less measurement error (Cole et al. 2010). The pooled nature of our data also affects the correlations between the parameters which are very substantially higher than what is typically observed in individual-level data, although the positive correlation between size and intensity and the negative relationship between timing and
Table T5. Summaries of SITAR models for boys and girls

<table>
<thead>
<tr>
<th>Boys</th>
<th>Girls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Deviation</td>
<td>Correlations</td>
</tr>
<tr>
<td>3.37</td>
<td>2.68</td>
</tr>
<tr>
<td>0.52</td>
<td>-0.85</td>
</tr>
<tr>
<td>0.59</td>
<td>-0.91</td>
</tr>
<tr>
<td>Size (cm)</td>
<td></td>
</tr>
<tr>
<td>0.06</td>
<td>0.91</td>
</tr>
<tr>
<td>0.07</td>
<td>0.94</td>
</tr>
<tr>
<td>Timing (years)</td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Model Characteristics:
- Number of Height Observations: 41,833 (boys) and 40,542 (girls)
- Number of Cohort Growth Curves: 6,251 (boys) and 6,114 (girls)
- Degrees of Freedom: 5 (boys) and 6 (girls)
- % Variance Explained: 99.1% (boys) and 99.0% (girls)

Notes: Estimated using the SITAR package in R (Cole 2019; R Core Team 2019).
Sources: Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.

Figure A4. Raw and SITAR-adjusted height curves

Notes: Estimated using the SITAR package in R (Cole 2019; R Core Team 2019).
Sources: Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.
E. Selection by Cohort

E.1. Selection by Cohort: Main Counterfactual, Birth Cohorts 1931-33 vs. 1934-36

We start by discussing selection related to our main counterfactual comparison: birth cohorts 1931-33 vs. 1934-36. Beginning with selection into fertility, although there was year-to-year fluctuation in the total number of births, there is no reason to believe that there was differential selection into fertility by cohort between 1931 and 1936 (Figure A5c). Certainly, the typical mechanisms of fertility selection that are discussed in the famine literature would not be at play here since these years pre-dated the war. Another potential source of selection bias by cohort would be the health conditions in early life for each cohort. Poor health conditions in early life may have had a detrimental effect on the latent health of a cohort, scarring the cohort relative to comparison cohorts. On the other hand, fluctuations in infant mortality year-to-year may have led to selective culling of the weak, which would leave the survivors with a higher level of latent health (Deaton 2007). In general, health conditions were improving across the 1930s before the war so if anything the 1934-36 cohorts should have experienced less scarring than the 1931-33 cohorts. Infant mortality rates were also falling (Figure A5b) suggesting that if there were an effect of selective culling of weak individuals, it would have become less pronounced over time.

Our inverse probability weighting exercise described in Section 5, however, is the most convincing evidence that there is no real difference between the war-untreated and war-treated cohorts.

E.2. Selection by Cohort: Children Born during and after the War, 1937-50

It is more difficult to assume that children born during and after the war did not experience differential selection into fertility or selection and scarring across cohorts. Previous research has shown that there was not a strong (or statistically significant) relationship between infant mortality in the year of birth and any aspect of the growth pattern or the heights of children at ages 6 or 10 in interwar Japan (Schneider and Ogasawara 2018), suggesting that any scarring and selective culling effects may have been counteracting each other.

Table T5. Summaries of SITAR models for boys and girls

<table>
<thead>
<tr>
<th></th>
<th>Boys</th>
<th>Girls</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard Deviation</td>
<td>Correlations</td>
</tr>
<tr>
<td></td>
<td>Timing</td>
<td>Intensity</td>
</tr>
<tr>
<td>Size (cm)</td>
<td>3.37</td>
<td>-0.85</td>
</tr>
<tr>
<td>Timing (years)</td>
<td>0.06</td>
<td>0.91</td>
</tr>
<tr>
<td>Residual (cm)</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>Model Characteristics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Height Observations</td>
<td>41,833</td>
<td>40,542</td>
</tr>
<tr>
<td>Number of Cohort Growth Curves</td>
<td>6,251</td>
<td>6,114</td>
</tr>
<tr>
<td>Degrees of Freedom</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>% Variance Explained</td>
<td>99.1</td>
<td>99.0</td>
</tr>
</tbody>
</table>

Notes: Estimated using the SITAR package in R (Cole 2019; R Core Team 2019).

Sources: Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.

intensity is expected.

To gauge the effectiveness of the SITAR model in explaining the growth curves, we compute the variance explained by the model as follows:

\[
\text{% variance explained} = 100 \times \left( 1 - \left( \frac{\sigma_2}{\sigma_1} \right)^2 \right) \quad (E1)
\]

where \(\sigma_1\) is the residual standard deviation from a model simply fitting a spline curve and \(\sigma_2\) is the residual standard deviation from a model that adds random effects \(\alpha\), \(\beta\) and \(\gamma\) to allow each cohort growth curve to differ from the mean curve. Thus, this indicator explains the variation explained by adding random effects to the model. The variation explained by the model by this definition is 99.1\% and 99.0\% for males and females respectively, suggesting that the SITAR model is doing an excellent job of explaining the variation in the growth curves. Given the strength of fit of our data with SITAR, we feel confident in using the SITAR parameters to analyse change in the growth pattern of children across the war.
E. Selection by Cohort

E.1. Selection by Cohort: Main Counterfactual, Birth Cohorts 1931-33 vs. 1934-36

We start by discussing selection related to our main counterfactual comparison: birth cohorts 1931-33 vs. 1934-36. Beginning with selection into fertility, although there was year-to-year fluctuation in the total number of births, there is no reason to believe that there was differential selection into fertility by cohort between 1931 and 1936 (Figure A5c). Certainly, the typical mechanisms of fertility selection that are discussed in the famine literature would not be at play here since these years pre-dated the war.

Another potential source of selection bias by cohort would be the health conditions in early life for each cohort. Poor health conditions in early life may have had a detrimental effect on the latent health of a cohort, scarring the cohort relative to comparison cohorts. On the other hand, fluctuations in infant mortality year-to-year may have led to selective culling of the weak, which would leave the survivors with a higher level of latent health (Deaton 2007). In general, health conditions were improving across the 1930s before the war so if anything the 1934-36 cohorts should have experienced less scarring than the 1931-33 cohorts. Infant mortality rates were also falling (Figure A5b) suggesting that if there were an effect of selective culling of weak individuals, it would have become less pronounced over time.1

Our inverse probability weighting exercise described in Section 5, however, is the most convincing evidence that there is no real difference between the war-untreated and war-treated cohorts.

E.2. Selection by Cohort: Children Born during and after the War, 1937-50

It is more difficult to assume that children born during and after the war did not experience differential selection into fertility or selection and scarring across cohorts.

---

1Previous research has shown that there was not a strong (or statistically significant) relationship between infant mortality in the year of birth and any aspect of the growth pattern or the heights of children at ages 6 or 10 in interwar Japan (Schneider and Ogasawara 2018), suggesting that any scarring and selective culling effects may have been counteracting each other.
Selection into fertility may have been important given the mass mobilisation of reproductive-aged soldiers during the war. Figure A5a shows the sex ratio for the Japanese population present in Japan between 1920 and 1960. Although stable before, beginning with the Second Sino-Japanese war in 1937, the sex ratio dropped from over 100.3 in 1936 to 89 in 1945 as more men entered the military and were sent to fight abroad. After the war, the sex ratio recovered to a stable level around 96.5 considerably below the pre-war level. Interestingly, the effect of this mass exodus of men did not have a straightforward effect on the number of births (Figure A5c). The number of births was more or less stable through 1937 with a substantial drop in 1938 and 1939. However, after a few years of lower births, the government instituted prolact policies encouraging families to have more children and births rose above their pre-war level from 1941 to 1943 (Mathias 1999, pp. 72-74; Partner 2007, pp. 150-51). Unfortunately, there were serious problems with vital registration between 1944 and 1946, so the statistics are considered unreliable.

This limits our ability to know how births were responding at the end of the war, though the low numbers of children surviving in 1950 for these cohorts suggests that births likely fell in 1945 and 1946. Finally, after the war there was the standard baby boom following a famine or other traumatic event.

These large changes in the number of births during the war suggest that there may have been substantial changes in the types of couples giving birth. For instance, Watanabe (2014) finds that working class men were more likely to be drafted than middle and upper class men, which would mean that children born during the war may have been positively selected relative to the pre-war and post-war periods. Without individual-level data, it is difficult to account for this compositional change. Thus, we must be somewhat circumspect about comparing cohorts after 1937 since selection into fertility may have influenced the distribution of latent health across cohorts. In addition, there may be differences in scarring and selective culling across cohorts. Unfortunately, we are not able to estimate inverse probability weighted average treatment effects comparing cohorts born during the war to those born after the war.

*Figure A5.* Sex ratio, infant mortality rate and total births of the Japanese population in Japan, 1920-60

*Notes:* The cohorts labelled treatment and control refer to our main counterfactual, which compares the 1931-33 and 1934-36 cohorts. Sex ratio data are estimates based on the standard censuses and population surveys in 1944, 1945 and 1946. Neither infant death nor live birth registration was reliable between 1944 and 1946, so these years have been excluded from the graphs. The number surviving in 1950 shows the number of people from each cohort enumerated in the 1950 census and provides an indication of what happened to the cohorts born during the war. It seems likely that there were substantially fewer births in 1945 and 1946, but the lower level of survivorship could also be explained by an increase in infant mortality.

*Sources:* See Appendix A.3.
Selection into fertility may have been important given the mass mobilisation of reproductive-aged soldiers during the war. Figure A5a shows the sex ratio for the Japanese population present in Japan between 1920 and 1960. Although stable before, beginning with the Second Sino-Japanese war in 1937, the sex ratio dropped from over 100.3 in 1936 to 89 in 1945 as more men entered the military and were sent to fight abroad. After the war, the sex ratio recovered to a stable level around 96.5 considerably below the pre-war level. Interestingly, the effect of this mass exodus of men did not have a straightforward effect on the number of births (Figure A5c). The number of births was more or less stable through 1937 with a substantial drop in 1938 and 1939. However, after a few years of lower births, the government instituted pro-natal policies encouraging families to have more children and births rose above their pre-war level from 1941 to 1943 (Mathias 1999, pp. 72-74; Partner 2007, pp. 150-51). Unfortunately, there were serious problems with vital registry between 1944 and 1946, so the statistics are considered unreliable. This limits our ability to know how births were responding at the end of the war, though the low numbers of children surviving in 1950 for these cohorts suggests that births likely fell in 1945 and 1946. Finally, after the war there was the standard baby boom following a famine or other traumatic event.

These large changes in the number of births during the war suggest that there may have been substantial changes in the types of couples giving birth. For instance, Watanabe (2014) finds that working class men were more likely to be drafted than middle and upper class men, which would mean that children born during the war may have been positively selected relative to the pre-war and post-war periods. Without individual-level data, it is difficult to account for this compositional change. Thus, we must be somewhat circumspect about comparing cohorts after 1937 since selection into fertility may have influenced the distribution of latent health across cohorts.

In addition, there may be differences in scarring and selective culling across cohorts. Unfortunately, we are not able to estimate inverse probability weighted average treatment effects comparing cohorts born during the war to those born after the war.

---

2 The Japanese Historical Statistics Volume states that “vital statistics for 1944, 1945 and 1946 were extremely incomplete owing to war damages”, so there was likely under-reporting and official statistics do not report values for these years (Japan Statistical Association 1987, p. 47).
because of missing health data. As mentioned in Section 2, the evidence of the income, nutritional and general health shock during the war is either aggregated at the national level or is based on incomplete, anecdotal evidence. Thus, we can only speculate about the balance of scarring and selection across these cohorts. The evidence for scarring is vast and emphasised strongly in Section 2 in the main text, so the real question is whether the intensity of selective culling increased for cohorts born and experiencing their early childhood years during the war. Figure A5b shows that infant mortality rates increased from 1941 to 1943 after which figures become unreliable. Although the infant mortality rate was still lower in 1943 than it was in 1940, mortality rates likely increased substantially for children during the war and could have led to increased selective pressure, especially from 1944 to 1946 (Nakashima 2011; Yoshida 1995, pp. 265-66).

However, there were also a number of policies and programmes targeted at promoting nutrition and health specifically among children and pregnant women that may have mitigated some of the worst effects of the war for these groups. For instance, beginning in July 1943, the government distributed maternal and child health handbooks to pregnant and nursing women. Mothers with these handbooks were given upgraded rations containing milk, sugar and 60 grams (211 kcal) of additional brown rice-equivalent staple foods (Johnston 1953, p. 202; Yoshida 1995, p. 267). In addition, although milk production was very low before the war and collapsed during the war, milk rations (as dried, evaporated or condensed milk) were prioritised for infants whose mothers were unable to breastfeed them (Johnston 1953, p. 208).

Finally, towards the end of the war in 1944 and 1945, 1.3 million urban children were evacuated to the countryside: 857 thousand were sent to live with relatives and 446 thousand third to sixth graders were evacuated as school groups (Yamashita 2013). Children living with relatives may have had access to a healthier diet than they would have been able to get in urban areas (Partner 2007, p. 147). However, children evacuated in groups suffered from prolonged hunger in the countryside with their diet deteriorating as the war progressed (Yamashita 2013). Evacuated children were also subjected to bullying and did not have local networks to help supplement their food consumption at the end of the war (Cook and Cook 1992, pp. 233-34). Thus, it is
not clear to what extent evacuated children experienced better health conditions than their urban counterparts.

Determining the overall effect of these programmes along with other changes in health during the war is difficult. Mitigating factors may have reduced some of the worst effects of the war for young children, but these programmes were not completely effective at preventing an increase in infant mortality at the end of the war (Nakashima 2011; Yoshida 1995, pp. 265-66). There was likely space for selective culling to be an issue. Infant mortality rates were lower after the war from 1947 when the data becomes reliable again. Without reliable birth and infant death data between 1944 and 1946 it is very difficult to provide firm bounds on the selective culling effect.

However, despite this, the evidence presented in Figure 6 does not support a clear “thousand days” scarring or selective culling story for the cohorts born during and after the war. As mentioned in the main text, Figure 7 compares the observed pattern with hypothetical selection and scarring effects to make this clear. Thus, although we cannot be as precise in estimating a causal effect of exposure to the war by comparing cohorts born during the war with those born before or after the war, our finding that cohorts experiencing the war in late childhood or adolescence were more severely affected is unlikely to be explained by selection. Likewise, the relatively small differences between those experiencing their first thousand days during the worst conditions of the war and those born after the war suggest that there was substantial scope for catch-up growth when conditions improved after the war.

E.3. Selection from the Second World War

Aside from selection across cohorts, there may be a more general selection effect if people who survived the Second World War were healthier than those who died. We have seen how this might have influenced cohorts differently by adjusting age-specific mortality levels, but it is important to consider the question more broadly since it may bias our pre-war and post-war comparisons, especially if the healthier surviving adults influenced the health of children born after the war (Gargens et al. 2012).

The scale of Japanese military and civilian deaths was very substantial. Gruhl (2007, p. 144) reports that Japan lost 2,315,878 military personnel and 672,000 civil-
rians as a consequence of the war between 1942 and 1945. The military deaths were
6.7% of all men in Japan in 1935, and the civilian deaths were 1.0% of the total pop-
ulation in 1935. However, it is difficult to assess or understand the extent to which
war deaths would have been selected on pre-war health characteristics in a way that
would matter for our study.

To our knowledge there are no direct studies that have looked at whether Japanese
battle deaths were related to soldiers’ socioeconomic characteristics. However, evidence
from other contexts suggests that the selection is not always straightforward. During
World War I, mortality was higher among British officers than regular soldiers (Win-
ter 1977). However, in France the picture was more mixed: sons of French urban
white collar workers had lower mortality during World War I, but sons of wealthy ru-
rnal inhabitants had higher mortality rates than their rural non-wealthy counterparts
Kesztenbaum (2018). Returning to Japan, Watanabe (2014) has studied selection into
military service during World War II and finds that blue collar workers were more
likely to be drafted during the war but that there were no social class differences in
the time spent in military service. Thus, even if surviving the war was not dependent
on social class, there might have been some selective culling at the bottom of the social
class distribution. Unfortunately, without a detailed study on Japanese military deaths
during the Second World War, it is not possible to definitively understand whether
selective culling during the war affected the health of survivors.

As for civilian war-related deaths, the majority of deaths on mainland Japan were
cased by the Allied bombing campaigns. Intensive American bombing of Japanese
cities began in June 1944. It was initially aimed at ‘industrial, transportation, and com-
munication targets’ (Weber 2001, p. 113), but the aims were later expanded to target
Japanese cities with incendiary bombs, with the US military arguing that industry was
widespread in cities and that cities were vital to the Japanese war effort (Henderson
2011; Weber 2001). Incendiary attacks on cities accounted for 80% of bombings on
Japan, and these attacks caused immense damage and civilian casualties: for instance,
the bombing of Tokyo on 9 March 1945 burned 15 square miles of the city and killed
at least 78,000 civilians (Henderson 2011, p. 313). The atomic bombs directly killed
another 97,059 people according to Japanese accounts with at least as many deaths
occurring later from radiation poisoning (Weber 2001, p. 114). However, given their indiscriminate nature, it is difficult to understand how these bombings would have influenced socioeconomic groups differentially. The bombs did target urban residents who were likely less healthy than their rural counterparts, but the bombings would have contributed to the scarring of survivors as well since by one estimate the bombings injured 476,000 civilians and left 9.2 million people homeless (Henderson 2011, p. 314).

In any case, if the war did lead to generalised selective culling, then this would make our estimates biased toward finding no negative effect of the war. Since we find a very significant unhealthy change in the growth pattern between the 1933 and 1934 birth cohorts, this suggests that the effects of the war may have been even greater than our estimate.

---

3 Infant mortality rates were higher in major cities until the late 1920s when they achieved lower mortality than other areas.
F. Hypothetical Scarring and Selective Culling Effects in Figure 7

Figure 7 provides a hypothetical view of how a pure thousand days scarring or selective culling pattern would look. These are hypothetical curves drawn simply to illustrate the expected pattern in each of these cases. The thousand days scarring pattern is based on the intuition that cohorts who were exposed to the worst conditions of the war at early ages would be more strongly affected by the war than cohorts experiencing the war outside the first thousand days. Thus, we assume that cohorts who did not experience their first thousand days during the war were no different than the counterfactual cohorts and that the 1944 and 1945 cohorts that experienced the entirety of their first thousand days during the worst health conditions of the war would have been three centimetres shorter than the counterfactual cohorts. We do not have estimates for the potential size of the shock, so again the figure is simply an illustration of what a thousand days scarring pattern would look like across the cohorts.

In addition to the scarring effects, there may well have been some selective culling as well. To produce these estimates, we use the Japanese age-specific mortality schedule for the 1947 birth cohort from the Human Mortality Database (2019) to predict the number of deaths for each cohort relative to the 1933 cohort, allowing mortality rates to be 25% higher in the less difficult years of the war (1942-43, 1947-48) and to be 75% higher than normal in the most difficult years (1944-46). We then generate a normal distribution of heights for each cohort and remove the percentage of individuals predicted to die (relative to the 1933 cohort) from the lower tail of the height distribution. This is an upper-bound estimate of the selective culling effect since mortality is unlikely to be perfectly correlated with height. Selective culling does not have a strong effect on the early war-affected cohorts because the cohorts experienced the war mostly in late-childhood and adolescence when mortality rates are much lower than in infancy and early childhood (see Figure 5). However, once children began to experience the war in infancy, the potential for selective culling increased and was highest among those cohorts experiencing infancy and early childhood during the peak of the war. The selective culling effect then attenuated for children born late in the war since conditions improved shortly after they were born.
If we carry this thought experiment further and average the selective culling and scarring effects to get the net effect, we still cannot produce a pattern that matches the observed pattern. No combination of realistic patterns of thousand-days scarring and selective culling, despite what the magnitude of each effect might be, produces such a sharp difference between the 1933 and 1934 birth cohorts, nor does it explain the monotonic, linear improvement in the SITAR parameters across cohorts C and D (see Figure 6).
G. Post-war Civilian Repatriation

After the war 3.2 million civilians were repatriated to Japan, including a large number of children. These children potentially add measurement error to our comparison of the war-untreated 1931-33 cohorts and the war-treated 1934-36 cohorts since we only observe the war-treated cohorts after the war from 1948-50 when the repatriate children would be included in our prefecture mean height measurements. This appendix considers the post-war repatriates and shows that this measurement error is very unlikely to bias our results.

As Japan’s empire had expanded in the late nineteenth and early twentieth centuries, many Japanese had moved abroad to serve as colonial administrators or in other semi-official positions, helping to manage the colonial state. Later, government programmes incentivised farming households to settle in Manchuria. Estimates of the number of Japanese civilians abroad by the end of the Second World War are not precise but were likely in the range of 3.2 to 3.5 million people. Table T6 gives a sense of the where Japanese civilians were located at the end of the war. Nearly half were settlers in Manchuria, but there were sizeable groups in the Korean Peninsula, China, Sakhalin and Taiwan (Nishizaki 2019; Watt 2009, p. 2).

Following Japan’s surrender, the vast majority of these civilians along with 3.7 million demobilized soldiers were repatriated to Japan. The Allies were particularly focused on returning the demobilised soldiers quickly but soon realised that they would need to help facilitate the return of Japanese civilians as well since Japanese civilians faced violence and poverty in the former colonies (Watt 2009, pp. 39-41). Overall the repatriation process proceeded very quickly with 5.1 million civilian and military repatriates returning to Japan by the end of 1946 and an additional 744 thousand returning by the end of 1947, cumulatively 81% and 93% of the total returnees in each year respectively (Watt 2009, p. 77). Thus, the vast majority of repatriate children would appear in our war-treated cohorts, which are observed from 1948-50.

When reaching Japan, the repatriates were processed in 15 regional repatriation centres, most of which were located on Kyushu or southwest Honshu. From there the Ministry of Health and Welfare “provided transportation back to their previously
The plight of Japanese civilians in Manchuria was particularly horrific. The Japanese government had conscripted most of the men in rural Manchuria by the end of the war leaving rural settlements filled with women, children and the elderly. This left these settlements unprotected, and the Japanese government estimates that around 90 thousand Japanese civilians in Manchuria died between the end of the war and repatriation. Rural settlers then had to walk hundreds of miles to cities and stay in camps where there was little food and the sanitary conditions were poor. Women were regularly sexually assaulted by Soviet troops (Itoh 2015, pp. 43-44; Nishizaki 2019, pp. 5-6; Watt 2009, pp. 102-104). Repatriation from Manchuria started in earnest in May 1946, and by October 1946, 1.01 million civilians had been repatriated (Watt 2009, p. 51). However, the health shocks experienced by civilians before being repatriated would have certainly matched the negative health shock of the war.

Thus, it is not entirely clear whether repatriate children were in better or poorer health than their counterparts who experienced the war in Japan. We should also highlight that repatriate children made up a small fraction of the total children in Japan. Unfortunately, there are no precise data showing the age distribution of civilian repatriates. In fact, there are no data in the censuses of 1950, 1955 or 1960 showing the numbers of civilian repatriates living in each prefecture. However, if we assume that one-third of repatriates were children, this would be around one million children. In 1950, there were 34.6 million children under the age of eighteen alive in Japan, suggesting that repatriates were 2.8% of children. Thus, it is highly unlikely that the repatriates would significantly bias our overall findings about the magnitude of the war shock.

However, if repatriates were not proportionally distributed across prefectures, then repatriate children may bias inferences about the shock of the war across prefectures. As mentioned above, there are no data available at the prefecture level that explicitly measures civilian repatriates let alone civilian children repatriates. Figure A6 shows military and civilian repatriates as a percentage of the population of each prefecture and shows that repatriates seemed to be clustered in Kyushu and southwestern Honshu. To ensure that bias from the repatriates is not driving our results, we regress prefecture variation in the war shock on post-war repatriates by including

<table>
<thead>
<tr>
<th>Location</th>
<th>Estimated Japanese Civilian Population 1945 (1000s)</th>
<th>Japanese Civilian Returnees by 1977 (1000s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manchuria</td>
<td>1,550</td>
<td>1,219</td>
</tr>
<tr>
<td>China, including Hong Kong</td>
<td>504</td>
<td>496</td>
</tr>
<tr>
<td>Korean Peninsula</td>
<td>720</td>
<td>713</td>
</tr>
<tr>
<td>Taiwan</td>
<td>350</td>
<td>322</td>
</tr>
<tr>
<td>Kuril Islands and Sakhalin</td>
<td>390</td>
<td>297</td>
</tr>
<tr>
<td>Southeast Asia and elsewhere</td>
<td>unavailable</td>
<td>137</td>
</tr>
<tr>
<td>Total</td>
<td>3,514</td>
<td>3,183</td>
</tr>
</tbody>
</table>

*Source: Estimated civilian population in 1945 from Watt (2009, p. 39); Civilian Returnees from Nishizaki (2019, p. 4).*

registered domicile in metropolitan Japan” (Watt 2009, pp. 70-76). Nishizaki (2019, p. 23) has studied the assimilation of the repatriates in Hiroshima prefecture and found that 65% of repatriates settled initially in the registered domicile. In a later survey taken in 1956 long after repatriation, 45% were still living in their hometowns, 27% were not living in their original registered domicile but were still living in Hiroshima prefecture, and 27% of repatriates in Hiroshima prefecture had moved there from other prefectures. Thus, it seems that migration between prefectures, at least in the short run, was not common for civilian repatriates, which allows us to account for repatriates by using their location in 1950.

We also need to consider whether children repatriated from the colonies would have experience better or worse health conditions than their counterparts who had remained in Japan. This is extremely difficult to establish definitively. One might expect that territories that experienced conflict during the war such as China would have had worse health conditions than territories that were relatively spared. However, conditions after the war also mattered. The experience of repatriation varied wildly across the various colonies. Repatriation from South Korea, Taiwan and China proceeded fairly peacefully and efficiently, but the experience of repatriation was very different in areas controlled by the Soviet Union: repatriation was delayed in these areas and repatriates suffered from violence, sexual assault, hunger and disease (Watt 2009, pp. 41-52).
The plight of Japanese civilians in Manchuria was particularly horrific. The Japanese government had conscripted most of the men in rural Manchuria by the end of the war leaving rural settlements filled with women, children and the elderly. This left these settlements unprotected, and the Japanese government estimates that around 90 thousand Japanese civilians in Manchuria died between the end of the war and repatriation. Rural settlers then had to walk hundreds of miles to cities and stay in camps where there was little food and the sanitary conditions were poor. Women were regularly sexually assaulted by Soviet troops (Itoh 2015, pp. 43-44; Nishizaki 2019, pp. 5-6; Watt 2009, pp. 102-104). Repatriation from Manchuria started in earnest in May 1946, and by October 1946, 1.01 million civilians had been repatriated (Watt 2009, p. 51). However, the health shocks experienced by civilians before being repatriated would have certainly matched the negative health shock of the war.

Thus, it is not entirely clear whether repatriate children were in better or poorer health than their counterparts who experienced the war in Japan. We should also highlight that repatriate children made up a small fraction of the total children in Japan. Unfortunately, there are no precise data showing the age distribution of civilian repatriates. In fact, there are no data in the censuses of 1950, 1955 or 1960 showing the numbers of civilian repatriates living in each prefecture. However, if we assume that one-third of repatriates were children, this would be around one million children. In 1950, there were 34.6 million children under the age of eighteen alive in Japan, suggesting that repatriates were 2.8% of children. Thus, it is highly unlikely that the repatriates would significantly bias our overall findings about the magnitude of the war shock.

However, if repatriates were not proportionally distributed across prefectures, then repatriate children may bias inferences about the shock of the war across prefectures. As mentioned above, there are no data available at the prefecture level that explicitly measures civilian repatriates let alone civilian children repatriates. Figure A6 shows military and civilian repatriates as a percentage of the population of each prefecture and shows that repatriates seemed to be clustered in Kyushu and southwestern Honshu. To ensure that bias from the repatriates is not driving our results, we regress prefecture variation in the war shock on post-war repatriates by including
H. Migration across Prefectures

As mentioned in the main text, another source of measurement error in our prefecture-level estimates is internal migration. Internal migration was relatively small in the pre-war period, but it accelerated after the war and was generally characterised by migration from rural prefectures to the growing urban centres around Tokyo, Osaka and Aichi prefecture (Fukao et al. 2015, pp. 113-15). This rural to urban migration could cause bias in our estimates in three ways. First, any bias introduced from migrants would be magnified if the migration was particularly strong, so we need to understand the magnitude of internal migration in Japan. Second, if migrant sending prefectures had systematically taller or shorter children than migrant receiving prefectures, then inter-prefecture migration could bias mean heights. Finally, if migrants were positively selected on height relative to non-migrants in their home prefectures as observed with international migrants and internal migrants in England (Escamilla-Guerrero and Lopez-Alonso 2019; Humphries and Leunig 2009; Spitzer and Zimran 2018), then migrants might actually increase the mean height in sending regions. We show evidence on each point, which suggests that migration is not a major source of bias in our results.

Starting with the strength of migratory flows across prefectures, we have performed a limited robustness check to try to understand how important the migration of children might have been in the post-war period. Rather than calculating net migration figures for all prefectures in Japan, we have focused on the four prefectures that make up the Tokyo Metropolitan Area (Tokyo, Saitama, Chiba and Kanagawa prefectures), which had the highest rates of net migration in the post-war period (Fukao et al. 2015, p. 114). We calculate net migration of five-year age groups as the survival-adjusted change in cohort size between two successive censuses (each five years apart). We compute this using the following equation:

\[ \text{Mig}_{a+5, t+5}^{i,a,t} = 100 \times \left( \frac{P_{i,a+5,t+5} \cdot \text{Surv}_{a} - P_{i,a,t} \cdot \text{Surv}_{a}}{P_{i,a,t}} \right) \]

**Figure A6.** Military and civilian repatriates as a percentage of total population in 1950

*Sources:* Repatriation Relief Bureau (1950).

the foreign-born share of population in each prefecture (not reported), which would capture children born abroad. In separate regressions (not reported), we also include the percentage of the prefecture population that is both military and civilian repatriates. In all cases, these variables are statistically insignificant with small standardized coefficients.

We treat these results very sceptically for several reasons. First, measurement error in our indicators of repatriate children may be causing attenuation bias in the coefficient. Second, repatriates from different parts of the Japanese colonial empire may have had different underlying health status when arriving back in Japan, and we cannot test for that with our limited data. Finally, it may be that the repatriate children were such a small share of the population of children that they may not have mattered for our estimates. Unfortunately, we cannot distinguish between these three possible explanations.
H. Migration across Prefectures

As mentioned in the main text, another source of measurement error in our prefecture-level estimates is internal migration. Internal migration was relatively small in the pre-war period, but it accelerated after the war and was generally characterised by migration from rural prefectures to the growing urban centres around Tokyo, Osaka and Aichi prefecture (Fukao et al. 2015, pp. 113-15). This rural to urban migration could cause bias in our estimates in three ways. First, any bias introduced from migrants would be magnified if the migration was particularly strong, so we need to understand the magnitude of internal migration in Japan. Second, if migrant sending prefectures had systematically taller or shorter children than migrant receiving prefectures, then inter-prefecture migration could bias mean heights. Finally, if migrants were positively selected on height relative to non-migrants in their home prefectures as observed with international migrants and internal migrants in England (Escamilla-Guerrero and Lopez-Alonso 2019; Humphries and Leunig 2009; Spitzer and Zimran 2018), then migrants might actually increase the mean height in sending regions. We show evidence on each point, which suggests that migration is not a major source of bias in our results.

Starting with the strength of migratory flows across prefectures, we have performed a limited robustness check to try to understand how important the migration of children might have been in the post-war period. Rather than calculating net migration figures for all prefectures in Japan, we have focused on the four prefectures that make up the Tokyo Metropolitan Area (Tokyo, Saitama, Chiba and Kanagawa prefectures), which had the highest rates of net migration in the post-war period (Fukao et al. 2015, p. 114). We calculate net migration of five-year age groups as the survival-adjusted change in cohort size between two successive censuses (each five years apart). We compute this using the following equation:

\[
Mig_{i,a,t}^{a+5,t+5} = 100 \times \left( \frac{\left( P_{i,a+5,t+5} - P_{i,a,t} \right)}{Surv_{a}} \right) \left( \frac{P_{i,a,t}}{P_{i,a,t}} \right)
\]  

(E2)
where $M_{i,t}^{a+5,t+5}$ is the net migration rate into a prefecture $i$ over five years for a cohort between five-year age groups with starting age $a$ and $a+5$ and consequently between censuses in year $t$ and $t+5$. $P_{i,a,t}$ is the population in prefecture $i$ in the five-year age group with starting age $a$ at the first census in year $t$. $P_{i,a+5,t+5}$ is the population in prefecture $i$ in the five-year age group five years later at starting age $a+5$ at the second census five years later $t+5$. $Surv_a$ is the mean of the five-year survival probabilities for each one-year age group as in the following equation:

$$Surv_{a,t} = \left( \sum_{a}^{a+4} 5L_{a,t} \right) / 5 \quad (E3)$$

where $a$ is the starting age of a five-year age group and $5L_{a,t}$ is the survival probability between exact age $a$ and $a+5$ estimated from the national complete period life table for year $t$ in the Human Mortality Database (Human Mortality Database 2019). Of course, it would be better to have prefecture-specific life tables, but these were not readily available.

Figure A7 presents the five-year net migration rates into Tokyo and its surrounding prefectures between 1950 and 1970. The figures are means of the four prefectures weighted by the size of the age group in each prefecture at the first census. We interpret the first column as follows: adjusting for survival, the 5-9 age group across the four prefectures in 1955 was on average 8.0% larger than the 0-4 age group in 1950. Figure A7 shows that while there were some children moving with their families to Tokyo in the post-war period, the greatest net migration was of children in their late teens and early twenties who moved to Tokyo after finishing junior school after age 14. This leads us to two conclusions, suggesting that child migration is unlikely to be a large source of bias in our analysis. First, if child migration was small relative to migration in other age groups even in the wider Tokyo area where migration was greatest, then the scale of child migration was likely small across the entire country. Second, our analysis is principally focused on children in primary and junior school age 14 and under, so the strong migration among individuals above the age of 14 will not lead to measurement error in our prefecture height data.
Even though child migration was relatively small, it is important to check whether there were systematic differences in child height between migrant sending and receiving prefectures. These differences are particularly important at the beginning of the post-war period since migration accelerated after the war. To define migrant receiving prefectures, we rely on the analysis by Fukao et al. (2015, p. 114) showing net migration across the twentieth century. The main migrant receiving prefectures were Tokyo and its surrounding prefecture, Saitama, Chiba and Kanagawa; Osaka and some of its surrounding prefectures, Shiga, Hyogo and Nara; and finally Aichi prefecture. Most of the other prefectures had considerable out-migration in the post-war period. To understand whether there were differences in height between migrant sending and receiving prefectures, we compare the heights of boys and girls at age six at the beginning of the post-war period (1948-50) across the two groups. Figure A8 shows that six-year-olds for both boys and girls were 0.57 cm shorter in migrant sending regions than in receiving areas. Thus, it is possible that migration could have led to bias in both sending and receiving prefectures.

To test the scope of the potential bias, we focus again on the migrant receiving prefectures. The migrant receiving areas acquired larger shares of migrants than the sending areas lost, so they provide a plausible upper bound on the size of the bias created by migration. To measure the potential bias introduced by migrants, we perform a number of back-on-the-envelope calculations from the perspective of a single cohort. To simplify the exercise, we perform the calculations as Z-scores assuming a standard deviation of height of 5.1 cm, taken from the WHO growth reference for boys at age 6.5 de Onis et al. (2007). Keeping the mean of the migrant receiving prefectures at zero across all ages makes it easier to see the bias created by migration into the cohort over time. We assume that the cohort gains 2% of its initial size each year as the cohort ages from 0 to 14 so that by age 14, the population of the cohort is 28% larger than the initial cohort. This is an upper bound estimate of the annual net migration into migrant sending prefectures (see Figure A7). We then calculate a new mean height of children living in migrant receiving prefectures as a weighted average of the mean height of children in migrant receiving prefectures (0) and the height and number of migrants as follows:

Figure A7. Mean net migration into Tokyo and its surrounding prefectures in the post-war period

Notes: The figure presents the mean net migration into each age group estimated using Equations E2 and E3 for four prefectures including and surrounding Tokyo: Tokyo, Saitama, Chiba and Kanagawa. See text for interpretation.

Sources: Japan Statistical Association (1987, Table 2-13, pp. 130-153).
Even though child migration was relatively small, it is important to check whether there were systematic differences in child height between migrant sending and receiving prefectures. These differences are particularly important at the beginning of the post-war period since migration accelerated after the war. To define migrant receiving prefectures, we rely on the analysis by Fukao et al. (2015, p. 114) showing net migration across the twentieth century. The main migrant receiving prefectures were Tokyo and its surrounding prefecture, Saitama, Chiba and Kanagawa; Osaka and some of its surrounding prefectures, Shiga, Hyogo and Nara; and finally Aichi prefecture. Most of the other prefectures had considerable out-migration in the post-war period. To understand whether there were differences in height between migrant sending and receiving prefectures, we compare the heights of boys and girls at age six at the beginning of the post-war period (1948-50) across the two groups. Figure A8 shows that six-year-olds for both boys and girls were 0.57 cm shorter in migrant sending regions than in receiving areas. Thus, it is possible that migration could have led to bias in both sending and receiving prefectures.
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where \(a\) is the height Z-score of all children at age \(a\) living in migrant receiving prefectures; \(\text{height}_{mig}\) is the mean height Z-score of migrants, which does not change with age; and \(\text{mig rate}\) is the annual net migration into migrant receiving prefectures, assumed to be 2%. We allow \(\text{height}_{mig}\) to vary depending on our assumption about the extent to which migrant children were positively selected on height relative to the children in migrant sending prefectures.

Figure A9a presents the results. If we assume that migrant children were not positively selected, the blue line, we can see that as the receiving areas acquire more and more shorter migrants over time, the mean height of children falls below the original height of children born in migrant receiving areas (0). However, by age 14, this bias only amounts to -0.024 standard deviations less than the original mean, which is a very small difference. If we multiply this figure by the standard deviation of height at age 14.5 (7.8 cm) from the WHO reference, this provides a bias in the mean height of 14-year-olds of 0.19 cm. This bias would affect the SITAR size parameters, but we also need to consider how changing levels of bias across age would affect the intensity parameter. If mean heights are increasingly downwardly biased, then the growth velocity between ages will be biased downward as well because the height increment is smaller than it ought to be. Figure A9b shows the bias in the Z-score increment assuming no positive selection of migrants, and again the scale of the bias is very small. The Z-score increment at age 6 is -0.002, which is a difference in the height increment of 0.01 cm at that age. This bias is miniscule when compared to a typical height increment at age 6 which is above 5 cm.

We also adjust our assumption of \(\text{height}_{mig}\) to allow for positive selection of migrants relative to their counterparts in migrant sending areas. We take the mean height in the migrant sending prefectures to be 0.57 cm lower than migrant receiving areas as in Figure A8. We then generate correlated random variables for the height distribution and a variable capturing the propensity to migrate. We allow for four dif-

---

**Figure A8.** Mean height in migrant sending and receiving prefectures

*Notes:* Mean heights of six-year-olds measured in 1948-50, representing the initial height of cohorts in migrant sending and receiving prefectures at the beginning of the post-war period. Migrant receiving prefectures are taken from Fukao et al. (2015, p. 114) and are as follows: Saitama, Chiba, Tokyo, Kanagawa, Aichi, Shiga, Osaka, Hyogo and Nara. All other prefectures are considered migrant sending areas. ** indicates that the mean difference was statistically significant at the 1% level on a two-tailed t-test with unequal variances.

*Sources:* Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.
\[ \text{height}_a = \frac{\text{height}_{\text{mig}} \times a \times \text{migrate}}{1 + (a \times \text{migrate})} \]  

(E4)

where \( \text{height}_a \) is the height Z-score of all children at age \( a \) living in migrant receiving prefectures; \( \text{height}_{\text{mig}} \) is the mean height Z-score of migrants, which does not change with age; and \( \text{migrate} \) is the annual net migration into migrant receiving prefectures, assumed to be 2%. We allow \( \text{height}_{\text{mig}} \) to vary depending on our assumption about the extent to which migrant children were positively selected on height relative to the children in migrant sending prefectures.

Figure A9a presents the results. If we assume that migrant children were not positively selected, the blue line, we can see that as the receiving areas acquire more and more shorter migrants over time, the mean height of children falls below the original height of children born in migrant receiving areas (0). However, by age 14, this bias only amounts to -0.024 standard deviations less than the original mean, which is a very small difference. If we multiply this figure by the standard deviation of height at age 14.5 (7.8 cm) from the WHO reference, this provides a bias in the mean height of 14-year-olds of 0.19 cm. This bias would affect the SITAR size parameters, but we also need to consider how changing levels of bias across age would affect the intensity parameter. If mean heights are increasingly downwardly biased, then the growth velocity between ages will be biased downward as well because the height increment is smaller than it ought to be. Figure A9b shows the bias in the Z-score increment assuming no positive selection of migrants, and again the scale of the bias is very small. The Z-score increment at age 6 is -0.002, which is a difference in the height increment of 0.01 cm at that age. This bias is miniscule when compared to a typical height increment at age 6 which is above 5cm.

We also adjust our assumption of \( \text{height}_{\text{mig}} \) to allow for positive selection of migrants relative to their counterparts in migrant sending areas. We take the mean height in the migrant sending prefectures to be 0.57 cm lower than migrant receiving areas as in Figure A8. We then generate correlated random variables for the height distribution and a variable capturing the propensity to migrate. We allow for four dif-
Different levels of correlation between the migrant height distribution and the propensity to migrate variable starting with 0.05 and then increase the correlation in 0.05 increments until reaching 0.2. We assume a 1% out-migration rate from migrant sending prefectures. We then take the mean height Z-scores of the top 1% of the generated sample on the propensity to migrate variable. This gives us the mean height Z-score of migrants relative to non-migrants remaining in sending regions. As the correlation between propensity to migrate and height increases, the degree of positive selection of migrants increases to 0.51 standard deviations, which puts the mean height of migrants at age 6 2.6 cm above the height of non-migrants in migrant sending prefectures. This corresponds to a mean height difference of 3.7 cm at age 19. For reference, Spitzer and Zimran (2018) find positive selection at the local level of 0.037 standard deviations or 0.22 cm in adulthood for first-time Italian migrants to the United States. Other studies do find larger results. For instance, Mexican migrants to the United States in the early twentieth century could have been up to 4 cm taller in adulthood than non-migrants (Escamilla-Guerrero and Lopez-Alonso 2019; Kosack and Ward 2014). However, these studies do not have representative comparison groups for non-migrants like Spitzer and Zimran (2018), so they may overestimate migrant selection relative to the mean non-migrant. Thus, the levels of positive selection presented in Figure A8 represent a plausible range of selection of migrants.

Rather than interpret all of the lines in Figure A8, we will focus on the most positively selected migrants. By age 14 under this assumption, the mean height of the cohort in migrant receiving areas was 0.087 standard deviations taller than the initial cohort height. This reflects a bias of 0.68 cm at age 14, which is still very small relative to the height of boys at that age. In addition, the bias to the height increment was also small: 0.0065 standard deviations at age six, which is an upward bias in the height increment of 0.03 cm. Again, this is small compared to a typical height increment at that age above 5 cm. Obviously, this back-of-the-envelope procedure is not a perfect exercise: we have assumed constant migration at 2% for all age groups; we do not know the degree of migrant self-selection; we have not looked at variation within the migrant sending and receiving prefectures. However, given that our upper bound estimates of the effect of internal migration on prefecture mean heights are very small, it is clear

Figure A9. Potential for error in mean heights in migrant receiving prefectures caused by inter-prefecture migration

Notes: Mean Z-score of the cohort before migration is 0, so differences from zero show the bias from the original cohort mean Z-score (A) or original cohort Z-score increment (B). We assume in-migration rates of 2% of the original cohort every year so that by age 14 the cohort is 28% larger than at age 0. The lines are estimated using Equation E4. The different lines show different assumptions about the positive selection of migrants (see text for full details). These differences are very small, so internal migration does not present a major source of bias in our prefecture cohort growth curves.

Sources: Mean difference between migrant sending and receiving prefectures from Japanese Prefecture Child Growth Dataset - see Appendix A.1 for sources.
ferent levels of correlation between the migrant height distribution and the propensity
to migrate variable starting with 0.05 and then increase the correlation in 0.05 incre-
ments until reaching 0.2. We assume a 1% out-migration rate from migrant sending
prefectures. We then take the mean height Z-scores of the top 1% of the generated
sample on the propensity to migrate variable. This gives us the mean height Z-score
of migrants relative to non-migrants remaining in sending regions. As the correlation
between propensity to migrate and height increases, the degree of positive selection of
migrants increases to 0.51 standard deviations, which puts the mean height of migrants
at age 6 2.6 cm above the height of non-migrants in migrant sending prefectures. This
corresponds to a mean height difference of 3.7 cm at age 19. For reference, Spitzer and
Zimran (2018) find positive selection at the local level of 0.037 standard deviations
or 0.22 cm in adulthood for first-time Italian migrants to the United States. Other
studies do find larger results. For instance, Mexican migrants to the United States
in the early twentieth century could have been up to 4 cm taller in adulthood than
However, these studies do not have representative comparison groups for non-migrants
like Spitzer and Zimran (2018), so they may overestimate migrant selection relative
to the mean non-migrant. Thus, the levels of positive selection presented in Figure A8
represent a plausible range of selection of migrants.

Rather than interpret all of the lines in Figure A8, we will focus on the most
positively selected migrants. By age 14 under this assumption, the mean height of the
cohort in migrant receiving areas was 0.087 standard deviations taller than the initial
cohort height. This reflects a bias of 0.68 cm at age 14, which is still very small relative
to the height of boys at that age. In addition, the bias to the height increment was
also small: 0.0065 standard deviations at age six, which is an upward bias in the height
increment of 0.03 cm. Again, this is small compared to a typical height increment at
that age above 5 cm. Obviously, this back-of-the-envelope procedure is not a perfect
exercise: we have assumed constant migration at 2% for all age groups; we do not know
the degree of migrant self-selection; we have not looked at variation within the migrant
sending and receiving prefectures. However, given that our upper bound estimates of
the effect of internal migration on prefecture mean heights are very small, it is clear
that inter-prefecture migration, even when it was at its highest level in the post-war period, is unlikely to create substantial bias in the growth curves that we analyse in our study.
I. Excess Male Mortality during the War

One might be concerned that the lesser effect of the war on girls relative to boys is explained by greater selective culling among girls during the war. If this were the case, surviving girls would be taller than their original cohort, shrinking the war gap in the growth pattern. We test whether this was the case by computing implied mortality rates from the number of children born in each year or alive in 1935 to children in the same cohort alive in the 1940 and 1950 censuses. The implied death rate for each cohort of boys or girls is computed as follows:

\[ nq_x = \frac{P_x - P_{x+n}}{P_x} \]  \hspace{1cm} (E5)

where \( nq_x \) is the mortality rate for each cohort between exact age \( x \) and \( x + n \), \( P_x \) is the population of the cohort at age \( x \) and \( P_{x+n} \) is the population of the cohort at age \( x + n \). Figure A10 presents the male:female ratio of these implied mortality rates. The blue lines are the sex ratios of death rates calculated between exact age 0 and each cohort’s age in the 1940 or 1950 censuses. The red lines are the sex ratios of death rates calculated between each cohort’s age in the 1935 census and their age in the 1940 or 1950 censuses.

Figure A10 shows that there was always excess male mortality if we measure cohorts from birth to 1940 or 1950, suggesting that there was not excess female mortality during the war. However, these figures may be largely driven by deaths in the first few years of life. Thus, we can provide alternative figures by measuring mortality of cohorts between the 1935 census and the censuses of 1940 and 1950. Figure A10 shows that some cohorts experienced excess female mortality before the war. However, the mortality across the war shows a strong male bias, suggesting that differential selective culling by sex is unlikely to explain the smaller war shock experienced by girls in our data.
Figure A10. Sex ratio of implied death rates before and after the war

Notes: The implied death rate for each cohort of boys or girls is computed using Equation E5. The blue lines are the sex ratios of death rates calculated between exact age 0 and each cohort’s age in the 1940 or 1950 censuses. The red lines are the sex ratios of death rates calculated between each cohort’s age in the 1935 census and their age in the 1940 or 1950 censuses. We include these because infant mortality tends to be dominated by male deaths. Thus, we wanted to show that there was excess male mortality across the war even when excluding infant mortality.

Sources: Japan Statistical Association (1987, Tables 2-9, pp. 66-83).
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