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Abstract—Point cloud registration is widely used in the research of intelligent vehicles, typical problems include map matching, visual odometry, pose estimation, etc. This paper proposes a deep learning-based registration method that can input point clouds directly, thereby preventing information loss of preprocessing needed by alternative deep-learning approaches. Our network, named DPFNet (Direct Point Feature Net), gradually downsamples the point cloud and aggregates points around determined reference points to formulate local features automatically. This is facilitated by a novel convolution-like operator and a novel loss function. The points in the point cloud are mapped to a high dimensional embedding through the designed deep neural network, where every embedding reflects the local feature of a specific spatial area. Based on the embedding features, correspondences between points can be estimated robustly and the registration between the point clouds can be obtained using an external geometric optimization algorithm. Experimental results on open benchmarks validate the proposed method and show that its performance is favourable over several baseline methods. Specifically, we test the proposed algorithm on KITTI benchmark, which shows its potential in tasks of intelligent vehicles, e.g., map matching, visual or LiDAR odometry.

Index Terms—Point set registration, deep learning, map matching, pose estimation.

I. INTRODUCTION

POINT cloud registration is an important problem in a large number of intelligent vehicles related applications, e.g., mapping [1], localization [2], 3D object semantic segmentation [3]. Given two point clouds \( P = \{p_1, p_2, \ldots, p_n\} \) and \( Q = \{q_1, q_2, \ldots, q_m\} \), where \( p_i, q_i \in \mathbb{R}^d \) are \( d \)-dimensional points, the task of rigid point cloud registration is to find the optimal transformation \( T \) that minimizes the distance between the point clouds \( ||P - T(Q)|| \). Estimating the transformation \( T \) requires (iteratively) establishing (soft) correspondences between \( P \) and \( Q \). Obtaining these correspondences can be facilitated by computing and matching features, which contain local geometric information of small patches around points in the point clouds. This local geometric information of small patches is more distinctive and robust for establishing point set correspondences than the single point coordinates.

An example is Fast Point Feature Histograms (FPFH) [4] that encodes a point’s k-neighborhood geometrical properties to incorporate the geometric structure of local regions. Signature of Histograms of OrienTation (SHOT) [5] considers both signatures and histograms. Some other “hand-crafted” features can be found in [6]–[8], etc. In the current era of deep learning, the idea of learning features by deep neural networks from training data, is shown to be promising. Some pioneering work includes PPFNet [9], PPFFoldNet [10], 3DSmoothNet [11]. These methods first extract patches from input point clouds and then preprocess these patches. For example, PPFNet extracts Point Pair Features (PPF), 3DSmoothNet rasterizes the patches into 3D voxel and computes smoothed density values (SDV) with Gaussian kernels. The preprocessed patches are fed into the neural network to get the embedding features for every patch. Typically, to train the neural network, a triplet-like loss function is used that minimizes distances between corresponding features, and at the same time, maximizes that of non-corresponding features.

In this paper, we propose a framework that is based on deep neural networks and that extracts features from the point cloud directly without the need for preprocessing. Assuming that the dimension of the input point cloud is \( N \times d \), where \( N \) is the number of points, and \( d \) is the dimension of every point, and the output of the network is \( M \times d' \), where \( M < N \) and \( d' > d \), our network consists of two types of modules, one type is the point selection module that downsamples the points from \( N \) points to \( M \) points, while retaining the overall geometric structure of the point cloud. The other type of modules, is the feature computation module using deep convolution-like neural networks that, step-by-step, brings the computed features from a \( d \) to a \( d' \) dimensional embedding space. Conceptually, these feature computation modules incorporate the information of points that are abandoned by the selection modules into the embedding features. These two types of modules proceed one by another to abstract the \( N \times d \) point cloud into a \( M \times d' \) set of high-dimensional features. All features in the output can be seen as an embedding that incorporates information of a local region with the selected points at their centers. Herein, only downsampling is considered, which is inspired by the convolution and pooling operation on 2D images. The size of the image becomes smaller from layer to layer, while the dimension of every pixel becomes larger in this process. And the receptive field becomes bigger and bigger. Similarly in our case, the points become sparser, while dimension of every point increases. This process makes the feature region every point convey increases when the network going deep. Regarding minimizing the costs of sensors, and
only sparse point cloud is available, upsampling \cite{12, 13, 14} or inpainting \cite{15, 16} is needed before feeding the point cloud into the proposed network. In some cases, upsampling is important to make the point cloud denser. While the quality of upsampling or point cloud completion can affect the following feature extraction and feature matching. In addition, for the 3D LiDAR such as Velodyne VLP-16 or above, we found the density of the point cloud is appropriate for the matching task (please see Section IV). Since upsampling the point cloud to get a better feature extraction is not the focus of this paper, we leave it our future work to test how different upsampling strategies affect the feature extraction. To learn the optimal features from training data, a Siamese network structure is used together with a structure regulated loss function that models the similarities of corresponding embeddings and the dissimilarities of non-corresponding embeddings. In short, the contributions of this paper are:

1. We propose a deep neural network approach that consumes point clouds directly with no need for preprocessing in terms of embedding calculations on local patches. This avoids information loss typically caused by rasterization, histogram statistics, etc as used in alternative methods.
2. A structure regulated loss function is designed for efficient and robust optimization. It assigns soft constraints on corresponding and non-corresponding embeddings, rather than using a dichotomous approach. Spatial correlations are also modeled through this loss function.
3. We propose a novel sorted convolution operation to capture geometric information of point clouds. Detailed analysis and experiments are carried out to compare our method with baseline algorithms.

The remaining of this paper is organized as follows. In Section II, we discuss the state-of-the-art in relation to our novel DPFNet approach. Section III, introduces the proposed network and the intuition behind its design. Section IV presents experimental results and cross validation on multiple benchmark datasets, together with comparisons and ablation studies. The conclusions of this study are provided in Section V.

II. RELATED WORK

Point cloud registration algorithms can be classified into four categories: 1) point-wise correspondence based, 2) point distribution based, 3) hand-crafted feature based, and 4) learned feature based.

A. Point-Wise Correspondence Based Registration

Point-to-point correspondences are established based on the spatial distribution of the points (e.g., nearest neighbor algorithm) first. Then, the sum of the distances between corresponding point pairs in terms of transformation is used as the cost function. Optimization based on Singular Value Decomposition (SVD) or quaternion computations obtain the optimal transformation under this correspondence relation. Usually these two procedures proceed in an iterative manner, i.e., establishing correspondence, optimization, transforming the source point cloud with the optimal transformation, establishing new correspondence, and so forth. The classical ICP algorithm \cite{17} and its variants \cite{18, 19} follow this pipeline until a convergence condition is satisfied. The trimmed ICP \cite{20} only considers a subset of the points that have the least point-to-point distances, during each iteration. GO-ICP \cite{18} uses branch-and-bound to explore the optimal transformation over the complete parameter space, to prevent convergence to local minima. EM-ICP \cite{21} models multiple matches that are weighted by normalized Gaussians and optimizes the problem with Expectation Maximization (EM), to make the registration more robust to (outlier) noise. In general, methods based on the ICP paradigm are known to be sensitive to initialization, noise, and outliers. The point cloud registration problem can be also modeled with filtering model, and use Kalman filter \cite{22} or particle filter \cite{23} to solve it.

B. Point Distribution Based Registration

Rather than establishing point-to-point correspondences, these types of methods try to fit a probabilistic distribution with the assumption that points in the point clouds are sampled from that distribution. Gaussian Mixture Model (GMM) is the most common model to approximate the distribution, where the mean of every Gaussian function is provided by the point positions and the number of components in the GMM is equal to the number of points. Coherent Point Drift (CPD) \cite{24, 25} models one point cloud as a GMM, and its cost function is related to the probability that the other point cloud is sampled from this GMM. GMM-L2 \cite{26} models both point clouds as GMMs and optimizes an L2 distance between them. Other than GMM, there are alternative models for distribution modeling, such as kernel correlation \cite{27} and mixture of t-distributions \cite{28}. Furthermore, Normal Distribution Transform (NDT) \cite{29} is commonly used in the field of robotics, due to its robustness and computational efficiency, as it rasterizes point clouds into grids and computes a Gaussian distribution for every grid. In general, distribution based methods improve robustness to noise and outliers, as they incorporate probabilistic models that intrinsically allow for soft correspondences between point sets instead of hard point-to-point correspondences.

C. Hand-Crafted Feature Based Registration

An alternative technique for robust point cloud registration, is using features to establish point-to-point correspondences. Features are formed by local regions or small patches and reflect specific characters therein. FPFH \cite{4} considers Euclidean distances and angles between a reference point and its k neighbors with their normals. TOLDI \cite{6} concatenates three orthogonal view features in a local reference framework. RoPS \cite{8} calculates central moments and entropy of neighboring points rotationally projected onto 2D planes. More types of point features can be found in the survey paper \cite{30, 31}.

D. Learned Feature Based Registration

With the exploration of applying deep learning to 3D data \cite{32, 33, 34, 35}, registration based on deep learning methods
are emerging rapidly. PPFNet [9] selects a number of local patches from the point cloud, converts them to Point Pair Features (PPF) and feeds PPF into PointNet, to get high-dimensional embeddings using a N-tuple loss function to model similarity. 3DFeat-Net [36] also uses PointNet as an encoder-decoder framework to introduce rotation invariance in the model similarity. PPF-FoldNet [10] extends PPFNet using an N-tuple loss function to generate high-dimensional embeddings using a N-tuple loss function to introduce rotation invariance. PPFNet [9] selects a number of local patches or interest points in advance, thus they are not end-to-end methods. Besides, most of current methods need to convert point clouds into another type of representation before feeding them into the deep neural networks. The above can potentially lead to information loss and our approach aims to solve this.

III. APPROACH

This section details our network architecture, convolution module, and design of the loss function.

A. Basics of the Network

In this paper, neural networks for point cloud registration can be seen as a function $F$ that converts a low-dimensional point with its position to a high-dimensional embedding given its surrounding points. We break this into several subroutines that have a structure that is similar to convolutional neural network layers used in image processing. Because of the natural grid shape of images, the output of convolutional calculation has also a strict grid shape. For point clouds, the situation is much different, structure of the data is unordered and not grid-based as that of 2D images, it is not possible to apply convolutions in the same manner as in image processing. Besides, the size of the point cloud will decrease very slowly with the standard convolution. If we rasterize the point cloud into 3D voxel, it may lose spatial and geometric information, which is undesired. Due to this, we propose splitting the neural network layers into two subroutines. This concept is shown in equation (1):

$$F(P) = \Xi^{L}_{i=1} F_{E\!\!N}(P) = \Xi^{L}_{i=1} F_{N_{i}}(D_{N_{i}}(P))$$

where the symbol $\Xi^{L}_{i=1}$ denotes applying an $L$-layered function, i.e., $\Xi^{L}_{i=1} f_{i}(x) = f_{L}(f_{L-1}(\ldots f_{1}(x)))$. $F_{E\!\!N}$ is the i-th layer in our network mainly consisting of a downsampling routine $D_{N_{i}}$ and a feature extraction and aggregation network $F_{N_{i}}$. The process is illustrated in Fig. 1.

The ideal output is that every embedding feature represents geometric information around specific points in the point cloud. Therefore, it is important that we need to keep relevant geometric information when downsampling in every $D_{N_{i}}$. Randomly downsampling may not result in a uniform point distribution over the entire space, which is not desirable. Some uniform downsampling algorithms such as voxel grid downsampling or Farthest Point Sampling (FPS) could be adopted here. We select FPS as the downsampling method in this paper, as in [33]–[35], because it can return a specific number of points, which is convenient for the following processing steps. Assume there are $N_{i-1}$ points from the $i-1$-th layer as set $A$, and the expected number of points after downsampling is $N_{i}$ with set $B$. $D_{N_{i}}$ first randomly selects a point from $N_{i-1}$ as the seed point. Now $A$ has $N_{i-1} - 1$ points, and $B$ has one point. The second point is the point from $A$ whose distance is the largest to the seed point in $B$. Then the distance of a point $A$ to $B$ is the minimal value of all the distances to points in $B$. The third point is still the farthest point in $A$ to $B$. The sampling continues in this manner until $B$ has $N_{i}$ points. Note that downsampling $D_{N_{i}}$ based on FPS cannot identify where the features are rich and distinctive. The ideal sampling strategy is that sampling with a higher probability of the area that has higher potential to have good features compared with that is less likely to have effective features. Some advanced point selection algorithms [39] may be more promising for this task, and we leave it our future work to explore a better sampling strategy.

To deal with disorder of the input point cloud, PointNet [32], PointNet++ [33] and PointSIFT [34] use a symmetric function (e.g., max-pooling), after which no matter what the input order is, only the maximal value across all the points of one feature layer will continue to the output. Different from that, PointCNN [35] learns a permutation matrix from the points’ positions, multiplies it with the feature map and then...
applies convolutional computation to the permuted feature map. While for our task, max-pooling loses lots of spatial information and learned permutation is a fuzzy or heuristic manner which may be inefficient. Therefore, in this paper, we utilize the spatial distribution of the points by sorting the feature vectors according to their point’s Euclidean distance to the reference point. Because spatial positions of points play an important role when comparing similarity of two patches, a weighted combination of features from near to far in a neighboring domain reflect both distribution and shape characteristics of the given patch.

The process of layer $F_N^i$ in the network is mainly made up of our novel sorted convolution operator $F_i^S$ that is provided by:

$$
F_i^S = F_N^S(P_i, P_{i-1}, F_{i-1}) = \text{Conv}(K_i, \text{Sort}(FC(\text{Group}(F_{i-1}, P_i, P_{i-1}))), P_i, P_{i-1})
$$

where $\text{Conv}$ and $FC$ denote convolutional and fully-connected layers respectively, and $K_i$ is the kernel function. The function $\text{Group}$ groups the feature vectors within a given radius, as done in PointNet++ [33], the function $\text{Sort}$ sorts the feature map based on the Euclidean distance between the points and their reference points. Assume that the dimension of $F_i^S$ is $N_i \times C_i$, where $N_i$ denotes the number of points of the $i$-th layer, and $C_i$ is channel of every point’s feature. The output of function $\text{Group}(F_{i-1}, P_i, P_{i-1})$ is $N_i \times M_i \times C_{i-1}$, which means we find $M_i$ neighboring points for every downsampled point. Given the spatial coordinate of a query point in $P_i$, the function $\text{Group}$ finds all points (in $P_{i-1}$) that are within a radius to the query point. And we set $M_i$ the same value for every point in $P_i$. If there are more than $M_i$ points, just select the first $M_i$ points with smallest distance. If there are less than $M_i$ points, duplicate the query point itself to until getting $M_i$ points. Then the $FC$ lifts each neighboring points to $C_{i-1}$ channels with kernel size $1 \times 1$, which yields the output of $FC$ with $N_i \times M_i \times C_{i-1}$. So, the $FC$ operation only operates every point’s own feature. Function $\text{Sort}$ perturbs the ordering of the neighboring points for every reference point, the output dimension remains $N_i \times M_i \times C_{i-1}$. Finally we adopt the convolution to the feature map, the kernel size of the convolution is $M_i \times C_{i-1}$, the channel number is $C_i$, which means the output dimension of $i$-th layer is $N_i \times C_i$. The $\text{Conv}$ is the general convolutional operation same as 2D image processing. An illustration of this concept is shown in Fig. 2. Besides the output of the sorted convolution $F_i^S$, we also apply a symmetric function to the input feature map. Rather than max-pooling, we choose weighted average as the function. The weight are the normalized distances between the point and its reference point, resulting in $F_i^W$. To generate $F_i^W$, the function group is first adopted to select $M_i$ points in $P_{i-1}$ for every point in $P_i$. Then, using the $FC$ to lift the feature channels. And every point is assigned a weight which is based on the normalized distance. Finally, the $FC$ function lift the feature channels to $C_i$ to yield $F_i^W$. The final output is again a weighted average of the output of the sorted convolution $F_i^S$ and the output of the symmetric function $F_i^W$, i.e. the final output of layer $i$ is $F_i = \alpha F_i^S + \beta F_i^W$. The complete computation of the network’s layers is provided in Algorithm 1, where in line 3, $W(P_i, P_{i-1})$ is the normalized weight function,

$$
W_{jk} = \frac{\exp(-\|p_{i,j}^k - p_i^j\|)}{\sum_{d=1}^{M_i} \exp(-\|p_{i,d}^k - p_i^j\|)}
$$

We sum the feature map in the sampling axis, i.e., dimension of $FC(\text{Group}(F_{i-1}, P_i, P_{i-1}))$ is $N_i \times M_i \times C_{i-1}$, dimension of $F_i^W$ is $N_i \times C_i$. Finally, we use PointSIFT [34] to incorporate neighboring features further, it could also be seen as a part of the feature aggregation module. Given the input point set with size $N_i \times C_i$, the output size of PointSIFT is still the same as $N_i \times C_i$, but assigns a new $C_i$-dimensional feature to every point. Inspired by the 2D descriptor SIFT [40], PointSIFT models various orientations and is invariant to scale. Please refer to [34] for a detailed description of the method.

### B. Network Architecture

Two parallel networks with sharing parameters (i.e., Siamese network) are used to extract features of the two input point cloud respectively. Every network consists of the same downsampling and feature aggregation modules, and they proceed one by another. In this way, the point clouds become gradually sparser, layer after layer, while the dimension of features affiliated to each point becomes higher and higher, as the space they represent becomes larger. An illustration of the entire network is shown in Fig. 3. The structure is also presented in Algorithm 2.

The number of points in every layer $N_i$ and the number of channels $C_i$ are hyper-parameters that could be tuned by the user. Setting $N_i$ too small may make the final embeddings
C. Loss Function

The aim is to draw the corresponding feature vectors to each other as near as possible while drive the non-corresponding feature vectors as far as possible from each other. PPFNet [9] and 3DSmoothNet [11] etc. use a triplet-based loss function. They divide the patches into anchor, positive, and negative groups, penalize distance between anchors and positive samples while maximizing distance between anchors and negative samples. As they sample patches from the overlapping parts of two point clouds, one patch could find its corresponding patch in the other point cloud according to the Euclidean distance, and all the rest are negative patches. While for our case, we sample the whole point cloud, which means patches from the independent parts may not have its positive sample in the other point cloud. Besides, one point in the output downsampled point cloud may not have the exact corresponding point in...
the other output point cloud, but it may have corresponding point near it. Thus, a hard constraints on the patch pairs is not suitable for our network.

We therefore design a novel structure-aware loss function to deal with the incompatibility of current loss functions. According to the spatial distribution, we classify points into three categories: potential positive, intervening, and negative. For a given point \( p_i \) in \( P_L \), we divide the space of \( Q_L \) into three regions based on their distances to \( p_i \). Points within threshold \( po \) are selected to be potential positive points and are denoted as \( Q_L^{po} \), points beyond threshold \( ne \) are deemed to be negative points and are denoted as \( Q_L^{ne} \), points between \( po \) and \( ne \) maybe relevant to the reference points \( P_i \) with some probability or maybe negative and we define this region as intervening, denoted as \( Q_L^{in} \). Thus we have \( Q_L = Q_L^{po} \cup Q_L^{ne} \cup Q_L^{in} \), which means every point has one label. Based on the model above, we define loss function as equation (3):

\[
loss = \sum_{i=1}^{N} \sum_{j=1}^{N_{po}} W_{ij}^{po} || F_{L(i)}^{Q(poi)} - F_{L(i)}^{P} ||
- \sum_{k=1}^{N_{ne}} W_{ik}^{ne} || F_{L(i)}^{Q(ne)} - F_{L(i)}^{P} || \times \text{margin, 0})
\]

(3)

where the weights \( W_{ij}^{po} = \frac{\exp(-||q_{L(i)}^{po} - p_i||)}{\sum_{j=1}^{N_{po}} \exp(-||q_{L(j)}^{po} - p_i||)} \) and \( W_{ik}^{ne} = \frac{1}{\text{margin}} \).

\( q_{L(i)}^{po} \) and \( q_{L(i)}^{ne} \) are the \( j \)-th positive point and \( k \)-th negative point for \( p_i \) respectively, the same symbolism also holds for the feature vector \( F_{L(i)}^{Q(poi)} \) and \( F_{L(i)}^{Q(ne)} \), \text{margin} is the margin value and we set it to 0.5 in this paper. We minimize feature differences between reference points and their potential positive points with weights based on distance. Simultaneously, we also maximize it between reference points and their negative points also with weights. We leave the intervening points as a kind of uncertainty margin and do not penalize on it. For sparse point cloud, determining the value of \( po \) and \( ne \) is tricky, and it can affect the performance of the network. However, in this paper, we mainly consider dense point cloud, which is available in many cases of intelligent vehicles. Then, setting them in a reasonable range will not influence the output of the network obviously based on both empirical analysis and experimental results. For point cloud obtained by 3D LiDAR, the points are sparse at long ranges, then according to equation (3), they do not have positive patches, which means they are just excluded from the corresponding calculation. For different types of datasets, e.g., indoor and outdoor, the densities are different. Fine-tuning the parameters can affect the registration results. For the indoor dataset we set \( po \) as 0.1m, and \( ne \) as 0.5m. For the outdoor dataset, we set \( po \) as 0.3m and \( ne \) as 1.0m. In training, since the ground truth of point cloud transformation is available, we can apply it to one point cloud. And then the corresponding positive and negative patches are known. Thus, the loss can be calculated based on it.

D. RANSAC Based Registration

Assume that outputs of the network are \( P_L = \{ p_1^L, p_2^L, ..., p_k^L \} \) with its embedding \( F_L^P = \{ f_{L(1)}^P, f_{L(2)}^P, ..., f_{L(n)}^P \} \), and \( Q_L = \{ q_1^L, q_2^L, ..., q_k^L \} \) with its embedding \( F_L^Q = \{ f_{L(1)}^Q, f_{L(2)}^Q, ..., f_{L(n)}^Q \} \), we could get correspondence of \( P_L \) in \( Q_L \) by finding the nearest embedding in \( F_L^P \) of every embedding in \( F_L^Q \). For convenience, we assume correspondence of \( q_i^L \) is \( p_i^L \), and the points are placed in terms of the embedding distance in an ascending manner, i.e., \( || f_{L(1)}^P - f_{L(1)}^Q || \leq || f_{L(2)}^P - f_{L(2)}^Q || \leq ... \leq || f_{L(n)}^P - f_{L(n)}^Q || \). Then we abandon the pairs that are not correspondent obviously, i.e., their embedding distances are larger than a threshold. Then we could get two smaller sets \( P'_L = \{ p_1^{L'}, p_2^{L'}, ..., p_k^{L'} \} \) and \( Q'_L = \{ q_1^{L'}, q_2^{L'}, ..., q_k^{L'} \} \), where \( m < n \). We select four points in each sets in order, i.e., the selection of first iteration would be \( \{ p_1^{L'}, p_2^{L'}, p_3^{L'}, p_4^{L'} \} \) and \( \{ q_1^{L'}, q_2^{L'}, q_3^{L'}, q_4^{L'} \} \). For each of the pair, we have the equation:

\[
\begin{bmatrix}
  r_1 \\
  r_2 \\
  r_3 \\
  r_4 \\
  r_5 \\
  r_6 \\
  r_7 \\
  r_8 \\
  r_9
\end{bmatrix}
= \begin{bmatrix}
  p_{L1}^{L'} \\
  p_{L2}^{L'} \\
  p_{L3}^{L'} \\
  q_{L1}^{L'} \\
  q_{L2}^{L'} \\
  q_{L3}^{L'}
\end{bmatrix}
+ \begin{bmatrix}
  t_1 \\
  t_2 \\
  t_3
\end{bmatrix}
\]

(4)

where \( i = 1, 2, 3, 4 \), \( r_1, r_2, r_3, r_4, r_5, r_6, r_7, r_8, r_9 \) are selected for next iteration. This procedure iterates until the convergence condition is reached, e.g., number of inliers is larger than a presented value.

IV. EXPERIMENTS

In the experiments, we compare our DPFNet to the very recent state-of-the-art 3DSMoothNet, which has shown to outperform many other learning-based approaches, and also the very recent end-to-end deep learning-based method PointNetLK. And we also compare the proposed method with other common non-learning baselines methods. For all feature-based methods, we use default Random Sampling Consensus (RANSAC), to obtain the transformation from the estimated correspondences. All our experiments run on an Intel Core i7 PC with 16GB RAM and a TITAN XP GPU.

A. Results of Point Cloud Registration

1) Datasets: We perform the experiments on two datasets: 3DMatch\(^1\) [41] and KITTI\(^2\) [42]. The former is an indoor
dataset and the latter is an outdoor dataset. To facilitate fair comparison between all methods (and to facilitate training with mini-batch), all input point clouds are normalized to contain 50,000 points, by random upsampling or downsampling. For real applications, the upsampling or downsampling is not a necessary procedure. Moreover, for the matching task, it is not the denser the point cloud is, the better the result will be. For many SLAM or localization algorithm, they downsample the point cloud first before matching or feature extraction [43], [44].

2) Metrics: In previous work considering learning based methods for matching point clouds [10], [11], the authors presented matching recall as a metric for the network’s performance. However, the standard used seems relatively loose, i.e., if 5% of the patch pairs of a point cloud are correctly matched, it counts as a success to the recall. We focus more on the point cloud registration task but not only on point feature matching, the precision and robustness of the registration are reported in this study, as they are important metrics for registration. The registration recall is defined as:

\[
R = \frac{1}{M} \sum_{i=1}^{M} \prod_{j=1}^{6} \mathbb{I} (\| x_{ij} - T_{ij} \| \leq \tau_j)
\]

(5)

where \(M\) is the total number of point cloud pairs that could be matched, \(T\) and \(T^*\) are the estimated and ground truth transformation parameters respectively, each of them has six values, i.e., rotation and translation along \(x\), \(y\) and \(z\) axis, \(\tau_j\) is the \(j\)-th threshold. The thresholds are set according to \(\tau = [0.10, 0.10, 0.10, 0.20, 0.20, 0.20]\). Registration precision is defined as the average error over all six degrees of freedom of the estimated registrations over all point cloud pairs that pass the threshold \(\tau\) (lower is better).

3) Comparison to State-of-the-Art: Quantitative results on different 3DMatch scenes are provided in Table I. In this paper, we select four types of methods to compare with, each of which is a reference method in its own category, i.e., ICP [17] in point-wise registration, CPD [25] in distribution based registration, FPFH [4] in handcrafted feature based registration, and the state-of-the-art method 3DSmoothNet [11], PointNetLK [38] in learning based registration. For fairness of comparison, we assume that we do not have prior knowledge about the registration, thus randomly sampling 1024 points for the 3DSmoothNet. From Table I, we can see that our proposed DPFNet outperforms all the other four methods in terms of recall. For precision though, the proposed method is not the best, but the differences are marginal. This indicates that if matching is successful, the precision of the estimated transformation is also successful. Recall curves of all methods under various thresholds are shown in Fig. 4, from which we can see that DPFNet performs best under all thresholds. The PointNetLK performs much worse than the other two deep learning-based methods, this is because the generalization of PointNetLK is not good. If the training data and testing data are not the same model, its performance degrades largely. Moreover, since we do not have classification labels for the 3DMatch dataset, a pre-training is not adopted here. An illustration of typical registration results by various methods are shown in Fig. 5.

To demonstrate the generalizability, we also test on the KITTI dataset, while the networks are trained on the 3DMatch dataset. These two datasets are very different, as the 3DMatch dataset is collected indoor and the KITTI dataset is collected outdoor for autonomous driving applications. The goal is to verify the network’s invariance to the specifics of the scene on which it has been trained. Results are provided in Table II and it can be observed that the performance of our approach degrades but is still comparable to that of some non-learning based methods, which are invariant to scene specifics by design. However, the performance of 3DSmoothNet, the state-of-the-art in learning-based approaches, collapses completely. The result on 3DMatch and KITTI show that our DPFNet is an important step towards accurate, robust, and generally applicable network-based point cloud registration. To further verify the potential application of the proposed algorithm for the self-driving task, we plan to build a new dataset which has the point cloud generated by the Velodyne VLP-16 LiDAR and ground-truth pose by RTK-GPS. We leave it our future work.

### Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>ICP</th>
<th>CPD</th>
<th>FPFH</th>
<th>3DSmoothNet</th>
<th>PointNetLK</th>
<th>DPFNet(ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>recall</td>
<td>error</td>
<td>recall</td>
<td>error</td>
<td>recall</td>
<td>error</td>
</tr>
<tr>
<td>Kitchen</td>
<td>0.014</td>
<td>0.034</td>
<td>0.010</td>
<td>0.039</td>
<td>0.315</td>
<td>0.024</td>
</tr>
<tr>
<td>Home</td>
<td>0.027</td>
<td>0.027</td>
<td>0.010</td>
<td>0.038</td>
<td>0.393</td>
<td>0.025</td>
</tr>
<tr>
<td>Hotel</td>
<td>0.020</td>
<td>0.029</td>
<td>0.003</td>
<td>0.054</td>
<td>0.362</td>
<td>0.029</td>
</tr>
<tr>
<td>Studyroom</td>
<td>0.020</td>
<td>0.043</td>
<td>0.007</td>
<td>0.058</td>
<td>0.233</td>
<td>0.029</td>
</tr>
<tr>
<td>Lab</td>
<td>0.026</td>
<td>0.017</td>
<td>0.007</td>
<td>n/a</td>
<td>0.247</td>
<td>0.022</td>
</tr>
<tr>
<td>All</td>
<td>0.020</td>
<td>0.031</td>
<td>0.007</td>
<td>0.043</td>
<td>0.325</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Fig. 4. Recall curve of different methods, x-axis is error threshold with \(X \times [0.05, 0.05, 0.05, 0.10, 0.10, 0.10]\), where \(X = 0, 1, 2, \ldots, 20\).
Fig. 5. An illustration of registration results by different methods. The first row is an example for which both 3DSmoothNet and DPFNet match the point clouds successfully. In the second row, only DPFNet matches the point clouds successfully.

<table>
<thead>
<tr>
<th>Method</th>
<th>ICP</th>
<th>CPD</th>
<th>FPFH</th>
<th>3DSmoothNet</th>
<th>PointNetLK</th>
<th>DPFNet (ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence 0</td>
<td>0.44</td>
<td>0.029</td>
<td>0.20</td>
<td>0.041</td>
<td>0.20</td>
<td>0.033</td>
</tr>
<tr>
<td>Sequence 1</td>
<td>0</td>
<td>n/a</td>
<td>0.05</td>
<td>0.052</td>
<td>0.01</td>
<td>0.013</td>
</tr>
<tr>
<td>Sequence 2</td>
<td>0.11</td>
<td>0.039</td>
<td>0.13</td>
<td>0.040</td>
<td>0.02</td>
<td>0.028</td>
</tr>
<tr>
<td>Sequence 3</td>
<td>0.40</td>
<td>0.031</td>
<td>0.35</td>
<td>0.043</td>
<td>0.07</td>
<td>0.042</td>
</tr>
<tr>
<td>Sequence 4</td>
<td>0.46</td>
<td>0.036</td>
<td>0.37</td>
<td>0.046</td>
<td>0.11</td>
<td>0.023</td>
</tr>
<tr>
<td>Sequence 5</td>
<td>0.42</td>
<td>0.027</td>
<td>0.28</td>
<td>0.036</td>
<td>0.05</td>
<td>0.030</td>
</tr>
<tr>
<td>All</td>
<td>0.29</td>
<td>0.030</td>
<td>0.19</td>
<td>0.040</td>
<td>0.09</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Table II
REGISTRATION RECALL AND ERROR OF DIFFERENT METHODS ON KITTI DATASET

Table III
REGISTRATION RESULTS THAT ARE TRAINED AND TESTED BOTH ON KITTI DATASET

Table IV
REGISTRATION RESULTS WITH RESPECT TO INITIAL GUESS

Another important metric for point cloud registration, especially for autonomous driving, is the robustness to initial guess. One of the benefits of the proposed method is that it is not affected by initial guess. Even if the point cloud rotates or translates a lot, the feature of every patch does not change as long as the shape does not deform. As indicated in [25], the translational error in initial guess is relatively easy to solve by aligning the center, etc. However, the robustness to poor initial guess in rotation is still an open problem. Due to this, we only investigate the performance of various methods with respect to rotational initial guess in this paper. We test all the methods on KITTI dataset which is more relevant to autonomous driving. We select 100 point cloud pairs from the testing set randomly, and rotate one of the point cloud (source) from 0°, 15°, 30°, 45°, 60°, 90°, 120°, 180°. Then, match the rotated source to the unchanged target point cloud. The results are presented in Table IV. Here we show the percentage of successful registration, and the define of successful registration is the same as equation (5). From the results, we can see that the learning-based methods are barely affected by the rotation. While the successful rate of ICP decreases gradually until no error within the given bound. CPD is more robust than ICP but is still significantly affected after the error of initial guess is beyond 60°. The hand-crafted
feature FPFH is relatively stable but the successful rate of it is not as good as 3DSmoothNet or DPFNet. Moreover, we highlight the proposed method DPFNet performs the best except the original case among all the methods.

B. Registration Error Distribution

We present registration error distributions of different methods on 3DMatch dataset with the form of histogram shown in Fig. 6. From the figure, we can see that FPFH, 3DSmoothNet and DPFNet perform better than ICP and CPD. Especially DPFNet, most of its errors concentrate in small domain, which indicates its robustness for point set registration.

We present more registration results on 3DMatch dataset (Fig. 8) and KITTI dataset (Fig. 9). In Fig. 8, the first four rows display examples of successful registration, from which we can see that good performance of the proposed method even in some complex situations. The last two rows of Fig. 8 show some failure examples. For failure cases, the overlapping part of input point clouds are too small or features in the overlapping part are not remarkable (e.g., plane) and it is hard for the network to extract distinguished features. In Fig. 9, the first five rows also show examples of successful registration. We can see that the proposed method is able to register point clouds of common roads, intersections, etc. The last two rows show failure examples on KITTI dataset. One reason of failure is that there is no good feature in these point clouds, of which most parts are road surface without buildings, facilities around it. Another reason is that these data are coarse and noisy.

C. Feature Distribution

We visualize embeddings learned by 3DSmoothNet and DPFNet using t-SNE [45] in Fig. 7. Here, we randomly pick two point clouds that can be matched and one point cloud that does not match them in the kitchen scene of 3DMatch dataset. In the figure, embeddings of matched point clouds are denoted in blue and green, embeddings of non-matched point cloud are denoted in orange color.

Fig. 6. Error histogram of different methods.

Fig. 7. T-SNE visualization of features extracted by (a) 3DSmoothNet and (b) DPFNet. Features of matched point clouds are denoted in blue and green, features of non-matched point clouds are denoted in orange color.

\[ R_c = \frac{1}{|P|} \sum_{p=1}^{|P|} \mathbb{1} \left( \frac{1}{m_p} \sum_{i=1}^{m_p} \mathbb{1} \left( \| p_i - T(q_i) \|_2 < \tau_1 \right) > \tau_2 \right) \]
TABLE V

<table>
<thead>
<tr>
<th>Loss function</th>
<th>Convolution</th>
<th>Ours (all together)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triplet</td>
<td>W/o sorted CNN</td>
<td>W/o weighted pooling</td>
</tr>
<tr>
<td>Recall</td>
<td>0.52</td>
<td>0.04</td>
</tr>
<tr>
<td>Error</td>
<td>0.074</td>
<td>0.079</td>
</tr>
</tbody>
</table>

Fig. 8. Some registration results by DPFNet on 3DMatch dataset.

where $|\mathcal{P}|$ is the number of point set pairs to be matched, $m_p$ is the number of corresponding point pairs after trimming of $p$-th matched point set pair as that defined in Section III-D. Following [10], [11], the threshold in this paper is set as $\tau_1 = 0.1m$, $\tau_2 = 0.05$. Results are shown in Table VI, where we just report the results for FPFH [4], SHOT [5], 3DMatch [41], CGF [46], PPFNet [9], PPF-FoldNet [10], 3DsmoothNet [11] as that in [11] and add the results of the proposed DPFNet. Though the result of our method is not as good as 3DMatchNet but is better than other methods, the gap between DPFNet and 3DSmoothNet is not that large.

D. Computation Time

The average computation time of different methods on 3DMatch dataset is presented in Table VII. ICP is the fastest among all the five methods with 0.33s on average for one registration. CPD is the slowest with 2386.25s for one registration averagely, which is much slower than other methods. This is partly due to its high runtime complexity of GMM modeling and coherent optimization. The computational time of PointNetLK is much bigger than that of ICP, but much smaller than that of CPD. It is similar to the FPFH method, both are several seconds. For the other two learning-based
methods, we present computation time in different procedures for a better clarification. 3DSmoothNet-based registration consists of three parts: local reference frame transformation and smoothed density value voxelization (we denote them by SDV) which is pre-processing procedure for learning, feature extraction (FE) procedure and finally RANSAC based registration. From the table we can see that pre-processing consumes much of time (72.8%) of one registration. DPFNet-based registration consists of two parts: feature extraction and RANSAC based registration. Our method do not need pre-process, one registration needs 1.23s in total compared with that of 8.04s of 3DSmoothNet. The computational time of the proposed method (1.23s) cannot fulfill demand for tasks that need to be in real time. However, it still makes sense to improve efficiency in lots of offline tasks such as HD-map generation for autonomous driving, or tasks do not need to be real-time such as loop closure detection in SLAM. We use the proposed method as map matching algorithm, where the map is pre-built based on RTK-GPS. It is processed offline to better evaluate accuracy of the proposed method. Error of localization is within 0.36m in a 3km run.

E. Ablation Study

For a better understanding of the effects that the proposed network modules have on the overall network performance, we test performance with or without including a specific module. First, we test the effect of our novel structure-aware loss function. We present registration recall in three circumstances: 1) a triplet-loss with one corresponding example in the batch and all the other non-corresponding, 2) batch hard (BH) loss function [11] with one corresponding example and one hardest non-corresponding example, and 3) our proposed structure-based loss function. The results are presented in Table V and it can be observed that the proposed structure-aware loss function plays an important role, as not using it degrades recall by nearly 10%. We also test effects of our novel sorted CNN and the structure weighted pooling. We test performance of the network under four situations: 1) only with sorted CNN, 2) only with structure weighted pooling, 3) with both of them, and 4) only with max-pooling. The results in Table V clearly show that the combination of sorted CNN and weighted pooling has significant impact on registration, especially the sorted CNN, without which registration almost fails totally. These ablation experiments demonstrate the relevance of the proposed novel point cloud processing methods that form the backbone of our DPFNet approach.

V. Conclusion

We presented a direct deep learning-based point cloud registration method: DPFNet. Experimental results on indoor and outdoor benchmark datasets demonstrate that DPFNet outperforms existing learning-based methods in terms of recall and generalizability to unseen data. Ablation studies show that the key to the success of DPFNet are its structure-aware loss function, to deal with the loose point pairs brought by FPS point sampling, and its sorted convolution operator, that prevents having to sample patches in the point cloud before feeding it into the network. Both allow putting the point cloud directly into the network and thereby lower the risk of loosing important information in pre-processing steps, as done by alternative methods. For future work, we aim to improve on the FPS point sampling method by automatically learning to select salient points that are stable across different point clouds.

TABLE VI

<table>
<thead>
<tr>
<th>Method</th>
<th>PPFH</th>
<th>PointNetLK</th>
<th>3DSmoothNet</th>
<th>DPFNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVG</td>
<td>3.45s</td>
<td>4.36s</td>
<td>5.33s</td>
<td>3.03s</td>
</tr>
<tr>
<td>STD</td>
<td>4.35s</td>
<td>4.81s</td>
<td>6.25s</td>
<td>3.72s</td>
</tr>
</tbody>
</table>

TABLE VII

<table>
<thead>
<tr>
<th>Method</th>
<th>ICP</th>
<th>CPD</th>
<th>FPFH</th>
<th>PointNetLK</th>
<th>3DSmoothNet</th>
<th>DPFNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVG. time</td>
<td>0.33s</td>
<td>2.33s</td>
<td>3.45s</td>
<td>4.76s</td>
<td>5.36s</td>
<td>3.03s</td>
</tr>
</tbody>
</table>
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