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\textbf{ABSTRACT}

This paper proposes a new way of flipping small group classes in quantitative courses by active reading and peer marking using the virtual learning environment. We aim to engage students in the learning material by attempting a problem followed by peer marking based on some given solution guideline before they are exposed to another similar problem to solve during the small group classes. We design a quasi-experiment to evaluate the effect of peer marking by introducing an incentive in one such problem set and not in the other. The solution to the class problem is to act as the ‘incentive’, to be released only to the participants of the peer assessment. Using the data of two units from two UK universities and ‘incentives’ as instrumental variables to participation, our quantitative findings reveal the effect of participating in one more peer marking as a 3% increase in final marks on average. The qualitative analysis based on focus group discussions shows that the process increases student engagement, satisfaction, confidence and overall learning responsibility. The challenges often lie to establish a clear understanding of the purpose and the process of peer marking to ensure student buy-in to the system.

\textbf{Introduction}

With technological advancement, the environment is increasingly supportive of ‘active’ learners rather than ‘passive’ listeners in higher education, where traditional lectures are often ‘flipped’ and the live sessions are designed as problem-solving classes. Flipped lectures often combine video-based learning outside the classroom which matches with students’ media habits (Roach 2014) and is often favoured over reading text-based materials (Snyder, Paska, and Besozzi 2014). This allows students to engage with the material at their own pace and frees up classroom interaction time for active learning (Lo and Hew 2017). However, as flipping or partial flipping is becoming increasingly popular, the resulting module virtual learning environment (VLE) can become dense with learning material, thus risking students accidentally missing or intentionally ignoring these items. This issue could be addressed with a carefully planned ‘incentive’.

Self and peer-assessment is also becoming a common tool in higher education, which supports modern cognitive learning theory (Ambrose et al. 2010; Gaynor 2020; Zheng, Zhang, and Cui 2020). The peer-review process in particular is recognized to enhance student learning by...
promoting cognitive skills, self-reflection, and intrinsic motivation with the recognition and even ‘gamification’ of learning.

In this paper, we propose a new way of flipping the classroom with online peer assessment. To our knowledge, peer assessment hasn’t been used as a tool to flip the classroom; generally, these are set within or after class time and not before (e.g. Fu, Lin, and Hwang 2019). We believe that students are more likely to engage with the learning material outside the classroom if it is in an assessment format (i.e. a peer review), even if this assessment is formative, as opposed to engaging with the videos and background reading offered in traditional flipped classrooms.

Our design flips small group classes for quantitative subjects. This is done via an additional relevant problem set for students to work on and then peer mark a student’s attempt using solutions that are provided by the lecturer. This activity takes place before a face-to-face small group class, during which students tackle similar problems to those encountered in the peer-marked problem set. The topics discussed during traditional small group classes often lag behind topics discussed in lectures. In our setting, there is a natural progression from lecture, through to immediate release of the problem set for students to work on over a short period of time, followed by the release of the solutions for peer marking so that the material is fresh in students’ minds, and then a small group class which uses the same ideas as in the peer marked problem set.

We redesign two quantitative courses in two UK higher education institutions covering both undergraduate and postgraduate students, so that both include two instances of the peer marking exercise followed by a small-group class. To assess students’ extrinsic motivation, we reward participants who take part in the peer marking process with additional solutions as ‘incentives’; specifically, solutions to the small group class problem sets, but only for one of the peer marking exercises. For the other peer marking exercise there is no incentive. In this paper, we report our findings from both quantitative and qualitative analyses of our experiment.

**Literature review**

**Definition, goal, and variety**

In recent years, flipped or inverted classrooms have gained popularity in higher education. Researchers have evaluated the use of various implementations of flipped classrooms in both large lectures (e.g. Setren et al. 2021) and small group classes (e.g. Becker and Proud 2018. See, e.g. Lundin et al. 2018 for a recent systematic review, and Strelan, Osborn, and Palmer 2020 for a meta-analysis). The effects of flipping the classroom on student performance is generally positive, but the extent of this varies widely depending on the design of flipping, student engagement, instructor motivation, group size, type of assessment and the methodology used (Strelan, Osborn, and Palmer 2020).

Peer assessment is also a widely used learning mechanism and is applied to almost all stages of education. In higher education, the efficacy of peer assessment depends on a variety of factors including whether the peer review is completed anonymously (Rotsaert, Panadero, and Schellens 2018; Kobayashi 2020), type of assessment, e.g. grading based or peer dialogue in both formative and summative assessments (Double, McGrane, and Hopfenbeck 2020), use of rubrics (Peters, Körndle, and Narciss 2018), paper-based versus online form of assessment (Wen and Tsai 2008) and rater (peer reviewer) training and frequency of peer assessment (Li et al. 2016). The effect on the peer assessor and the assesse are different too, with students generally gaining more through the process of giving feedback rather than receiving it (Li, Liu, and Steckelberg 2010).

Although both learning innovations have their benefits, flipping the classroom in terms of peer assessment has not received much attention in the literature. To the best of our knowledge,
Ng and Fai (2017) is the only paper that explicitly involves both flipped classes and peer assessment, though peer assessment wasn’t used as a tool to flip the classes. Ng and Fai (2017) used traditional ways of flipping based on pre-released videos while engaging students with the flipping content later by peer prepared quizzes and assessments. A clear challenge in both mechanisms is to ensure student buy-in and the indicators of student engagement with the mechanisms, especially something that could quantify the quality of engagement, still need improvement (Lundin et al. 2018).

An effectively designed active learning activity is essential to ensure timely engagement with the online flipped content. One of the primary goals of flipping is to free up time allocated for face-to-face teaching to allow for deeper understanding. However, this goal is not achieved as expected if the engagement rate with the flipped content is low. Flipping with online videos almost always provides a weaker incentive to engage regularly rather than last-minute cramming compared to live-only teaching deliveries (Donovan, Figlio, and Rush 2006; Lo, Hew, and Chen 2017). Flipping is not limited to providing some background videos only. The positive effects of flipped classroom on student achievement are also driven by those from active in-class engagement in problem solving (Albert and Beatty 2014; Calimeris and Sauer 2015; Setren et al. 2021). The system with flipped classes and active, in-class problem solving activities provides additional, carefully prepared tuition. If flipped videos are not drawing timely attention, the improvements on grades seen in the literature (Bergmann and Sams 2014; Becker and Proud 2018; Strelan, Osborn, and Palmer 2020) could only be due to the in-class activities. It is therefore important to separate the flipping effect from the additional tuition effect while quantifying the impact of the system on student grades.

**Methods contrast**

In terms of the methods used, not all the studies provide credible causal relationships between teaching innovations and student grades. Though randomized controlled experiments are the most acceptable, they are the toughest to be logistically and ethically permissible for the education sector and there are only a few in the literature.

The attempts in Deslauriers, Schelew, and Wieman (2011) and Yestrebsky (2015) on estimating the impact of the flipped classroom on student grades are considered as controlled experiments. However, they suffer from non-random assignment of students into the treatment and control groups and do not control for heterogeneity in instructor and student characteristics. Setren et al. (2021) claims their study to be the first to analyse video-based flipped classroom impact in a randomized control trial involving mathematics and economics subject groups. With individual instructor effect controlled for and random assignment of students in the traditional and flipped classrooms, they found that flipping provided short-term positive impact, though this varies with subject, student characteristics and teacher motivation. Alcalde and Nagel (2019) analysed the impact of peer instruction on student satisfaction and performance with randomly assigned treatment and control groups, and found that any positive effects are primarily short-term and driven by more interaction with the instructor rather than with peers.

Two recent meta-analyses which considered studies with a ‘treatment’ and ‘control’ group (and thereby used some form of experimental or quasi-experimental methods) are Strelan, Osborn, and Palmer (2020) who looked at the impact of the flipped classroom, and Li et al. (2020) on the effects of peer assessment. According to them, quasi-experimental studies based on credible identification strategies are more common and are often as reliable as controlled experiments. For example, Li et al. (2020), in their meta-analysis of 350 studies conducted between 1950 and 2017, found that the effect sizes from experimental (18 studies) and quasi-experimental studies (40 studies) on peer assessment are not statistically different.
Our method falls within the quasi-experimental category. We acknowledge that the data are observational rather than experimental in nature, and therefore the relationship between the intervention and outcome for a student is confounded by many factors. We use an instrumental variable technique to overcome this issue and estimate the (causal) impact of flipped classes using peer assessment on student examination performance.

**Incentives**

Researchers have reported various forms of incentives to engage students with out-of-class (flipped) activities. For example, Eager, Peirce, and Barlow (2014) and Setren et al. (2021) used summative out-of-class activities, Hung (2017) used quizzes with leader-boards at the start of in-class sessions, and Lai and Hwang (2016) consider self-regulated activities of goal setting and reflection to enhance engagement with flipped content. In a recent study, Huang, Hew, and Lo (2019) estimated the effect of gamification incentives for flipped classroom engagement and found that awarding participation-based and quality-based badges improved students' behavioural and cognitive engagement compared to the control group.

Likewise, the literature on peer assessment points to the struggle of engaging students with assessment. One common reason for lack of engagement with peer marking activities is a belief that they (the students) won't derive any benefit from the system, and that peer marking is an elaborate way to reduce staff workload (e.g. Hughes 2001). Studies have suggested various incentives for participation, such as marking reward (e.g. Weaver and Esposto 2012; Chevalier, Dolton, and Lührmann 2018), grade loss (e.g. Hughes 2001; Gillanders, Karazi, and O’Riordan 2020), and grading the reviewer based on the quality of their review (e.g. Gamage et al. 2017).

Our design combines flipping the classroom with using peer marking activities and setting out some incentives for participation and engagement. Lavecchia, Liu and Oreopoulos (2016) review several studies on the effects of various incentives on students, and found that participation incentives target lower-performing students and show more promise than grade-based incentives. Our context is to engage students with peer marking, and to keep students focused primarily on the content of the activity rather than the grade. We select formative rather than summative assessment with a soft participation incentive: the release of additional learning materials. It is likely to have less incentive as a result of being formative. This helps us limit issues such as reliability and validity in peer marking (Falchikov and Goldfinch 2000).

In addition, peer assessment can be more time-consuming to implement for summative assessment due to time spent in training the students, whereas formative assessment can be time-saving for the instructor while still benefitting students (Panadero 2016; Lynch and Schmid 2018). Unlike Setren et al. (2021), our study is based on small group problem-solving lessons so that the flipping is not to free up space for active learning. In the absence of flipping, the students were still supposed to solve the problems in classes with the help of the tutor, and thereby the effect of flipping on performance is not expected to come from the ‘follow up in-class engagement.’ Instead, we analyse the impact of giving peer feedback instead of the benefits of being assessed by a peer. Our design keeps the peer assessment anonymous, which is both more beneficial for learning (Li et al. 2020), valued by the students (Kobayashi 2020), and facilitates our large international cohort to enhance assessment and feedback experience (Chew, Snee and Price 2016).

**Study design**

Our study is based on two quantitative modules taught at universities in the UK, both of which running in the 2018–19 academic year. One is a second-year undergraduate (UG) statistics module with approximately 100 students, while the other is a postgraduate (PG) module in
economics taught to 340 students. For both, we set up formative peer marking activities which then led to small-group flipped classes.

In each module we set up two problem sets as homework, each with specified deadlines, which the students submitted to their module virtual learning environment (VLE) in any format, e.g. MSWord document, pdf, or pictures. Submitting solutions to these problem sets is not compulsory. After the submission deadline, a peer assessment environment was created using, for example, the ‘Turnitin Peermark assignment’ facility in Blackboard and ‘self and peer assessment’ in Moodle. For both modules, the allocation of submissions to student reviewers was done randomly and anonymously. We chose anonymous peer marking to keep the focus of the assessor on the content rather than how the assesse will take their assessment (Panadero 2016). The most important factor in deciding to do this anonymously is that students are often anxious about what others think of their work: they are worried in case they make ‘silly’ mistakes or that they are not as clever as their peers. Anonymity makes them more likely to take part.

Each student is allocated one script to peer mark per problem set. The student reviewers are provided with solutions which are released immediately after the submission deadline. To help students to review their peer’s work adequately we create rubrics, including multiple choice and free response feedback. This guides the students through the marking process and offers advice on what to emphasize when marking. We keep a record of students who completed the peer marking exercise.

The problem sets and subsequent peer review takes place before students attend small group classes. The small group classes consider a set of questions that are in some sense similar to the problem sets that they had the opportunity to attempt and peer mark. This is the ‘flipped’ element of the experiment: the students engage with the material (problem sets) before attending a class which is dedicated to using rather than teaching new material. Thus, the students are exposed to a new problem to solve in small groups with the tutor after some preparation via individual participation in the peer-review process.

To evaluate the effect of engagement with the peer reviewing (if any) on grades, we offer an incentive to only one of the problem sets (PS1). For PS1 we release full solutions to the in-class problems to those who completed the peer marking activity. For the problem set without incentive (PS2), the solutions to the class problem (C2) are released to all students regardless of whether they completed the peer marking exercise. Figure 1 presents the study design timeline.

The students are informed from time to time with verbal notifications during the lecture and via VLE announcements about the incentives and the formative nature of the assessments. Each of the problem sets and assignments is marked by clear statements of the incentives and the procedure to follow. Note that the overall process is designed so as not to discriminate against non-participating students. For the case with an incentive, PS1, the non-participants don’t get direct access to the solutions to C1, but this was not prohibitive. All students, irrespective of their participation in the peer marking process, are offered small group classes, where they are exposed to the solutions to C1 in the presence of the class tutor. Moreover, students are aware that they can get the solutions indirectly from their participant peers.

Our research objective is to evaluate the process of flipped classes via peer marking, as well as to quantify the effect of engaging with peer marking on student grades. In absence of an ideal system where students are allowed to reflect on the feedback received, our set up captures the benefits of ‘giving’ feedback and engaging with the system, rather than the use of feedback in helping peers with their understanding. The learning gains could come from various angles of engagement: to be able to see peer’s attempts while reviewing, to note down different ways of addressing similar issues, common mistakes, and, finally, the responsibility to know more before marking peer’s script. We put less weight on the quality of feedback received, which often requires the instructor to mark the peer feedback provided.
Using the participation information with and without incentives, we analyse the quantitative data to estimate the effect of peer marking. In addition, we conducted two focus group discussions to undertake our process evaluation by identifying the key benefits and challenges of the process, which complements our quantitative analysis.

Data

We gather quantitative information from the respective course VLEs as well as other information on student achievement. Our key variables are:

- how many submissions each student made (between zero and two);
- whether they completed the peer marking exercises;
- final examination score for the relevant module (in %);
- previous level of achievement.

We use the final examination score of the relevant course as the outcome variable: we are interested in understanding whether the peer marking intervention impacts achievement at the end of the course.

For previous level of achievement, which we collect in order to attempt to control for level of ability, we use different methods for the undergraduate and postgraduate cohort. For the postgraduate cohort the students’ undergraduate award mark was used, while for the undergraduate cohort the average Year 1 mark was used. For about 25% of the PG students, their previous score was reported as cumulative grade point average (CGPA) or the UK format of ‘2:1’ or ‘First’, which is converted to % of marks obtained using the GPA pilot project conversion chart of the Higher Education Academy (2015). However, some information on the previous score is missing resulting in an effective sample of 385 students, with 291 PG students and 94 UG students.

Information on engagement with the intervention was collected as follows. We counted the number of submissions a student made and on which set of exercises, which we denote as the binary variable \( \text{submit1} \) if they submitted the first set and \( \text{submit2} \) if they submitted the second set. In addition, we recorded the number of peer marking activities completed – without considering which exercise set the peer marking belonged to – as \( \text{peermarked} \), (value 0, 1 or 2), and also noted if they completed the peer marking for problem set 1 (\( \text{peermark1} \)) and the same for problem set 2 (\( \text{peermark2} \)). Note that if a student didn’t submit they could not then take part in the peer marking exercise.

The summary statistics of all the variables considered are given in Table 1 and Figure 1. The submission rate was never 100% but reached as high as 76% for PG students with incentive.
The rate for UG students is less than 50%, which is reduced to a quarter without the incentive. There is a clear pattern of increased submission with the incentive irrespective of the level of study. Whether a UG or PG student, the peer mark rate is very low, within the 16–18% range without incentive.

Laying this submission and peer mark pattern over student preparation/motivation and outcome, Figure 3 presents the average final marks compared to the previous average scores. The graph in panel (a) shows the relationship over the number of problem sets peer marked, and panel (b) shows the relationship over the number of problem sets submitted. In both cases, there is an increasing pattern over the number of problem sets peer marked/submitted. The effect of both submission and peer marking seems to be more for UG students than the PG students, which is evident from the average differentials of the final marks and their standard errors. The increasing pattern of the previous score over submission and peer mark seems reasonable, too, reflecting that the more prepared/motivated students are more engaging with the process.

We organized two focus group discussions, one for each institution, to collect qualitative information from students about the intervention. To ensure ethical compliance and gather the best possible information, each focus group discussion was conducted by the author affiliated with the other institution. Each focus group discussion consisted of five students, who discussed the peer marking intervention at the end of the teaching term so that the experience was fresh in students' memories. The participants self-enrolled themselves for the focus group discussions which were advertised on the unit VLEs. The focus group discussions were conducted in-person on the university premises. The anonymous recordings were then transcribed using a university transcription service. We also used end-of-course anonymous student evaluations for the two courses as an additional source of qualitative data for the study.

Table 1. Summary statistics of the key variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Obs</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>final (%)</td>
<td>385</td>
<td>63.75</td>
<td>16.11</td>
<td>0</td>
<td>93</td>
</tr>
<tr>
<td>level (1 = PG)</td>
<td>385</td>
<td>0.76</td>
<td>0.43</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>pre_score (%)</td>
<td>385</td>
<td>73.93</td>
<td>11.57</td>
<td>3.50</td>
<td>92.75</td>
</tr>
<tr>
<td>peermarked</td>
<td>385</td>
<td>0.66</td>
<td>0.72</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>peermark1</td>
<td>385</td>
<td>0.49</td>
<td>0.50</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>peermark2</td>
<td>385</td>
<td>0.17</td>
<td>0.38</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>submit</td>
<td>385</td>
<td>1.17</td>
<td>0.82</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>submit1</td>
<td>385</td>
<td>0.68</td>
<td>0.47</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>submit2</td>
<td>385</td>
<td>0.49</td>
<td>0.50</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 2. Summary statistics: rate of participation and peermark with and without incentive.
Methodology

It is never straightforward to estimate the effect of a pedagogical innovation on student learning due to our inability to design pure scientific experiments, for example using a randomized control trial, which would not be ethically compliant. An alternative is to fit a regression model, though it is impossible to collect all possible confounders of the relationship between final mark and engagement with the peer marking activity: whether a student engages in peer marking or not is most likely to be related to many other unobserved conditions, including but not limited to their preparation, ability, motivation, and various factors affecting their availability of sufficient time and space to study. If we simply built a regression model with final score as outcome and engagement with the peermarking intervention as a covariate, the resulting regression coefficient(s) would give estimates of association between final mark and peer marking engagement which combines the effect of all of these factors (and more).

We design our quasi-experiment to use instrumental variable regression to overcome the unobserved heterogeneity and lack of additional information on circumstances affecting student exam performances. This allows us to estimate the causal effect of the intervention on the final score. We use the incentive variable peermark$\text{1}_i$ as an instrumental variable for peermarked$\text{1}_i$.

To be a valid instrumental variable, peermark$\text{1}_i$ needs to satisfy two conditions, namely, ‘relevance’ and ‘exogeneity’. First of all, it needs to be related to our variable of interest, peermark$\text{1}_i$. This condition is satisfied as the number of PS peer marked depends on peermark$\text{1}_i$, and the dependence is higher than peermark$\text{1}_2$, as PS1 has the incentive and PS2 didn’t. This is also evident from the student comments from the focus group discussions:

the reason I wouldn’t is because for problems like two the lecturer says the answer will be given to everyone anyway. (PG student)

had to do in order to get something… the first time because it was the first one, we had this incentive of having the answers if we did it. (UG student)

To fulfil the exogeneity condition, the instrumental variable shouldn’t be directly related to the outcome variable other than via the endogenous variable. In our case, this condition can be translated as the ‘incentive’, that is, the solution to C1 is not directly related to the final marks. This may sound contradictory at first, as having access to an additional set of solutions does positively affect the students’ final marks. However, the quasi-experiment has been designed carefully to control for this, and the incentive was only the online release of C1 solution to those who did peermark1, but not to prohibit the access to C1 solution from other sources, e.g. solving C1 with the tutor in the class and collecting it from peers. This was acknowledged by the students in one of the focus group discussions:

I know that even though I did not do it, I can get the answers like from my friends who have done that. (PG student)

Therefore, it is not very unrealistic to assume that incentive as the instrumental variable is not directly related to the final marks, thereby preserving exogeneity. It is not the availability of the additional solution that yields higher marks, but the practice by engaging in peer marking to enhance the understanding of the subject matter and the knowledge gathered on the overall marking scheme. The incentive here influenced the participation in the practice and thereby had an indirect positive effect on the final marks.

Our primary regression model with incentive (peermark$\text{1}_i$) as the instrumental variable is:

$$ final_i = \beta_0 + \beta_1 \text{peermarked}_i + \beta_2 \text{submit}_i + \beta_3 \text{ prescore}_i + \beta_4 \text{ level}_i + u_i \quad (1a) $$

$$ \text{peermarked}_i = \gamma_0 + \gamma_1 \text{peermark1}_i + \gamma_2 \text{submit}_i + \gamma_3 \text{ prescore}_i + \gamma_4 \text{level}_i + v_i \quad (1b) $$
where, \( \text{final}_i \) = % of final marks in the unit obtained by student \( i \); \( \text{peermarked}_i \in [0,1,2] \), the number of problem sets peermarked by student \( i \); \( \text{submit}_i \in [0,1,2] \), the number of problem sets submitted by student \( i \); \( \text{prescore}_i \) = % of marks obtained on average in the previous year by student \( i \); \( \text{level}_i = 1 \) if PG, 0 if UG; \( \text{peermark}_{i1} = 1 \) if student \( i \) peer marked PS1, 0 otherwise.

We also consider the two PS submission variables: \( \text{submit}_{i1} \) and \( \text{submit}_{i2} \) instead of \( \text{submit}_i \) for comparison.

Equation (1b) is the first stage regression, regressing the possible endogenous variable on the instrumental variable and the same other control variables as in equation (1a). Equation (1a) is the structural equation with \( \text{peermarked}_i \) being our variable of interest. We believe final marks could be influenced by 'submission' itself even if the student is not engaged in peer marking, including the variable. The previous achievements, measured by 'prescore', are important but insufficient determinants of students' innate ability. Finally, it is important to distinguish between the 'level' of study, PG or UG, which also works as the control for the institution and course instructor.

**Findings**

**Overall analysis**

The regression results obtained from simple ordinary least squares estimation of equation (1a) and the instrumental variable estimation are given in Table 2. Column (1) comes from an ordinary least squares analysis of the final score on peermarked, adjusted for submit, prescore and level. The results here cannot be treated as causal as we have not accounted for all (unobserved) confounders of the score-peermarked relationship. Meanwhile, column (2) comes from a two-stage least squares analysis where we use the instrumental variable in order to assess whether peermarked is causal for score. The estimated coefficients of \( \text{peermarked} \) from both ordinary least squares and instrumental variable estimation methods are almost equivalent, yielding a 3.48% increase in final marks per problem set peer marked and are statistically significant at 1% and 5% level respectively. There is a further 2.85% increase in final marks per problem set submitted

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) OLS</th>
<th>(2) IV</th>
<th>(3) OLS</th>
<th>(4) IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>peermarked</td>
<td>3.481*** (1.203)</td>
<td>3.487** (1.610)</td>
<td>3.387*** (1.219)</td>
<td>3.136* (1.602)</td>
</tr>
<tr>
<td>submit1</td>
<td>3.690* (2.183)</td>
<td>3.875* (2.269)</td>
<td>2.277 (1.714)</td>
<td>2.336 (1.761)</td>
</tr>
<tr>
<td>submit2</td>
<td>2.227 (1.723)</td>
<td>2.336 (1.736)</td>
<td>0.405*** (0.0702)</td>
<td>0.405*** (0.0697)</td>
</tr>
<tr>
<td>pre_score</td>
<td>3.969** (1.723)</td>
<td>3.970** (1.730)</td>
<td>3.952** (1.728)</td>
<td>3.901** (1.736)</td>
</tr>
<tr>
<td>level</td>
<td>2.856** (1.402)</td>
<td>2.852* (1.486)</td>
<td>0.402*** (0.0708)</td>
<td>0.402*** (0.0699)</td>
</tr>
<tr>
<td>Constant</td>
<td>25.16*** (4.897)</td>
<td>25.16*** (4.867)</td>
<td>25.18*** (4.891)</td>
<td>25.19*** (4.843)</td>
</tr>
<tr>
<td>Observations</td>
<td>385</td>
<td>385</td>
<td>385</td>
<td>385</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.239</td>
<td>0.239</td>
<td>0.239</td>
<td>0.239</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses.

*** \( p < 0.01 \), ** \( p < 0.05 \), * \( p < 0.1 \).
The sample consists of 94 UG students from University 1 and 291 PG students from University 2 in one academic year.
using both methods. As expected, a higher previous score increases final marks, representing higher student ability. The marks are higher for PG students compared to UG students.

We present two further columns in Table 2, columns (3) and (4), with estimations from a slightly changed model. This time, we include the two problem sets' submission data separately, including \( submit1 \) and \( submit2 \), instead of the combined variable \( submit \). The instrumental variable estimate in column (4) is now slightly different from ordinary least squares in column (3), yielding a 3.13% increase in final marks per problem set peer marked. These estimates also reveal that the impact of submitting problem set one was higher than problem set 2. While the coefficient of \( submit1 \) is statistically significant, that of \( submit2 \) isn’t.

Overall, our quantitative analysis reveals a positive and statistically significant effect of peer marking on final marks. The combined effect is not very high per problem set that is peer marked but still sufficient to be considered effective.

**Heterogeneous effects analysis**

It is also of interest whether the intervention benefits particular groups of students more than others, specifically whether the process is more beneficial for higher-achieving students or not. To do so, we subdivide our sample with the students gaining a ‘first’, that is 70% and over in their previous examination, and those who received a score under 70%. Table 3 reports the instrumental variable estimation results for these subgroups.

The results reveal that the peer marking process benefits UG students with a pre-score of less than 70% the most, with an estimated 14.79% increase in the final score per problem set peer marked for these students. Interestingly, when considering PG students, those with a pre-score of at least 70% gain the most from the intervention. The groups standing to gain the least are the PG students with a pre-score below 70% and UG students with a pre-score of at least 70%. However, there is no significant effect of submitting a problem set for any of the groups under this heterogeneous effect analysis.

**Robust analysis**

Though our quasi-experiment is carefully designed to capture the exogenous variation in peer-marking via the incentive, one may argue that there is endogeneity in choosing to peer mark having submitted. To address this issue, we modify our model in equations (1a) and (1b) to that in equations (2a) and (2b) where we include \( submit1 \) as another instrumental variable along with \( peermark1 \). We argue that the real source of exogenous variation comes from the

### Table 3. Instrumental variable estimation results: heterogeneous effects.

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>prescore &gt; 69%</th>
<th>prescore &lt; 70%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PG</td>
<td>UG</td>
</tr>
<tr>
<td>peermarked</td>
<td>4.562**</td>
<td>−3.890</td>
</tr>
<tr>
<td></td>
<td>(2.198)</td>
<td>(4.834)</td>
</tr>
<tr>
<td>submit</td>
<td>2.055</td>
<td>7.851</td>
</tr>
<tr>
<td></td>
<td>(2.099)</td>
<td>(4.944)</td>
</tr>
<tr>
<td>pre score</td>
<td>0.383</td>
<td>0.769**</td>
</tr>
<tr>
<td></td>
<td>(0.300)</td>
<td>(0.340)</td>
</tr>
<tr>
<td>Constant</td>
<td>30.46</td>
<td>1.986</td>
</tr>
<tr>
<td></td>
<td>(25.43)</td>
<td>(24.923)</td>
</tr>
<tr>
<td>Observations</td>
<td>173</td>
<td>43</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.085</td>
<td>0.384</td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses.

*** \( p < 0.01 \),  
** \( p < 0.05 \),  
* \( p < 0.1 \).
variation in submission across PS1 and PS2 and the variation in incentives. The incentive effect then only affects those students who have (exogenously) submitted the first problem set, so there is an incentive effect for that piece of work for those students, but no incentive effect for the students who did not (exogenously) submit PS1 nor an incentive effect for any student who submitted PS2.

\[ \text{final}_i = \beta_0 + \beta_1 \text{peermarked}_i + \beta_2 \text{submit}_i + \beta_3 \text{prescore}_i + \beta_4 \text{level}_i + u_i \quad (2a) \]

\[ \text{peermarked}_i = \gamma_0 + \gamma_1 \text{peermark1}_i + \gamma_2 \text{submit1}_i + \gamma_3 \text{submit2}_i + \gamma_4 \text{prescore}_i + \gamma_5 \text{level}_i + v_i \quad (2b) \]

The comparative results are presented in Table 4, for full sample as well as PG and UG sub-samples, as their submission rates are quite different (Figure 3). We note that our sample size is relatively small, particularly for the UG students. We explore iterated generalized method of moments (IGMM) estimator (given our overidentified setting with two instrumental variables in equation (2b) which is thought to have some gains in finite sample efficiency over simple instrumental variable estimates; Hall 2005; Hansen, Heaton and Yaron 1996) and present the results in Table 4.

Columns (1) to (4) in Table 4 presents the full sample estimates for instrumental variable and iterated generalized method of moments in two similar specifications, (1) and (2) including the variable \text{submit} and (3) and (4) with \text{submit}^2. The estimated effects of peer marking one additional script are quite similar (sometimes higher) to our estimates in Table 2; there is, on average, at least a 3% increase in final marks. The estimates for PG (columns 5 to 8) turn out to be slightly higher than the estimates for the UG level. All of these models satisfy Hansen’s J-test of over-identifying restrictions.

**Discussion**

The above quantitative analysis, though limited in its scope given the small sample and the quasi-experimental structure, provides some evidence of the benefits of peer marking. For educators, the benefits are far more than that, though the challenges are no less.

**Benefits of flipping classes with peer marking**

It is a common complaint that it is often hard to engage students with flipped content on time (Akçayır and Akçayır 2018). In our setting, since flipping is in an assessment format, it is possible to motivate students with minimal incentives releasing additional solutions and marking scheme. To quote from one of our focus group discussions:

the biggest incentive of doing peer review would be solutions after it.

The peer assessment process helps increase the amount of feedback students receive, without significantly increasing the marking load for the educator (Lynch and Schmid 2018). The process helps fulfil the common student demand for ‘more practice questions’ in quantitative units.

I think it was really good, for example, tutorial, when we had the question to do it on our own it was like a mock small exam.

Flipping quantitative small group classes can increase student engagement during face-to-face classes, making them active and effective. Our analysis of the overall end of term student evaluation reveals an increase in both UG and PG levels, the average score from 3.98 to 4.50
<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>Full Sample</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
<th>(12)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1.579)</td>
<td>(1.578)</td>
<td>(1.299)</td>
<td>(1.299)</td>
<td>(1.680)</td>
<td>(1.677)</td>
<td>(1.533)</td>
<td>(1.523)</td>
<td>(4.208)</td>
<td>(4.208)</td>
<td>(4.022)</td>
<td>(4.022)</td>
<td></td>
</tr>
<tr>
<td>submit</td>
<td>2.970**</td>
<td>2.882*</td>
<td>2.311</td>
<td>2.194</td>
<td>2.319</td>
<td>2.358</td>
<td>2.311</td>
<td>2.194</td>
<td>1.693</td>
<td>1.693</td>
<td>2.730</td>
<td>2.730</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.493)</td>
<td>(1.486)</td>
<td>(1.573)</td>
<td>(1.573)</td>
<td>(1.523)</td>
<td>(1.523)</td>
<td>(1.523)</td>
<td>(1.523)</td>
<td>(2.024)</td>
<td>(2.024)</td>
<td>(2.024)</td>
<td>(2.024)</td>
<td></td>
</tr>
<tr>
<td>submit2</td>
<td>2.505</td>
<td>1.879</td>
<td>1.879</td>
<td>1.879</td>
<td>1.879</td>
<td>1.879</td>
<td>1.879</td>
<td>1.879</td>
<td>1.879</td>
<td>1.879</td>
<td>1.879</td>
<td>1.879</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td>(1.783)</td>
<td></td>
</tr>
<tr>
<td>pre-score</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td>(0.0695)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td>(1.731)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td>25.16***</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>385</td>
<td>385</td>
<td>385</td>
<td>385</td>
<td>385</td>
<td>385</td>
<td>385</td>
<td>385</td>
<td>94</td>
<td>94</td>
<td>94</td>
<td>94</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.405***</td>
<td>0.575</td>
<td>0.575</td>
<td>0.575</td>
<td>0.575</td>
<td></td>
</tr>
<tr>
<td>J-test (p-value)</td>
<td>0.503</td>
<td>0.503</td>
<td>0.503</td>
<td>0.503</td>
<td>0.503</td>
<td>0.503</td>
<td>0.503</td>
<td>0.503</td>
<td>0.117</td>
<td>0.117</td>
<td>0.117</td>
<td>0.117</td>
<td></td>
</tr>
</tbody>
</table>

Robust standard errors in parentheses. Robustness checks. Table 4. **p < 0.01, ***p < 0.05, *p < 0.1. IGMM refers to iterated Generalized Method of Moments estimator. J-test is the Hansen’s J-test of over-identifying restrictions with the null hypothesis that the IVs are exogenous.
in PG, 4.56 to 4.68 in UG, both out of 5. The process enhances timely thinking and reflection, especially for those who generally don’t see what feedback they received till late. This is also recognized by a student in the focus group discussion who commented as such:

- doing the marking and I’m looking at the solutions thinking about why an answer is right or wrong, I think it was and additional perk of doing the peer review.

Moreover, the process helps instant revision, improving student confidence as expected:

- Because after I submitted the homework, I can do the peer review so just a good time to help me do revision.

- during… doing the peer review and I find the student’s answer is the same as me, I have more confidence.

**Possible challenges and suggestions to achieving student buy-in to the system**

Despite the benefits discussed, it is often a challenge to achieve student buy-in to the system. This is especially true if the assessment is ‘for learning’, i.e. a piece of formative assessment, rather than for credit (Cohen and Williams 2019). In our investigation, around half of the PG students participated in the peer marking exercise when an incentive was offered. For the UG students, the challenge is even higher: fewer than half of the UG students submitted the problem sets when an incentive was offered, with far fewer completing the subsequent peer marking. This may be linked with level of study: those registered on postgraduate courses have already proven their motivation to further their learning in their chosen subject.

Getting access to additional solutions seems to be an effective incentive, which is evident in our analysis and is supported by student comments during the focus group discussions. This is specifically so if the problem set felt hard to the students:

- if we did have the answers anyway then maybe I wouldn’t have done it.

- for some hard questions… you just actually want to have a look at the right answers.

There is also the other side of the story; some students may struggle with peer marking for relatively harder questions:

![Figure 3. Summary statistics: average pre and final scores by number of problem sets submitted and peermarked in the UG and PG level. (a) Average score by number of problem sets peermarked (b) Average score by number of problem sets submitted](image-url)
people have no idea what the question's about, how they can be even more helpful on marking someone else's script when they can't even understand the questions themselves.

if the students... who I do the peer review with, approach in a different way to solve the problem, I may not figure out why he did it in that way, I would take it wrong.

While designing the problem sets, the educator needs to keep this in mind. A possible solution to this dilemma could be to provide additional resources, e.g. referring to specific textbook examples in the given solution guidelines to help those who might struggle to the point that they don't participate.

We use unit-specific rubrics or marking criteria while marking summative assessments, especially in large units with multiple markers. These detailed marking criteria are not released to the students. We have implemented similar marking criteria in peer marking tasks to help students mark their peer's script. These were implemented by adding a few ‘tick-box’ and ‘free response’ type questions in the peer mark system. Gaining an insight into the marking criteria through a peer marking exercise is also an incentive for students:

I think it was a good opportunity for me to see how another student wrote the answers and also to see the marking scheme.

An important challenge is to entice students to continue to engage with peer-marking activities beyond the first exercise. Students quickly become demotivated if their allocated peer marker doesn't complete the marking or the quality of feedback is poor. This is evident from a student comment, ‘Sometimes like you didn’t receive the feedback and... it will discourage you'. Educators need to clearly convey the message that it is not a matter of ‘being as capable as the lecturer’ in order to assess others’ work; it is about applying and practicing their capability and confidence through peer marking (Chew, Snee and Price 2016). The key is to make the students aware of the benefits of engagement, including that the process is likely to be more beneficial to the assessor than the assesses (Kim 2009). In addition, some technology, e.g. peergrade.io, seems to support conditioning receipt of peer review on own submission of peer review, which may mitigate this problem. Another possibility is to allocate more than one submission per student marker. This way each student is more likely to receive at least some quality feedback on their work. Indeed, there is also anecdotal evidence that asking the recipient of the feedback to grade or assess the quality of the feedback they received may also motivate students to provide thoughtful feedback.

In short, an incentive as small as releasing additional solutions helps increase student participation in formative peer assessment. Moreover, the educator needs to make sure that they convey a clear message to students that they aren't expected to provide complete and absolutely correct feedback and shouldn't expect to receive such feedback either. That is, the process needs to be more of engagement, practice and reflection rather than solely about the content of the feedback itself.

Setting up the online system of submission and peer marking, the release of the solutions (the incentive), and timely announcements from the course leader are often time-consuming tasks. However, we believe this is no more work than selecting or recording videos for flipped lectures or classes. Though under our suggested process the educator sets twice the number of problem sets, these can come from suggested textbook or past examination papers. Indeed, students may well be more motivated to engage with the process if the problem sets – and hence the solutions and marking scheme – is based on material that is connected with summative assessment.

**Conclusion**

In this paper, we propose a new way of flipping small group classes by active reading and peer marking. Our aim is to engage students in the learning material by attempting a problem and
engaging in peer marking, for which they are given full solutions, before they are exposed to a similar problem to solve during small group classes. The solution to the in-class problem acts as an ‘incentive’ to be released only to those who took part in the peer marking exercise.

We designed a quasi-experiment with the view of evaluating the effect of peer marking by introducing this incentive in one such problem set and not in the other. Using ‘incentives’ as instrumental variables to participation, the effect of participating in one additional peer marking exercise yields a 3% increase in final marks on average. Heterogeneous effects analysis shows that the effect can be as high as a 14% increase in marks, on average, for relatively less able undergraduate participants.

While the quantitative impacts are impressive, the qualitative insights gained are no less. The process increases student engagement, satisfaction, confidence and overall responsibility for their learning. The challenge often lies in establishing a clear understanding of the purpose and the process of the peer marking to ensure student buy-in to the system.
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