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Abstract: Global warming is creating significant change in the Arctic environment, with widespread 10 

reduction in ice extent, thickness and compactness. This has opened numerous shipping routes through 11 

the Arctic and provides the opportunity to reduce the distance, time and emissions of voyages. However, 12 

for a ship to operate in such polar routes, ice conditions need to be properly accounted for to accurately 13 

estimate fuel consumption. To meet this key challenge, this paper presents a ship performance model 14 

that was designed to incorporate a set of ice resistance algorithms alongside the calculation of open-15 

water ship resistance and fuel consumption. In particular, a novel method is proposed to calculate ship 16 

resistance in ice-floe fields, other than the traditional level-ice condition. Subsequently, the model was 17 

used to simulate a voyage in the Northern Sea Route and the fuel consumption prediction agreed well 18 

with corresponding full-scale measurement data. Overall, the work provided a practical tool for the 19 

emerging Arctic shipping industry to carry out fuel analysis and voyage planning. 20 

Keywords: Arctic, ship performance model, ice floe, ice resistance, fuel consumption. 21 

 22 

1. Introduction 23 

Climate change has caused the Arctic sea ice to melt dramatically, in turn causing a transition from 24 

extensive ice coverage to mostly open water. The changing conditions make the Arctic more accessible 25 

to ships, with new waterways allowing improved access for oil and gas extraction, mining, fishing and 26 

tourism. In addition, two major transit shipping routes are now becoming viable: the Northwest Passage 27 

(NWP) and the Northern Sea Route (NSR), which are considered alternatives to the Panama and Suez 28 

canals to connect Europe, Asia and America. Compared with current routes, both of these new routes 29 

can reduce travel distance by up to 40%, leading to substantial fuel, cost, time and emission savings [1] 30 

as illustrated in Figure 1.  31 
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  32 

 33 

Figure 1: Comparison between the Arctic shipping routes (red dash lines) and the traditional shipping 34 

routes (black solid lines) [2] 35 

 36 

The opportunities presented by this change in Arctic conditions are attracting significant research 37 

interest in Arctic shipping. One of the significant research challenges in this area is to accurately predict 38 

engine power requirements and fuel consumption for the new routes that are still affected by seasonally 39 

and regionally varying sea ice. This requires a Ship Performance Model (SPM) that can assess the 40 

resistance and fuel consumption of a given ship in a given voyage condition, enabling the comparison 41 

of resistance between different hull forms, as well as the comparison of different routes [3,4]; such an 42 

SPM is required to accurately account for the effect of different ice conditions on ship resistance. 43 

Contemporary SPMs have been widely built for open-ocean sailing estimates and optimisation, while 44 

they are not ready for the Arctic case due to the exclusion of ice resistance components. Examples of 45 

open water ship performance models are those developed by Calleya [5] and Tillig [6]. 46 

To account for the effect of ice on ship performance, models are required for the ship-ice interactions. 47 

Traditionally, ship-ice interaction models have focused on the level-ice condition, as the Arctic region 48 

tended to be covered by consolidated ice all year round and was only accessible to icebreakers. A large 49 

number of models were developed to formulate the ice-breaking process so as to predict the effect of 50 

level ice on ship resistance [7–9]. These models have been widely applied in practice and have evolved 51 

into international guidelines, such as the Finnish-Swedish Ice Class Rules (FSICR) [10]. 52 

The emerging Arctic voyage conditions appear to be more complex than just open water or level-ice 53 

coverage however. Other than those two scenarios, the melted ice cover can also develop into numerous 54 

ice floes floating on the sea surface. As a transition between level ice and open water, the floe-ice 55 

condition has been predicted to be the most prevalent sea ice condition in the future Arctic [11]. These 56 
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ice floes, also known as pancake ice, tend to be circular under the effect of wave wash and floe–floe 57 

collisions.  58 

Figure 2 demonstrates the dominance of the ice-floe condition (green and blue) along Arctic shipping 59 

routes, reported by field observations in the autumn of 2015, while level ice (red) only occupies a small 60 

portion. With global warming, it can be anticipated that the proportion of ice-floe conditions will 61 

continue increasing, and the average size of floes will decrease. The emerging ice-floe conditions are 62 

navigable for commercial ships without ice-breaking capabilities, as shown in Figure 3, despite 63 

requiring icebreaker assistance when encountering level ice. Along with this changing ice condition, a 64 

significant increase in navigable days for open-water vessels is envisioned to be ongoing for both NWP 65 

and NSR [12]. Therefore, shipping in such small floating ice floes is becoming a principal Arctic 66 

shipping scenario. As a fact, traffic through the icy region’s busiest lane along the Siberian coast 67 

increased 58% between 2016 and 2019; in 2020, ships made 2,694 voyages on the NSR, according to 68 

data collection of the Centre for High North Logistics at Norway’s Nord University [13]. 69 

 70 

Figure 2: Ice floes (pancake and other) observed as the primary environment of shipping routes in the 71 

Western Arctic [11]; the different circle sizes indicate the ice concentration, relative to the grey circle 72 

in the top-right legend that represents concentration = 1; The X and Y axes indicate geographical 73 

locations by Longitude and Latitude (in terms of degree). 74 

 75 
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 76 

Figure 3: A non-icebreaking vessel operating in small ice-floe condition infested on the NSR (photo 77 

credit: SCF Group) 78 

 79 

Experimental work on the ship interaction with small floating ice floes has been widely conducted. In 80 

this scenario, advancing ships tend to push the floes aside rather than break them [14], thus most 81 

experiments applied rigid polymer materials to mimic the ice floes [15–17]. Real ice experiments have 82 

also been performed by Kim et al. [18] according to field measurements of the relative dimensions 83 

between the ship and floes, which confirmed that the ice floes occur negligible fracture in this case. 84 

Nonetheless, when the ice floe size is sufficiently large, ship-induced ice fracture will occur and this 85 

requires to be investigated separately due to the changed physics [19]. In addition, measurements have 86 

been conducted for assessing the floe-induced force on a moored ship structure [20,21]; however, as 87 

the examined ice speed conditions are very small compared with normal shipping speeds, the results 88 

for moored structures cannot be directly applied to ship resistance in ice floes. Generally, relevant 89 

experimental data are still scarce due to the prohibitive costs and complexity of ice experiments 90 

involving parameter matrices. 91 

To provide a cost-effective approach, discrete/finite element simulation has been a standard method 92 

applied to simulate the operation of ships in scattered ice floes [22–27]. However, one significant gap 93 

was to accurately account for the force of the surrounding fluid on the ice, which was usually 94 

implemented by empirical equations [28]. Due to this deficiency, previous simulations of a ship 95 

advancing in ice floes ignored the effect of fluid flow, i.e. ship-generated waves, which reduces the 96 

reality of the modelling. The process of a ship advancing in floating ice floes can be summarised as the 97 

following ship-wave-ice interaction: ship advancement generates waves; waves interact with ice floes; 98 

ice floes contact each other and with the ship [29–32]. The ship-generated waves can play a key role 99 

within the process; for example, the wave can change the velocity (magnitude and direction) of floes, 100 
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especially when the floes are small. Therefore, ignoring the wave effect may considerably influence the 101 

ice load on a ship. 102 

To account for the ship-generated wave in the modelling process, Huang et al. [33] proposed a 103 

computational method that can simulate the operation of ships in ice floes. This method used a combined 104 

CFD & DEM (Computational Fluid Dynamics and Discrete Element Method) approach to solve this 105 

problem. The ship and wave dynamics are obtained using CFD, while ice behaviours are solved by 106 

DEM and coupled with CFD. This method enabled the simulation of the floe ice scenario with high-107 

fidelity, as shown in Figure 4, and its accuracies have been validated against experiments. Huang et al. 108 

[34] then proposed a regression procedure that can derive empirical equations from the simulation ready 109 

to be incorporated into an SPM. This innovation provides the possibility to establish an integrated Arctic 110 

SPM. 111 

 112 

 113 

Figure 4: CFD-DEM simulation of a ship advancing in floating ice floes [33] 114 

 115 

In this paper, an Arctic Ship Performance Model (subsequently referred to as ASPM) is designed and 116 

tested. It combines a set of classic naval architecture methods with the method of Huang et al. as well 117 

as the FSICR, providing adequate coverage of the common Arctic shipping scenarios. The model has 118 

also included the calculation of ship propulsion and fuel consumption to enable direct usage. Section 2 119 

presents the calculation methods used. Section 3 introduces how those methods were implemented in 120 

MATLAB and presents a simple machine learning procedure for data training, regression and model 121 

selection. In Section 4, the APSM is used to simulate a previous voyage of an Arctic cargo ship across 122 

the NSR. The fuel consumption prediction of APSM agrees well with the field data collected by the 123 

ship. Finally, Section 5 concludes the work with its implications and indicates the limitation and future 124 

work. 125 

 126 
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2. Calculation methods 127 

The ship resistance in this ASPM is treated as being composed of calm water resistance, added 128 

resistance due to wind, added resistance due to waves, and added resistance due to ice. The effects of 129 

any water current are incorporated as a loss of ship speed. The resistance is then used to calculate the 130 

required thrust at the target speed. The RPM of the propeller required to produce this thrust is then 131 

found. Next, the propulsion efficiency is calculated for the RPM and ship speed, followed by the 132 

required engine power. Finally. The fuel consumption is calculated. 133 

 134 

2.1 Ice resistance 135 

In the ASPM, ice resistance is classified into large ice floes and small ice floes. These two conditions 136 

correspond to significantly different physics during the ship-ice interactions. Large ice floes undergo 137 

crushing and break-up during their interaction with ships, and the ultimate of this case is level ice. By 138 

contrast, small ice floes have a high degree of freedom, thus their response to ships is mainly being 139 

pushed away rather than fractured. Extreme ice conditions, such as ice ridges, are not considered in the 140 

ASPM, since they are designed to be detected by the crew and avoided during operations. Therefore, 141 

two different methods were required to account for the ice resistance in large and small ice-floe 142 

scenarios.  143 

The resistance calculation for large ice floes has a similar nature to that for level ice resistance, as the 144 

ship is expected to break the large floes. However, as the large floes are not continuous, equivalent ice 145 

thickness (ice thickness times ice concentration) is applied to account for the ice concentration, instead of 146 

only considering the ice thickness. This practice is further introduced by Milaković et al. [35]. Therefore, 147 

for large ice floes, the formulae provided in the Finish-Swedish Ice Class Rules (FSICR) is employed, 148 

where the method may account for large ice floes by applying the equivalent ice thickness [36], hE = 149 

C × ℎ (equivalent level ice thickness equals ice concentration times ice thickness). 150 

The empirical equations to account for the ice resistance induced by large ice floes are given below 151 

[37]:  152 

 153 

𝑅𝑖 =  𝐶1 + 𝐶2𝑣 (1) 

𝐶1 = 𝑓1 (
𝐵𝐿𝑝𝑎𝑟ℎ𝐸

2𝑇
𝐵 + 1

) + (1 + 0.021𝜙)(𝑓2𝐵ℎ𝐸
2+𝑓3𝐿𝑏𝑜𝑤ℎ𝐸

2+𝑓4𝐵𝐿𝑏𝑜𝑤ℎ𝐸)  (2) 

𝐶2 = (1 + 0.063𝜙)(𝑔1ℎ𝐸
1.5+𝑔2𝐵ℎ𝐸) + 𝑔3ℎ𝐸 (1 +

1.2𝑇

𝐵
) (

𝐵2

√𝐿
)  (3) 
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 154 

where hE is equivalent ice thickness, B is ship beam, T is ship draught, L is ship length (between 155 

perpendiculars), Lpar is the length of the parallel midbody at waterline, Lbow is the length of the foreship 156 

at waterline and 𝜙 is the stem angle at centerline. The coefficient values are: 𝑓1 = 0.23,  𝑔1 = 18.9, 𝑓2 =157 

4.58, 𝑔2 = 0.67,  𝑓3 = 1.47, 𝑔3 = 1.55,  𝑓4 = 0.29. 158 

For small ice floes, the empirical equation provided by Huang et al. [38] is applied. The inputs and the 159 

empirical equation are given in Equation (4). 160 

 161 

                 𝑅𝑖𝑐𝑒 = 0.13665 × 𝛾 × 𝑐𝑜𝑠 𝛼 ×  𝜌𝑖𝑐𝑒  × ℎ × 𝐷 × 𝑉2 × 𝐵/𝐿𝑝𝑝 × 𝐶1.5 ×  𝐹𝑟−0.8                  (4) 162 

 163 

where 𝛼 & 𝛾 are ship waterline angle and ship buttock angle ice resistance coefficients that can vary 164 

with the specific ship, 𝜌𝑖𝑐𝑒 is ice density, B is ship beam, h is ice thickness, D is the average ice floe 165 

diameter, V is ship speed, C is the ice concentration and Fr is the Froude number. In reality, ice floes in 166 

a given region are of different dimensions, where h has little variation while D of floes can be notably 167 

different. Thus, it is recommended to input a constant h and calculate an average D for the equation 168 

based on an average Aspect Ratio (AR), i.e. 𝐷 = ℎ ×  𝐴𝑅. Field measurements reported that a generally 169 

applicable average value for AR is 10 for ice floe fields [39]. The density of the ice, 𝜌𝑖𝑐𝑒, can be held 170 

constant at 900 kg/m3.  171 

The threshold between large and small floes in the current ASPM is 𝐶 ×  ℎ = 0.3𝑚, which is based 172 

upon the classification of UK Met Office that when 𝐶 ×  ℎ > 0.3𝑚 first-year ice starts to grow and 173 

ship-induced fracture is expected occur, and when 𝐶 ×  ℎ ≤ 0.3𝑚 ice types are young grey, pancake 174 

and grease floes that do not expect ship-induced fracture [40].  175 

 176 

2.2 Calm-water resistance 177 

The bare hull ship resistance was estimated using the methods presented by Holtrop & Mennen [41,42]. 178 

The Holtrop and Mennen method is widely used and generally seen to provide a good estimate of ship 179 

resistance for a wide range of ship types. This makes it a particularly good choice for an Arctic Ship 180 

Performance Model as the hullforms of ships transiting the Arctic can range from less common 181 

icebreaker forms through high displacement bulk carrier hullforms to fast container ship forms. The 182 

robustness and broad applicability of the Holtrop and Mennen method gives the flexibility to take into 183 

account this range of ship types. 184 
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The method implemented in this work defines resistance as being made up of the following components: 185 

 186 

 187 

where RT is total resistance, RF(1+k1) is viscous resistance, RW is wave-making resistance, RB is the 188 

change in resistance due to the presence of a bulbous bow, RTR is the change in resistance due to the 189 

transom, and RA is the model-ship correlation resistance. In this work, appendage resistance was 190 

considered negligible and so has not been included. The full equations for calculating these various 191 

calm water resistance components are lengthy and are available in [41,42]. 192 

 193 

2.3 Added resistance due to weather 194 

Added resistance due to the environmental conditions is made up of three parts if ice is treated separately. 195 

Added resistance due to wind, added resistance due to waves, and speed loss due to current. The speed 196 

loss due to current excludes any resistance that may be caused by steering to a course or other effects, 197 

but it is proposed that this is a reasonable approximation. 198 

Added resistance in waves is the increase in resistance caused by a ship making headway in a sea state 199 

compare to the resistance at the same speed in calm water. In this instance, it was estimated using the 200 

method presented by Liu and Papanikolaou [43]. The components of the added wave resistance are as 201 

follows: 202 

 203 

 204 

where Rwave is the total added resistance due to waves, RAWM is the resistance due to ship motion effects, 205 

and RAWR is the resistance due to wave reflection effects. 206 

As the original method presented by Liu and Papanikolaou [43] was intended only for head waves, it 207 

has the tendency to over predict the added resistance due to waves for other wave directions. The 208 

following simple correction was applied: 209 

 210 

 211 

where ψ is wave angle, Rwave is uncorrected wave resistance and Rwave corrected is the wave resistance 212 

corrected for wave angle. 213 

                      𝑅𝑇 =  𝑅𝐹(1 + 𝑘1) + 𝑅𝑊 + 𝑅𝐵 + 𝑅𝑇𝑅 + 𝑅𝐴 (5) 

𝑅𝑤𝑎𝑣𝑒 = 𝑅𝐴𝑊𝑀 + 𝑅𝐴𝑊𝑅 (6) 

𝑅𝑤𝑎𝑣𝑒 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 =  𝑅𝑤𝑎𝑣𝑒  𝑐𝑜𝑠2 𝜓 (7) 
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Added resistance due to wind was estimated using a method recommended by the ITTC [44] and first 214 

published by Fujiwara [45] where the full set of equations used are available. 215 

The effects of current were viewed as simply a change in target speed. The speed loss due to current 216 

was calculated as follows: 217 

 218 

 219 

where Vcurrent is the current speed and θcurrent is the current angle. 220 

 221 

2.4 Propulsion 222 

The propulsive efficiency for each speed was calculated as follows. First, the required thrust is found 223 

based on the thrust deduction factor and ship resistance. The operating RPM required to produce this 224 

thrust was then found by searching for the RPM where the required thrust equals the produced thrust. 225 

In this implementation, a Newton method was used to minimise the difference between required and 226 

produced thrust. The RPM at this minimum was taken as the operating RPM for a given speed and set 227 

of environmental conditions. 228 

In order to calculate the thrust, the following methods and formulae were used. Firstly, the thrust 229 

deduction factor was calculated using the approximation from [41]. 230 

 231 

 232 

where B is waterline beam, L is waterline length, T is moulded draft, D is depth, Cp is a prismatic 233 

coefficient, LCB is the longitudinal centre of buoyancy forward of midships, and Cstern is a coefficient 234 

based on the stern shape.  235 

Open water efficiency was found in the standard way using: 236 

 237 

 238 

𝑆𝑝𝑒𝑒𝑑 𝑙𝑜𝑠𝑠 = 𝑉𝑐𝑢𝑟𝑟𝑒𝑛𝑡  × 𝑐𝑜𝑠 (𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡) (8) 

𝑡 =

0.25014 (
𝐵
𝐿)

0.28956

(√𝐵𝑇
𝐷 )

0.2624

(1 − 𝐶𝑝 + 0.0225 𝐿𝐶𝐵)
0.01762 + 0.0015 𝐶𝑠𝑡𝑒𝑟𝑛 

 

(9) 

𝜂𝑂 =
𝐽𝐾𝑇

2𝜋𝐾𝑄
 (10) 
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The KT and KQ values were calculated using the interpolated values for a Wageningen B Series 239 

propeller published by Oosterveld and van Oossanen (1975).  The main equations are below and the 240 

full sets of published coefficients can be found in the original publication. 241 

 242 

 243 

where P/D is the pitch diameter ratio, AE/A0 is the blade area ratio, z is the number of blades, and the 244 

remaining coefficients are given in [46]. 245 

J was calculated in the standard way using: 246 

 247 

 248 

where Va is the advance speed, n is the propeller revolutions per second, and D is the propeller diameter. 249 

 250 

 251 

where LCB is the position of the longitudinal centre of buoyancy forward of 0.5L as a percentage of L, 252 

CP is the prismatic coefficient, and BAR is the propeller blade area ratio. 253 

The wake fraction was found using Taylor’s method, and then the hull efficiency was found using the 254 

previously calculated thrust deduction factor along with this wake fraction.  255 

 256 

 257 

where ηH is the hull efficiency, t is the thrust deduction factor, and wT is the wake fraction. Finally, the 258 

required engine power is found using: 259 

𝐾𝑇 = ∑ 𝐶𝑛(𝐽)𝑆𝑛 (
𝑃

𝐷
)

𝑡𝑛

(
𝐴𝐸

𝐴0
)

𝑢𝑛

(𝑧)𝑣𝑛

39

𝑛=1

 (11) 
 

𝐾𝑄 = ∑ 𝐶𝑛(𝐽)𝑆𝑛 (
𝑃

𝐷
)

𝑡𝑛

(
𝐴𝐸

𝐴0
)

𝑢𝑛

(𝑧)𝑣𝑛

47

𝑛=1

 
(12) 

𝐽 =
𝑉𝑎

𝑛𝐷
 (13) 

𝜂𝑅 = 0.9922 − 0.05908(𝐵𝐴𝑅) + 0.07424(𝐶𝑝 − 0.0225𝐿𝐶𝐵)   (14) 

𝑤𝑇 = 0.5 𝐶𝐵 − 0.05     (15) 

𝜂𝐻 =
1 − 𝑡

1 − 𝑤𝑇
 (16) 

𝑃𝑅 =  𝑉 ∙ 𝑅𝑇 ∙ 𝜂𝑅𝜂𝐻𝜂𝑂 (17) 
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 260 

where the efficiencies are as previously defined, PR is the required engine power, RT is the total 261 

resistance as previously defined, and V is the ship speed. 262 

 263 

2.5 Fuel consumption 264 

Fuel consumption was calculated based on the procedure laid out in the MAN B&W Principles of Ship 265 

Propulsion Guide [47]. With this method, fuel consumption is calculated based on the engine 266 

manufacturer’s data. These provide specific fuel consumption results for different loading conditions 267 

as shown in Table 1. 268 

 269 

Table 1: Engine loading conditions and the corresponding fuel consumption results. 270 

Engine speed 124 rpm 95 rpm 

Full load, rating point R1 R2 R3 R4 

Output (kW) 10470 7980 8040 6120 

Brake specific fuel consumption (g/kWh) 168.8 162.8 168.8 162.8 

 271 

3. Implementation in MATLAB  272 

The ASPM was integrated into MATLAB. To improve the speed of the ship performance prediction, a 273 

response surface representation of the ASPM was used. These response surfaces were trained on outputs 274 

from the ASPM as is further detailed in Section 3.2. Although there is a tradeoff made by using a 275 

response surface model rather than direct calculation of the ship performance, it is proposed that the 276 

loss of accuracy is minimal and appropriate for the case study under consideration; it is also proposed 277 

that the benefit of a speedup in calculation time justifies the use of a response surface in this case. 278 

 279 

3.1 Response surface modelling 280 

The ASPM can be run for a specific ship and its voyage condition to obtain a response surface. The 281 

response surface consists of results from numerous data points, i.e. using discrete data to form a 282 

continuous range. Within the intended response surface range, the data points are randomly generated 283 

until a reliable response surface is established that also covers the data points that are not trained. 284 

As a demonstration of this study, two response surfaces were trained. The inputs for response surface 1 285 

are ship target speed, wind speed, wind direction, significant wave height, wave direction, current speed, 286 
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current direction, ice concentration, and ice thickness. The output for this response surface is required 287 

engine power. For response surface 2, the input is engine power, and the output is fuel consumption. 288 

The reason for splitting the response surface model into two was first and foremost to allow for the 289 

maximum achievable speed to be searched for if the required power for a given target speed is higher 290 

than the installed power. 291 

 292 

3.2 Regression model training and selection 293 

The calculation methods outlined in Section 2 were implemented and a set of training data was 294 

generated by creating 2000 random samples using uniformly distributed random values as input for the 295 

operational parameters covering the full range present in the input matrix X for this case study. The 296 

data was then loaded into MATLAB and several different regression methods were tested using the 297 

MATLAB Regression Learner App. Validation of the models was performed using cross-validation 298 

with ten folds. The route’s mean squared error was used as the metric to judge the quality of each 299 

regression method. The results of this study are shown in Table 2 and Table 3 with the results for the 300 

selected models highlighted in green. It should be noted that the prediction speed is for comparison 301 

purposes only and the response surface models will run at different speeds on different computers.  302 

 303 

Table 2: Results from regression model comparison for response surface 1 304 

Group Model Route mean 

squared error 

(kW) 

R-

squared 

Mean 

squared 

error 

(kW2) 

Mean 

absolute 

error 

(kW) 

Prediction 

speed (obs/sec) 

Linear 

regression 

Linear 10115 0.76 1.0231e+08 8286.3 140000 

Interactions 

linear 

10097 0.76 1.0195e+08 8284.9 110000 

Robust linear 10748 0.73 1.1552e+08 7676 140000 

Stepwise linear 10098 0.76 1.0196e+08 8288.1 130000 

Tree Fine tree 548.84 1.00 3.0123e+05 368.1 210000 

Medium tree 725.33 1.00 5.2611e+05 462.51 280000 

Coarse tree 1211.8 1.00 1.4685e+06 766.41 310000 

Support 

Vector 

Machine 

(SVM) 

Linear SVM 11511 0.69 1.325e+08 7550.3 73000 

Quadratic SVM 4080.7 0.96 1.6652e+07 2871.3 110000 

Cubic SVM 1207.1 1.00 1.4571e+06 1080.3 210000 

Fine Gaussian 

SVM 

4151.1 0.96 1.7232e+07 2450 85000 

Medium 

Gaussian SVM 

1417.5 1.00 2.0093e+06 1057.4 160000 

Coarse Gaussian 

SVM 

5032.9 0.94 2.533e+07 2988.3 74000 

Ensemble Boosted trees 1402.3 1.00 1.9665e+06 907.7 47000 

Bagged trees 1388.1 1.00 1.9269e+06 673.54 29000 
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Gaussian 

process 

regression 

(GPR) 

Squared 

exponential GPR 

173.33 1.00 30043 103.26 24000 

Exponential GPR 522.69 1.00 2.732e+05 216.38 18000 

Rational 

quadratic GPR 

172.95 1.00 29910 102.51 13000 

  305 

Table 3: Results for regression model comparison for response surface 2 306 

Group Model Route mean 

squared 

error 

(tonnes/day) 

R-

squared 

Mean squared 

error 

([tonnes/day]2) 

Mean 

absolute 

error 

(tonnes/day) 

Prediction 

speed 

(obs/sec) 

Linear 

regression 

Linear 0.76224 1.00 0.58101 0.50636 170000 

Interactions linear 0.76224 1.00 0.58101 0.50636 170000 

Robust linear 0.9289 1.00 0.86286 0.45113 180000 

Stepwise linear 0.76224 1.00 0.58101 0.50636 170000 

Tree Fine tree 0.38834 1.00 0.15081 0.28712 340000 

Medium tree 0.39638 1.00 0.15712 0.29025 330000 

Coarse tree 0.88971 1.00 0.79159 0.53006 380000 

Support 

Vector 

Machine 

(SVM) 

Linear SVM 5.0949 0.99 25.958 4.6283 320000 

Quadratic SVM 5.2188 0.99 27.236 4.7815 310000 

Cubic SVM 8.1926 0.98 67.118 6.6501 310000 

Fine Gaussian 

SVM 

5.6972 0.99 32.458 5.3492 320000 

Medium Gaussian 

SVM 

4.5653 0.99 20.842 3.9541 260000 

Coarse Gaussian 

SVM 

4.2216 1.00 17.822 3.4301 300000 

Ensemble Boosted trees 3.6298 1.00 13.175 2.5934 53000 

Bagged trees 0.16401 1.00 0.0269 0.11823 42000 

Gaussian 

process 

regression 

(GPR) 

Squared 

exponential GPR 

0.030135 1.00 0.00090811 0.023335 27000 

Exponential GPR 0.0025498 1.00 6.5016e-06 0.00034901 19000 

Rational quadratic 

GPR 

0.022476 1.00 0.00050517 0.016434 14000 

 307 

The results show that prediction speed is good for both response surfaces (Tables 2 and 3), with none 308 

of the modelling methods performing poorly in this regard, although there is an apparent tradeoff 309 

between prediction error and speed. The mean absolute error for response surface 1 (Table 2) ranges 310 

from 8288.1 kW to 102.51 kW, the upper end of this range is unacceptably high given the MCR of the 311 

engine is 10470 kW, but the lower end is acceptable for this work, representing 0.98% of the MCR. 312 

The mean absolute error for response surface 2 (Table 3) ranges from 6.6501 to 0.00349 tonnes/day. 313 

The fuel consumption is usually around 0.8 tonnes/hour (as will be shown in the full-scale measurement 314 

of the next section, Figure 8), making the lower end of this range of errors very acceptable, however, 315 

the higher end of this range would represent over eight hours of normal fuel consumption, which is an 316 



14 
 

unacceptably high error.  In order to make sure the high-error region does not cover a normal operation 317 

condition, the following analyses are made: 318 

Based on the results of the regression model comparison, the two models selected were the rational 319 

quadratic Gaussian process regression for the model predicting required power (response surface 1), 320 

and the exponential Gaussian process model for the prediction of fuel consumption from power 321 

(response surface 2). This selection was based on the route mean squared error (RMSE) values. 322 

The residuals for response surface 1 presented in Figure 5 show a higher error for predicted power at 323 

high speeds. As these high speeds were not achieved for this case study, this is not of great concern. 324 

The speeds of greatest interest are 11-13.5 knots, and at these speeds the error is only a small proportion 325 

of the actual target power. This level of error has little effect on the fuel consumption prediction. It is 326 

likely this higher error at high speeds is due to fewer training data points in this region. The density of 327 

points in the training data is much greater at lower engine power resulting in a better model fit where 328 

there is a high density of training data.  329 

The residuals for response surface 2, shown in Figure 6, report the greatest error as engine power 330 

approaches zero. For a regression method that is used here, the mathematical function normally 331 

multiplies different parameters together, with coefficients and exponents added for each. Therefore, 332 

when the achieved power is almost zero, the output of the function approaches zero (shows as 333 

excessively small). Whilst keeping the function accurate for the whole intentional range, normally there 334 

is no need to correct these nearly zero points, as they are also not a realistic operation condition. 335 

 336 

 337 

Figure 5: Residuals plot for the speed to power Rational Quadratic Gaussian Process model response 338 

surface 339 
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 340 

 341 

Figure 6: Residuals plot for the power to fuel consumption Exponential Gaussian Process model 342 

response surface 343 

 344 

4. Validation 345 

4.1 Case study vessel and voyage 346 

The case study ship used in this work is an in-service Arctic cargo ship. The reason for using this case 347 

study ship was to compare the model results with full-scale measurements for a voyage along the NSR. 348 

The voyage was carried out between 25/07/2018 19:00 to 14/08/2018 13:00, from Port Shanghai in 349 

China to Port Gothenburg in Sweden. The collected data include ship speed, GPS location, encountered 350 

wind and fuel consumption. Other encountered environmental parameters such as ocean current, water 351 

temperature, and bathymetry were not recorded onboard, while they were found in the weather record 352 

database by selecting the corresponding time and locations. Specifically, Metocean data for ocean 353 

current and water temperature are from the Copernicus Marine Environment Monitoring Service 354 

(CMEMS), while bathymetry data are obtained from the International Bathymetric Chart of the Arctic 355 

ocean (IBCAO). Sea ice data are from the satellite record of the UK Met Office. Figure 7 shows the 356 

encountered wave and sea ice conditions. 357 

 358 
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 359 

Figure 7: The encountered significant wave height and the Equivalent ice thickness 360 

 361 

This particular voyage was replicated using the ASPM, where the above data were inputted, together 362 

with particulars of the in-service Arctic cargo ship. The ship particulars are: overall shiplength 190 m, 363 

midship breadth 28.5 m, midship depth 15.8 m, scantling draft 11.0 m, deadweight 37124.8 tonnes, and 364 

FSICR Ice Class 1A. The propulsion system uses the engine type WinGD 6RT-flex50-D, which has a 365 

Maximum Continuous Rating (CSR) 10,470kW * 124 r/min and Continuous Synopsis Record = 65% 366 

MCR. The designed service speed of the ship is 14.8 knots. 367 

  368 

4.2 Comparison of fuel consumption 369 

The ASPM was used to calculate the fuel consumption of every data point as per the introduced voyage. 370 

Figure 8 presents the fuel consumption comparison between the ASPM and the measurement. It is seen 371 

that the prediction of ASPM agrees reasonably well with the measurement, with changes in fuel 372 

consumption due to weather and sea ice conditions corresponding well. From Figure 8, it is seen that 373 

the fuel consumption increases sharply when ice is encountered, which confirms that the ice resistance 374 

dominates in the total ship resistance even though the ice fields are not consolidated. Noting that the 375 

fuel consumption dramatically declined before the vessel entered the Arctic waters, this was 376 

nevertheless due to the voluntary speed reduction of the ship crew, which is a common practice.   377 

The certain deviation of fuel consumption could be due to several reasons. Firstly, the ship performance 378 

model is based on the methods presented by Holtrop and Mennen [41] which were derived from 379 

performance data of ships in the 1980s. Ship design has moved on since then, and energy efficiency has 380 

become a greater focus for naval architects, resulting in different performance profiles in contemporary 381 

vessels. Secondly, there are several assumptions around the propeller type, the ASPM assumed a 382 

Wageningen B Series, which may be less efficient than the installed propeller. Thirdly, the model was 383 

run at constant target speeds on dedicated legs, which was to try and reconcile the fact that the model 384 

implements a constant target speed and the actual vessel is operated at a constant RPM, but this may 385 

have introduced additional errors. Despite these discrepancies, the overall agreement of fuel 386 
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consumption prediction can justify that the selected theories in the ASPM are reasonable, they have 387 

been correctly implemented in the code, and the response surface was built effectively via the Machine 388 

Learning functions. 389 

 390 

 391 

Figure 8: Comparison of fuel consumption between predicted by ASPM and measured during the 392 

actual journey 393 

 394 
5. Conclusions 395 

This work has presented a ship performance model for use in the context of Arctic shipping which 396 

makes use of classical naval architecture methods alongside a novel ice resistance prediction algorithm. 397 

The integration of these methods into a coherent Arctic Ship Performance Model, and subsequently 398 

validation against full-scale measurement has demonstrated that the model performs well for predicting 399 

fuel consumption for a completed journey of an Arctic specific vessel via the Northern Sea Route.  400 

By combining the classical naval architecture methods with machine learning tools and techniques for 401 

building response surfaces such as those provided by MATLAB, it has been shown that the development 402 

process can be sped up and result in faster more performant response surfaces. These response surfaces 403 

are well suited for integration into a wide range of tools to support decision making for both ship design 404 

and operations. 405 

There are still some limitations in the ASPM as discussed. Corresponding future work includes updating 406 

some old naval architecture approaches to better fit modern hull forms, improvement of the ice 407 

resistance model for different ice conditions, further validation using data from future voyages where a 408 

broader variety of ice conditions were encountered, and finally, releasing as much of the code as 409 

possible as an open-source package. 410 

 411 

 412 

 413 
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