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In brief
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SUMMARY
Animals can choose to act upon, or to ignore, sensory stimuli, depending on circumstance and prior knowledge. This flexibility is thought to depend on neural inhibition, through suppression of inappropriate and disinhibition of appropriate actions. Here, we identified the ventral lateral geniculate nucleus (vLGN), an inhibitory prethalamic area, as a critical node for control of visually evoked defensive responses in mice. The activity of vLGN projections to the medial superior colliculus (mSC) is modulated by previous experience of threatening stimuli, tracks the perceived threat level in the environment, and is low prior to escape from a visual threat. Optogenetic stimulation of the vLGN abolishes escape responses, and suppressing its activity lowers the threshold for escape and increases risk-avoidance behavior. The vLGN most strongly affects visual threat responses, potentially via modality-specific inhibition of mSC circuits. Thus, inhibitory vLGN circuits control defensive behavior, depending on an animal’s prior experience and its anticipation of danger in the environment.

INTRODUCTION
Instinctive defensive behaviors are vital for survival because they enable fast reactions to environmental threats, such as escape from an approaching predator (Blanchard et al., 1990; Fotowat and Gabbiani, 2011; Yilmaz and Meister, 2013; Peek and Card, 2016; Branco and Redgrave, 2020). However, these instinctive responses are surprisingly flexible and can be adapted or suppressed depending on environmental demands, the animal’s state, and prior knowledge (Evans et al., 2019). How such flexible control of behavior is implemented in the brain is not well understood. Neural inhibition is thought to have an important role in suppressing inappropriate actions and in enabling the selection and initiation of appropriate responses through disinhibition. Although previous work has largely focused on inhibitory pathways in the basal ganglia (Mink, 1996; Nelson and Kreitzer, 2014), recent evidence suggests that inhibitory structures in the prethalamus, such as the zona incerta (ZI), could assert more direct control over responses to environmental stimuli (Chou et al., 2018; Zhao et al., 2019; Wang et al., 2019; Venkataraman et al., 2019; Hormigo et al., 2020; Ahmadlou et al., 2021).

Vision is crucial for detecting approaching environmental threats. For instance, rapidly expanding dark overhead (“looming”) spots that mimic aerial predators are innately threatening and trigger fast, defensive responses in a large variety of animals, including rodents and primates (Schiff et al., 1962; Fotowat and Gabbiani, 2011; Yilmaz and Meister, 2013; Temizer et al., 2015; De Franceschi et al., 2016; Evans et al., 2018; Shang et al., 2018; Branco and Redgrave, 2020). Key neuronal circuits underlying such visually evoked defensive behavior have been localized to the midbrain (Wei et al., 2015; Dunn et al., 2016; Evans et al., 2018; Shang et al., 2018; Branco and Redgrave, 2020). However, it is unclear how these circuits are regulated to enable flexible control of defensive behavior.

The ventral lateral geniculate nucleus (vLGN)—or pregeniculate nucleus in primates—resides ventral to the better-known thalamic dorsal LGN in rodents. The vLGN is a prethalamic nucleus that contains a large fraction of GABAergic neurons and receives prominent projections from the retina and visual cortex (Harrington, 1997; Livinston and Fedder, 2003), leaving its function unresolved. However, prominent vLGN projections to several brain regions that are crucial for the execution of instinctive defensive reactions, in particular, the superior colliculus (SC) and periaqueuctal gray (PAG) in the midbrain (Oh et al., 2014; Evans et al., 2018; Branco and Redgrave, 2020; Lefler et al., 2020), point to a role of this nucleus in regulating visually evoked, defensive behavior.
Figure 1. Activity of vLGN axons in mSC reflects previous experience of threat

(A) Example images of tdTomato expression in VGAT+ neurons in the vLGN (red), combined with NeuN staining (cyan). Images on the right are from the inset in the left image, showing only NeuN staining (top), tdTomato expression (middle), and both combined (bottom). Arrows indicate examples of NeuN+ neurons.

(B) Left, expression of EYFP in the vLGN after injection of AAV-flex-EYFP in VGAT-Cre mice. Right, GABAergic vLGN axons in the SC and PAG. APN, anterior pretectal nucleus; dLGN, dorsal lateral geniculate nucleus; IGL, intergeniculate leaflet; PAG, periaqueductal gray; SC, superior colliculus; vLGN, ventral lateral geniculate nucleus; ZI, zona incerta. SC layers: sg, superficial gray layer; op, optical layer; ig, intermediate gray layer; iw, intermediate white layer; dg, deep gray layer.

(C) Left, mean connection probability between GABAergic vLGN axons and cells in the medial SC (mSC), observed using ChR2-assisted circuit mapping in vitro. Error bars represent standard errors of the mean (SEM) across mice. Right, median inhibitory conductance in mSC cells in response to stimulation of GABAergic vLGN axons. Error bars represent the interquartile range (IQR) across mice. Grey dots represent data from single animals; n = 8 mice, 81 cells.

(legend continued on next page)
We, therefore, tested the influence of the vLGN over instinctive defensive reactions and found that it exerts strong, bidirectional control over escape responses to visual threat. The activity of GABAergic vLGN axons in the SC reflects the animal’s experience and its anticipation of environmental threat. We showed that high activity in vLGN GABAergic neurons prevents escape, whereas low activity increases risk-avoidance behavior and promotes escape responses. The vLGN has a stronger effect on responses to visual, than to auditory, threats, and we find that this modality-specific effect on behavior is likely supported by a prominent, modality-specific influence of the vLGN on medial SC (mSC) circuits. Our data indicate that the vLGN regulates defensive behavior depending on the animal’s experience and assessment of the environment.

RESULTS

vLGN is an inhibitory prethalamic nucleus prominently innervating the mSC

The vLGN is a retinorecipient nucleus in the prethalamus that has been reported to contain a substantial fraction of GABAergic neurons (Harrington, 1997; Monavarfeshani et al., 2017; Langel et al., 2018; Nakagawa, 2019; Sabbagh et al., 2020). We quantified the proportion of GABAergic neurons within vLGN using VGAT::tdTomato mice and found that 85.1% ± 4.0% of vLGN neurons are GABAergic (Figures 1A, S1A, and S1B). To determine the projection targets of GABAergic vLGN neurons, we injected adeno-associated virus (AAV) encoding Cre-dependent EYFP into the vLGN of VGAT-Cre mice. VGAT+ neurons in vLGN project to various regions, including the pretectum, the thalamic lateral posterior nucleus, and motor nuclei in the mid- and hindbrain (Figures S1C–S1F). Notably, the vLGN sends prominent GABAergic projections to all layers of mSC (Figure 1B). Whole-cell recordings of SC neurons in acute brain slices during optogenetic activation of GABAergic vLGN axons showed increased activity with inhibitory synaptic connections with a large proportion of excitatory and inhibitory neurons throughout the mSC (Figures 1C and S2). Given this dense connectivity, we set out to determine what information the vLGN conveys to mSC.

Activity of vLGN axons in mSC is low before escape from visual threat

To characterize the activity of vLGN inputs to mSC, we recorded GCaMP6f calcium signals of GABAergic vLGN axons in mSC using fiber photometry in freely-moving animals (Chen et al., 2013; Cui et al., 2013; Shang et al., 2018; Akam and Walton, 2019) (Figures 1D–1L and S3A). First, we measured visual responses of vLGN axons by presenting full-field light stimuli of different luminance levels on a screen above freely moving mice. vLGN axons in mSC showed, on average, a slight increase in activity with increasing levels of luminance (Figures 1E and 1F). The vLGN, thus, conveys visual information to mSC; however, these visually evoked signals were much weaker than the average responses of vLGN neurons to the same stimuli, as measured with a fiber above the vLGN (Figures S3B and S3C). The mSC has been shown to be crucial for instinctive defensive reactions to visual threat (Wei et al., 2015; Evans et al., 2018; Shang et al., 2018; Branco and Redgrave, 2020). Therefore, we next characterized activity of vLGN axons in mSC when mice were exposed to innately aversive visual stimuli (Yilmaz and Meister, 2013; Branco and Redgrave, 2020). We placed mice in an arena with a shelter and, after a 30-min period of initial exploration, exposed them to overhead dark, expanding “looming” spots, presented only in a “threat” zone, located 40 cm from the shelter (Figure 1G) (Evans et al., 2018). Three consecutive high-contrast looming spots in a 3-s period reliably triggered a directed escape to the shelter (mean escape probability 97.8% ± 2.22%; Video S1; see also Figures 3 and 5). In individual escape trials, the activity of vLGN axons in mSC showed clear signals related to the threat-evoked escape (Figure 1H). Activity was low immediately before the looming stimulus and sharply increased after its onset (Figures 1H and 1I). Because decreases in luminance reduced activity of vLGN axons (Figures 1E and 1F), this sharp rise in activity was likely not evoked by the dark, looming stimulus but, instead, related to the mouse’s escape. Indeed, upon separate analysis of trials in which mice initiated an escape...
within or later than 0.5 s after stimulus onset (Figure S3D), the increase in vLGN activity was shifted in time in late-escape trials and was tightly coupled to escape initiation, rather than stimulus onset (Figures 1I and S3E). Moreover, it was absent when mice did not escape in response to the looming stimulus (Figure 1J). The escape-related rise in activity was not caused by increased locomotion and could only to a small extent be explained by head-rotation movements (Figures S3F–S3I). A large part of the activity increase after escape onset can, however, be accounted for by signals related to entry into the shelter (Figure S4H; see also Figure 1L and below for detailed explanation).

Notably, vLGN axon activity consistently decreased in the few seconds before the appearance of the looming stimulus and reached a minimum at the time of escape initiation. This reduction in activity was apparent in single trials as well as in the average trace (Figures 1H and 1I). vLGN axon activity was similarly low before escapes not triggered by a looming stimulus, at times when animals fled back to the shelter spontaneously (Figure 1). Escape-preceding decreases in activity could not be explained by changes in locomotion or head-rotation speed (Figures S3J and S3K). These results suggest that a decrease in vLGN activity may promote escape. To ascertain whether increased activity could, therefore, be indicative of a failure to escape, we compared trials in which mice escaped to the looming stimulus with trials in which they did not escape to the same stimulus (non-escape trials occurred toward the end of a recording session after repeated exposure to the looming stimulus; see below). vLGN axon activity just before stimulus onset was significantly greater in trials in which mice did not escape (Figure 1J; p = 1.84 × 10⁻³, paired t test). These data suggest that the elevated activity of vLGN projections in mSC may be related to the absence of escape responses. Moreover, the modulation of the vLGN axon activity before the visual threat stimulus, as well as before spontaneous escape bouts in the absence of threatening stimuli, suggests that vLGN axons convey a non-visual signal to the mSC that may be related to the behavioral state of the animal. To further explore that hypothesis, we investigated how escape responses and vLGN calcium signals change in different behavioral contexts.

**Activity of vLGN axons in mSC is modulated by experience of threat**

Previous experience of threatening stimuli can alter the general state of the animal, as well as its response to threats (Evans et al., 2019). After exposure to high-contrast looming stimuli, mice showed signs of increased anxiety when exploring the arena: they spent more time in the shelter and were more likely to abort approaches into the threat zone and to spontaneously flee back to the shelter (Figures S4B–S4C). Conversely, after repeated exposure to a series of low-contrast looming stimuli that have been shown to have low threat saliency and often do not trigger an escape (Figure S4A; Evans et al., 2018), mice showed signs of habituation: they were less likely to escape from subsequent looming stimuli, showed longer escape latencies, had fewer spontaneous escapes, and spent less time in the shelter (Figures S4A–S4F). The activity of vLGN axons in mSC reflected these changes in behavior. After mice had experienced a high-contrast looming stimulus in the threat zone, average vLGN axon activity during exploration of the arena was significantly reduced compared with that of naive animals that had not yet experienced a threatening stimulus (Figure 1K; p = 0.0130, Dunn’s multiple comparison test). In contrast, when mice started to habituate to looming stimuli after repeated exposure to low-contrast looming stimuli, vLGN axon activity in the arena increased, on average, to levels comparable with those observed in naive animals (Figures 1K and 1L; experienced-habituated: p = 8.31 × 10⁻², naive-habituated: p = 0.983, Dunn’s multiple comparison test). vLGN signals in mSC were thus strongly modulated by the animal’s previous experience of threat. We observed similar changes in vLGN axon activity after mice were exposed to auditory threat stimuli (Figure S4G), indicating that this experience-dependent modulation of vLGN signals to the mSC is independent of threat modality.

Moreover, vLGN axon activity was related to the level of danger anticipated by the animal: in all behavioral conditions, activity was by far greatest when mice were in the shelter (Figures 1L and S4H), a safe place to which animals regularly returned, even in the absence of imminent threat. Further, calcium activity was correlated with the mouse’s distance to the shelter (p = 7.24 × 10⁻⁴, R² = 0.736, linear regression model) and was lowest in the threat zone in mice that were previously exposed to high-contrast looming in that area (Figure 1L). This experience- and location-dependent modulation of vLGN axon signals fully explains the low activity around the time the looming stimulus is encountered in the threat zone (Figures 1H and 1I) and the higher level of activity at the same time point in habituated animals that did not escape (Figure 1J). Interestingly, experience-dependent changes in activity were absent in the average GABAergic population within the vLGN itself, which seemed to mainly signal luminance changes in the environment (for instance between the shelter and the arena; Figure S4I). These results indicate that, specifically, the activity of vLGN projections to the mSC reflects an animal’s level of anxiety given its experience. However, these experiments could not establish whether vLGN activity is causally related to such state-dependent modulation of behavior. Accordingly, we next manipulated activity of GABAergic vLGN neurons during paradigms traditionally used to assess anxiety-related behavior in mice: the open field test and the elevated plus maze.

**vLGN suppression increases risk-avoidance behavior**

Rodents show a strong aversion to open, exposed spaces. Therefore, the amount of time mice spend in the center of the open field, away from the walls, or in the open, unsheltered arms of the elevated plus maze, is used to measure their level of anxiety (Crawley, 1985; Pellow et al., 1985). We bilaterally expressed hM4Di in vLGN GABAergic neurons via AAV injections (Armbruster et al., 2007; Krashes et al., 2011) (Figures 2A and S5A). Neuronal activity and synaptic transmission of hM4Di-expressing neurons can be suppressed by the agonist clozapine N-oxide (CNO; Roth, 2016). After systemic injections of CNO (5 mg kg⁻¹ intraperitoneal [i.p.]), mice spent significantly less time in the center of the open-field arena than did animals injected with saline (Figures 2A and 2B; mean time in center, saline: 17.0% ± 2.54%, CNO: 6.55% ± 1.03%, p = 6.75 × 10⁻³, independent two-sample t test). Similarly, mice expressing hM4Di in...
vLGN GABAergic neurons entered the open arm of the elevated plus maze less frequently and spent less time there after CNO injection (Figures 2C–2E; mean time in open arm, saline: 10.5% ± 10.4%, CNO: 4.47% ± 1.00%, p = 3.71, independent two-sample t test). Thus, suppression of vLGN inhibitory activity increases anxiety-related risk-avoidance behavior and suppresses exploration of exposed environments. Next, we wanted to test how vLGN activity affects animals’ responses to imminent threats.

**vLGN bidirectionally controls escape from imminent visual threat**

We observed a robust difference in vLGN axon activity at the time at which mice decided whether to escape from a looming stimulus or not (Figure 1J). This suggests that vLGN may regulate the behavioral response to this innately threatening stimulus by preventing escape responses when activity of vLGN inhibitory neurons is high, whereas a decrease in vLGN activity may be necessary to initiate a response to threat. To test that hypothesis, we manipulated vLGN activity during looming-evoked escape behavior (Figure 3). Control mice reliably escape to the shelter in response to a high-contrast looming stimulus (see Figures 3I and 3L; Video S1), whereas lower-contrast looming spots have lower threat saliency (Evans et al., 2018) and evoke escapes with decreased likelihood (Figures 3C, 3H, and 3I; Video S2). Upon suppression of hM4Di-expressing vLGN GABAergic neurons after systemic CNO injection (Figure 3B), mice became much more likely to escape even to low-contrast looming stimuli (Figure 3C; mean escape probability, saline: 37.3% ± 9.56%, CNO: 81.9% ± 10.4%, p = 0.0107, independent two-sample t test). Moreover, they spent more time in the shelter and showed more spontaneous escapes (Figures 3D and 3E), confirming a heightened anxiety-like state during suppression of vLGN activity. CNO injections in control animals without hM4Di expression had no effect on escape behavior (Figures S6A–S6C).

To test whether a transient decrease in vLGN activity is sufficient to increase escape probability, we next expressed the soma-targeted inhibitory opsin stGTACR2 (Mahn et al., 2018) in vLGN GABAergic neurons (Figure 3F). Indeed, bilateral optogenetic inhibition of vLGN neurons during the threat stimulus significantly increased escape probability to low-contrast looming stimuli (Figures 3G and 3H; median escape probability control: 22.7% [range, 9.09%–28.6%], laser: 52.1% [range, 44.4%–75%], p = 1.95 × 10⁻³, Wilcoxon signed-rank test; Video S3), thus shifting the psychometric response curve (Figure 3I). Because suppressing GABAergic cells in the vLGN enhanced escape responses, we next tested whether activation of those neurons would have the opposite effect on behavior. When we bilaterally activated vLGN GABAergic neurons during presentation of the looming stimulus using ChR2 (Figures 3J and S6D), the defensive response to the stimulus was completely blocked. Mice never escaped to the shelter (Figures 3K and 3L; median escape probability control: 100% [range, 83.3%–100%], laser: 0% [range, 0%–0%], p = 7.81 × 10⁻³, Wilcoxon signed-rank test; Video S4), and they did not show other apparent defensive reactions, such as freezing in response to high-contrast looming stimuli (Figures 3M and S6E). Activation of vLGN neurons also fully prevented escape when applied after the onset of the stimulus but before the initiation of an escape (Figure 3N). In contrast, vLGN activation was much less effective in altering the animals’ behavior when applied after they had already initiated an escape (Figure 3N). Laser stimulation alone did not affect escape behavior when optogenetic constructs were not expressed in the vLGN, excluding potential light-induced artifacts (Figures S6F and S6G). Together, these results show that the vLGN exerts strong bidirectional control over instinctive escape behavior. As predicted from the signals in vLGN axons (Figure 1), high vLGN activity prevents escape, whereas low activity promotes escape responses.

**Activating the vLGN reduces activity in mSC**

Neuronal circuits in mSC integrate threat evidence and are crucial for the initiation of escape responses (Evans et al., 2018; Shang et al., 2018; Branco and Redgrave, 2020). Moreover, the vLGN sends prominent projections to mSC that convey threat-related signals (Figure 1). To determine how vLGN activity affects neurons in mSC, we optogenetically activated GABAergic vLGN neurons expressing ChR2 and recorded action potential firing of mSC neurons with Neuropixels probes in awake, head-fixed animals (Jun et al., 2017; Figures 4A and S7A). Activation of
Figure 3. vLGN bidirectionally controls escape from imminent visual threat

(A) Experimental schematic.

(B) Experimental approach: bilateral expression of hM4Di in vLGN of VGAT-Cre mice for inhibition of GABAergic vLGN neurons.

(C) Mean escape probability in response to looming stimuli of different contrasts for systemic CNO- (blue, n = 6 mice) and saline-injected (black, n = 12 mice) animals. Pale dots represent data from single animals here and in all following plots.

(D) Median relative time spent in the shelter after exposure to the first looming stimulus for CNO- (blue, n = 6 mice) and saline-injected (black, n = 12 mice) animals. Error bars represent IQR across mice. *p = 3.23 × 10⁻³, Wilcoxon rank-sum test.

(E) Median spontaneous escape probability after exposure to the first looming stimulus for CNO- (blue, n = 6 mice) or saline-injected (black, n = 12 mice) animals. Error bars represent IQR across mice. **p = 0.0102, Wilcoxon rank-sum test.

(F) Schematic of the experimental approach: bilateral optogenetic inhibition of GABAergic vLGN neurons during looming stimulus presentation after expression of stGtACR2.

(G) Single trials of low-contrast (30%–40%) looming stimulus presentation in control trials (left, no laser) and with optogenetic inhibition of vLGN (right, laser), showing the mouse’s distance from the shelter (shelter position, −10 to 0 cm) over time, aligned to stimulus onset (white dashed line) in two example mice. Gray and blue lines on top indicate timing and duration of looming stimuli and laser stimulation, respectively. Trials are in chronological order.

(H) Median escape probability in response to low-contrast looming stimuli in control trials (black) and bilateral vLGN inhibition trials (blue); n = 10 mice. Error bars represent IQR across mice. **p = 1.95 × 10⁻³, Wilcoxon signed-rank test.

(I) Mean escape probability as a function of looming-stimulus contrast in control trials (black) and bilateral vLGN inhibition trials (blue); n = 10 mice. Shading shows 95% confidence interval of the logistic regression of escape probability across mice.

(J) Schematic of the experimental approach: bilateral optogenetic stimulation of GABAergic vLGN neurons during looming-stimulus presentation after expression of ChR2.

(K) Similar to (G), but showing behavior during single trials of high-contrast looming stimulus (99%) presentation in control trials (left) and in trials with optogenetic ChR2 stimulation (right).

(L) Median escape probability in response to high-contrast looming stimuli in control trials (black) and bilateral vLGN stimulation trials (red); n = 8 mice. Error bars represent IQR across mice. **p = 7.81 × 10⁻³, Wilcoxon signed-rank test.

(legend continued on next page)
GABAergic vLGN neurons suppressed responses in the mSC to looming stimuli of all contrasts (Figures 4B–4E). This effect was particularly strong in the intermediate and deep layers of the mSC (Figure 4F), which have been shown to be crucial for mediating looming-evoked escape responses (Evans et al., 2018). Many neurons in these layers responded to visual stimuli, including looming spots or drifting gratings, whereas other neurons either showed responses only to auditory stimuli or were not responsive to any of the sensory stimuli presented (Figures S7B and S7C). Interestingly, the vLGN did not influence those neurons equally, but showed specificity in its effect on the mSC: although vLGN activation suppressed activity of visually responsive neurons (median suppression of spike rate = 25.2%; 52.4% of units significantly suppressed by laser), neurons that did not respond to visual stimuli were, on average, not affected by vLGN stimulation (Figure 4G; median suppression of spike rate = 2.53%; 20.4% of units significantly suppressed by laser). The subset of neurons that specifically responded to visual, but not auditory, stimuli were most strongly suppressed by vLGN stimulation (median suppression of spike rate = 36.1%; 53.2% of units significantly suppressed by laser), whereas neurons responding only to auditory stimuli showed, on average, no effect (Figure 4H; median suppression of spike rate = −5.58%, 14.3% of units significantly suppressed by laser). The inhibitory influence of the vLGN on the intermediate and deep layers of the mSC is, thus, modality specific, suggesting that that pathway may specifically regulate defensive responses to visual, but not auditory threat.

**Activating vLGN axons in mSC reduces escape from visual threat**

To test whether vLGN neurons projecting to the mSC preferentially control visually evoked escape, we optogenetically activated GABAergic vLGN axons expressing ChR2 within the mSC (Figure 5A). Notably, laser stimulation was performed, with a single fiber placed over the midline between the SC hemispheres, covering only a small part of the SC (Figure S8A). Nevertheless, activating vLGN axons in the mSC strongly reduced the escape probability to looming stimuli (Figures 5A–5C; mean escape probability, intermediate contrast, control: 70.8% ± 6.57%, laser: 29.6% ± 4.23%, p = 9.60 × 10−4, paired t test) and consistently shifted the psychometric response curve, rendering mice less reactive to visual threat stimuli of different contrasts (Figure 5C).

To assess whether the influence of vLGN projections to the mSC on escape behavior is modality specific, we exposed the same mice to high-frequency sounds in the threat zone (Figure 5D), similar to those presented during single-unit recordings in the mSC (Figure 4H). Loud sounds very reliably trigger escape to a shelter in mice, similar to high-contrast looming stimuli (Evans et al., 2018). To achieve high sensitivity in the behavioral readout of vLGN manipulation, we adjusted sound levels to induce escape in roughly 50% of trials. Optogenetic activation of GABAergic vLGN axons in the mSC did not significantly alter the probability of sound-evoked escapes (Figure 5E; mean escape probability, control: 52.4% ± 6.09%, laser: 43.1% ± 7.62%, p = 0.223, paired t test). Therefore, increasing the activity of inhibitory vLGN inputs in the mSC strongly reduces the likelihood of escape from visual, but not auditory, threats, although the maximum running speed during escape from both visual and auditory threats was decreased during laser stimulation (Figure 5F). Laser stimulation in the mSC of control animals that did not express ChR2 in the vLGN had no effect on escape behavior (Figures S8B and S8C). These results indicate that the influence of vLGN GABAergic input on computations in the mSC is modality specific, exerting a stronger effect on visually evoked, rather than sound-evoked threat responses.

**DISCUSSION**

We identified a novel pathway for control of instinctive defensive behavior. vLGN activity reflects an animal’s previous experience of threat, is modulated by the perceived level of danger in the environment, and causally controls both escape responses to imminent visual threats as well as general defensive behavior in open, exposed environments. Calcium photometry and optogenetic manipulations revealed that increased activity in GABAergic vLGN neurons projecting to the mSC prevents escape responses, whereas low activity in vLGN neurons promotes escape and other risk-avoidance behaviors. Activating vLGN projections in the mSC affects reactions to visual threats more strongly than reactions to auditory threats, likely by suppressing activity in visually, but not sound-responsive neurons in the mSC. Thus, the vLGN regulates the threshold for instinctive defensive actions, depending on the modality of imminent threat and the animal’s anticipation of danger in the environment. Our results add to a growing body of evidence that prethalamic long-range inhibitory pathways exert a powerful influence on behavior (Chou et al., 2018; Zhao et al., 2019; Wang et al., 2019; Venkataraman et al., 2019; Huang et al., 2019, 2021; Hormigo et al., 2020; Ahmadlou et al., 2021).

Anatomically, the vLGN continues into the intergeniculate leaflet (IGL) on one side and zona incerta (ZI) on the other (see Figure 1A), and spillover of viral vectors into those areas cannot always be prevented. However, their projection pattern in the SC is different to that of the vLGN (Figures S9A–S9B), and expression of genetic constructs in the IGL or ZI cannot explain our results (Figures S9C–S9R; also see Method details: Surgical procedures). Nonetheless, there is no apparent border between the vLGN and the ZI, suggesting that the medial subregion of the vLGN and the very lateral end of the ZI might form a contiguous structure.

The vLGN is thought to be predominantly a visual area because it receives prominent input from both the retina and layer-5 neurons of visual cortical regions (Bourassa and

---

(M) Median freezing probability in response to high-contrast looming stimuli in no-laser control trials (black) and bilateral-laser stimulation trials (red), N = 8 animals.

(N) Mean escape probability in response to high-contrast looming stimuli (99%) in trials in which vLGN stimulation was initiated after stimulus onset, before the mouse turned toward the shelter (left), and after the mouse turned toward the shelter (right); n = 5 mice. Error bars represent SEM across mice. p = 2.12 × 10⁻³, dependent t test for paired samples.
Deschénes, 1995; Harrington, 1997; Monavarfeshani et al., 2017). A significant fraction of vLGN neurons has been reported to respond to visual stimuli and exhibits visual receptive fields (Spear et al., 1977; Sumitomo et al., 1979; Pienaar et al., 2018; Ciftcioglu et al., 2020). Consistent with those previous studies, we observed higher average vLGN activity with increasing luminance and lower activity with decreasing luminance (Figure S3C). Interestingly, although vLGN axons in the mSC showed the same trend, their average visual responses were much weaker (Figure S3C). Instead, the activity of vLGN inputs to the mSC reflected the animal’s past encounters of threatening stimuli: vLGN axon activity during exploration of the arena decreased after mice were exposed to a threatening stimulus and was lowest in the area in which the threat was encountered. In contrast, vLGN axon activity was high in naive mice and when mice were habituated and no
longer escaped from looming stimuli, presumably because they had learned that these had no negative consequences. Moreover, activity was very high in the animal’s adopted safe place, the shelter.

These signal characteristics are consistent with the notion that vLGN inputs to the mSC represent the animal’s anticipation of threat and its assessment of risk at different locations in its environment. Although the vLGN does not receive direct input from the amygdala, traditionally associated with processing of acquired fear and anxiety (LeDoux, 2003; Tovote et al., 2015), it does receive projections from the ventromedial hypothalamus and the dorsal premammillary nucleus, linked to defensive behaviors and the implementation of defensive emotional states (Kunwar et al., 2015; Silva et al., 2016a, 2016b; Kennedy et al., 2020; Wang et al., 2021).

Moreover, vLGN signals are likely to be influenced by prominent input from visual and other cortical areas (Bourassa and Deschênes, 1995; Harrington, 1997; Monavarfeshani et al., 2017), perhaps allowing representations of learned visual and spatial context to shape instinctive behavioral responses.

Irrespective of how the vLGN derives these signals, our results indicate that the effect of an animal’s anticipation of threat on its behavior is, at least partly, mediated by vLGN circuits. Activity of vLGN GABAergic neurons causally affects animals’ defensive behaviors in open, exposed spaces that they perceive as aversive: when vLGN activity is low—as is the case when anticipation of threat is high—animals show increased risk avoidance and less exploratory behavior. The vLGN also bidirectionally controls the reaction to imminent threats in such environments: low vLGN activity increases the probability of the mouse to escape to the shelter, whereas high activity in vLGN GABAergic neurons completely abolishes escape responses to threatening visual stimuli. Our results, therefore, suggest that a release from vLGN inhibition may be necessary to allow escape initiation and that vLGN circuits control the threshold for triggering defensive responses to imminent visual threats. Moreover, because vLGN activity increases as animals learn that looming stimuli do not pose danger, neural pathways through the vLGN likely contribute to mediating the behavioral habituation to threat stimuli.

The vLGN strongly projects to the mSC, which has been identified as a crucial hub for threat-evoked, defensive behaviors (Wei et al., 2015; Shang et al., 2019; Branco and Redgrave, 2020). Visual threat-evoked neural activity in deeper layers of the mSC has been shown to be necessary and sufficient for initiation of escape through connections to the dorsal PAG (Evans et al., 2018). We find that activation of vLGN GABAergic neurons prominently inhibits activity in intermediate and deep mSC layers. Moreover, experience of threat only modulates the activity in vLGN axons to the mSC, not the average activity within the vLGN itself. Although calcium signals of vLGN axons in the mSC could be modulated locally via pre-synaptic mechanisms (Alford and Schwartz, 2009), it is likely that the activity of vLGN neurons projecting to the mSC differs from that of the average vLGN population, and
that this subgroup of vLGN neurons contributes to the vLGN’s threat-experience-dependent effect on escape behavior: elevated activity in vLGN GABAergic neurons suppresses responses in the mSC, thereby preventing escape initiation, whereas low vLGN activity could increase escape probability through disinhibition of mSC circuits (Evans et al., 2018). The rapid increase of activity in vLGN axons in the mSC after escape onset may close the window for initiation of further actions that interfere with escape.

Activating vLGN axons in the mSC had a stronger influence on visually evoked, than on sound-evoked escape responses. Therefore, although the vLGN integrates different visual and non-visual signals, vLGN neurons projecting to the mSC appear to have a modality-specific effect on defensive reactions. We uncovered a likely circuit mechanism for this specificity in behavioral influence: activating vLGN most strongly suppressed intermediate and deep-layer mSC neurons that exclusively responded to visual stimuli, whereas sound-responsive mSC neurons were, on average, not influenced by vLGN manipulation. These results suggest that vLGN’s effect on mSC circuits mediates the modality-specific influence of the vLGN on escape behavior. By affecting predominantly visually responsive neurons in the mSC motor-related layers, the vLGN can specifically suppress behavioral responses to visual stimuli. Interestingly, our findings indicate that the mSC contains modality-specific circuits for sensory-motor transformations in response to threat signals that can be differentially regulated. Pathways in the mSC for different modalities likely converge in the PAG, which has been shown to encode motor aspects of the escape and to control escape vigor (Evans et al., 2018). The optic fiber for optogenetic stimulation was positioned deep enough for the laser light to potentially reach vLGN axons in the PAG, which may explain the modality-independent effect of optogenetic manipulation on escape vigor.

In addition, vLGN projections target several other areas that have been linked to defensive behavior, such as the lateral posterior nucleus and the midline areas in the thalamus (Wei et al., 2015; Salay et al., 2018; Shang et al., 2018), the habenula (Huang et al., 2019), and the pontine reticular nucleus (Yeomans and Frankland, 1995). These pathways likely also contribute to the vLGN’s effect on defensive actions, for instance the more general influence of the vLGN on risk-avoidance behavior that we observed in the open field and elevated plus maze. Given that the vLGN contains multiple inhibitory cell classes (Sabbagh et al., 2020), it is intriguing to speculate that those classes form specific pathways for regulating different processes that define defensive behavior, including the processing of visual threat, defensive-action selection and execution, and setting the anxiety-related internal state or the motivational drive.

In summary, we find that vLGN is a key node in a distributed network of brain areas that may contribute to different aspects of defensive behavior in mammals (LeDoux, 2003; Biagioni et al., 2013; Kunwar et al., 2015; Wei et al., 2015; Toyote et al., 2016; Silva et al., 2016a; Lecca et al., 2017; Salay et al., 2018; Li et al., 2018; Chou et al., 2018; Shang et al., 2018; Wang et al., 2019, 2021; Zhou et al., 2019; Branco and Redgrave, 2020; Hormigo et al., 2020). Given its extensive connectivity with cortical and subcortical structures, we suggest that the vLGN integrates visual information with non-sensory signals that track an animal’s risk assessment, based on its knowledge of the environment. In turn, that allows flexible control of instinctive responses to visual threats and general defensive behavior in open environments in which threat may be encountered, via potent inhibitory projections that regulate the threshold for escape and other risk-avoiding actions. More generally, inhibitory hubs of the prethalamus, such as the vLGN or the ZI, are well poised to link activity among circuits for fast, instinctive responses in the midbrain and those for more deliberate processing in the forebrain to allow adaptive control of reactive behaviors, depending on the animal’s experience or assessment of the environment.
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KEY RESOURCES METHODS

**Antibodies**

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-NeuN Antibody, clone A60</td>
<td>Sigma-Aldrich</td>
<td>RRID: AB_2298772</td>
</tr>
<tr>
<td>Donkey anti-Mouse IgG Secondary Antibody</td>
<td>Thermo-Fisher</td>
<td>RRID: AB_2762830</td>
</tr>
</tbody>
</table>

**Bacterial and virus strains**

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAV1-EF1a-doublefloxed-hChR2(H134R)-EYFP-WPRE-HGHpA</td>
<td>unpublished</td>
<td>RRID: Addgene_20298</td>
</tr>
<tr>
<td>AAV1-hSyn1-SIO-stGlACR2-FusionRed</td>
<td>Mahn et al., 2018</td>
<td>RRID: Addgene_105677</td>
</tr>
<tr>
<td>AAV1-Syn-Flex-GCaMP6f-WPRE-SV40</td>
<td>Chen et al., 2013</td>
<td>RRID: Addgene_100833</td>
</tr>
<tr>
<td>AAV1-hSyn-DIO-hM4D(Gi)-mCherry</td>
<td>Krashes et al., 2011</td>
<td>RRID: Addgene_44362</td>
</tr>
<tr>
<td>AAV1-EF1a-FLEX-EYFP</td>
<td>SWC Viral Vector Core</td>
<td>N/A</td>
</tr>
<tr>
<td>AAV1-EF1a-FLEX-mCherry</td>
<td>SWC Viral Vector Core</td>
<td>N/A</td>
</tr>
<tr>
<td>AAVirtro-hSyn-Cre</td>
<td>SWC Viral Vector Core</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Chemicals, peptides, and recombinant proteins**

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>DiI</td>
<td>Thermo-Fisher</td>
<td>Cat# D3911</td>
</tr>
<tr>
<td>CNO</td>
<td>Sigma Aldrich</td>
<td>Cat# SML2304</td>
</tr>
<tr>
<td>Picrotoxin</td>
<td>Bio-Techne</td>
<td>Cat# 1128</td>
</tr>
<tr>
<td>Kynurenic acid</td>
<td>Sigma Aldrich</td>
<td>Cat# K3375</td>
</tr>
</tbody>
</table>

**Experimental models: Organisms/strains**

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slc32a1tm2(cre)Lowl</td>
<td>The Jackson Laboratory</td>
<td>RRID: IMSR_JAX:028862</td>
</tr>
<tr>
<td>C57BL/6J</td>
<td>Charles River</td>
<td>RRID: IMSR_CRL:27</td>
</tr>
<tr>
<td>Ai14D</td>
<td>The Jackson Laboratory</td>
<td>RRID: IMSR_JAX:007914</td>
</tr>
</tbody>
</table>

**Software and algorithms**

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychophysics Toolbox Version 3</td>
<td>Brainard, 1997; Pelli, 1997; Kleiner et al., 2007</td>
<td><a href="http://psychtoolbox.org">http://psychtoolbox.org</a>; RRID: SCR_002881</td>
</tr>
<tr>
<td>ScanImage</td>
<td>Pologruto et al., 2003</td>
<td>Vidrio Technologies, LLC; RRID: SCR_014307</td>
</tr>
<tr>
<td>Kilosort2</td>
<td>Pachitariu et al., 2016</td>
<td><a href="https://github.com/MouseLand/Kilosort">https://github.com/MouseLand/Kilosort</a>; RRID: SCR_016422</td>
</tr>
<tr>
<td>Phy</td>
<td>Rossant et al., 2016</td>
<td><a href="https://github.com/cortex-lab/phy">https://github.com/cortex-lab/phy</a></td>
</tr>
<tr>
<td>DeepLabCut</td>
<td>Mathis et al., 2018</td>
<td><a href="https://github.com/DeepLabCut/DeepLabCut">https://github.com/DeepLabCut/DeepLabCut</a></td>
</tr>
<tr>
<td>SpikeGLX</td>
<td>Janelia Research Campus</td>
<td><a href="https://github.com/billkarsh/SpikeGLX">https://github.com/billkarsh/SpikeGLX</a></td>
</tr>
<tr>
<td>Mantis</td>
<td>TANDM Solutions Limited</td>
<td><a href="https://www.mantis64.com/">https://www.mantis64.com/</a></td>
</tr>
</tbody>
</table>

**RESOURCE AVAILABILITY**

**Lead contact**

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Sonja B. Hofer (s.hofer@ucl.ac.uk).

**Materials availability**

This study did not generate new unique reagents.
AAV1-EF1a-doublefloxed-hChR2(H134R)-EYFP-WPRE-HGHpA (ChR2, Addgene: 20298-AAV1, provided by Karl Deisseroth), AAV1-EF1a-FLEX-mCherry (1), AAVretro-hSyn-Cre (1), AAV1-EF1a-FLEX-EGFP (GFP, 1), AAV1-Syn-Flex-GCaMP6f-WPRE-SV40 (GCaMP6f, Addgene: 100833-AAV1, provided by Douglas Kim and the GENIE Project (Chen et al., 2013)), AAV1-hSyn-DIO-hM4D(Gi)-mCherry (hM4Di, Addgene: 44362-AAV1, provided by Bryan Roth (Krashes et al., 2011), 1.8 × 10^{12} vg ml^{-1}, diluted to 9 × 10^{12} vg ml^{-1} in saline) was used for chemogenetic inhibition.

AAVretro-hSyn-Cre (1 × 10^{14} vg ml^{-1}, undiluted) was used to express Cre-Recombinase in cells projecting to mSC (Figure S10).

AAV1-EF1a-FLEX-mCherry (1 × 10^{14} vg ml^{-1}, diluted to 2 × 10^{13} vg ml^{-1} in saline) was used to label vLGN cells expressing Cre after the injection of AAAvetro-hSyn-Cre in mSC (Figure S10).

Surgical procedures

Prior to surgery, the analgesic Carprofen (5 mg x kg^{-1}) was administered subcutaneously. General anesthesia was induced (4%) and maintained (1% - 2.5%) with isoflurane (in oxygen, 1 l x min^{-1}). Viral vectors were delivered using pulled glass pipettes (4.2 μL glass capillaries with ID 0.53 mm, Drummond Scientific) in an injection system coupled to a programmable nanoliter injector (Nanoject III, Drummond Scientific) at approximately 4 nl x min^{-1}. Pipettes were sharpened using a microgrinder (EG-45, Narishige). Surgeries were performed on a stereotaxic frame (Model 940, Kopf Instruments). Implants were affixed using light-cured dental cement (Relix Unicem 2, 3M) and the incision was glued (Vetbond). Viruses were injected bilaterally in the vLGN of VGATCre mice (40-60 nl per side, from skull at Bregma: ML: ± 2.52 mm, AP: −2.3 mm, DV: −3.45 mm, no angle). A subset of injections also spilled into the intergeniculate leaflet (IGL), a sheet of cells between vLGN and dLGN (see Figure 1A) or the very lateral part of the zona incerta (ZI). To verify if functional results described in this study were similar for animals with and without construct expression in IGL or in ZI, datasets were manually divided in two groups according to the amount of virus contamination in IGL or ZI, respectively (see Figures S9G–S9R). Functional results did not differ when comparing animals with the most IGL or ZI contamination to those with the least IGL or ZI contamination. Furthermore, IGL only projects to the superficial gray layer in the SC (see Figure S9B), while ZI strongly projects only to the lateral part of the SC (see Figure S9A; Oh et al., 2014). Labeled axons were restricted to mSC in our experiments and in many animals with strong behavioral effects of vLGN manipulation, very little axon labeling was visible in the IGL projection layer in mSC (see e.g., Figure S8A). Neither the lateral SC, nor the superficial layer of the SC were targeted with photometry recordings or optogenetic axon stimulation experiments as fibers were located in deeper layers (Figures S3A and S8A). Moreover, calcium activity in IGL (from an animal with GCaMP expression nearly exclusively in IGL) is strikingly different from activity observed in vLGN and vLGN axons in mSC (Figures S9C–S9F, compared with Figures S3G and S3I). We attempted to express viral constructs for manipulating mSC-projecting vLGN neurons using retrograde tracers. However, in our hands, retrograde viruses such as retroAAV (Tervo et al., 2016) or canine adenovirus (CAV) worked very well for cortical projection neurons (Figure S10A), but were ineffective for the vLGN-SC pathway. retroAAV injected into SC labeled only a very small fraction of SC-projecting vLGN neurons (Figure S10B), insufficient for significant manipulation of neuronal activity. This is consistent with previous literature showing cell-type specific tropisms and ineffective labeling of subcortical pathways in retroAAV (Sun et al., 2019).
Two 200 μm optic fibers (FC_200/245-0.37_4.5mm_SMFR_FLT, Doric Lenses) were either implanted bilaterally over vLGN without penetrating the optic tract (from skull at Bregma, ML: ± 2.6 mm, AP: −2.3 mm, DV: −3.18 mm, 20 degrees lateral to medial) or a single 400 μm optic fiber (MFC_400/475-0.53_4.5mm_SMFR_FLT, Doric Lenses) was placed in between SC hemispheres (from skull at Bregma, ML: 0 mm, AP: −4.1 mm, DV: −1.7 mm, 30 degrees posterior to anterior) for optogenetic manipulations, or just lateral of the midline (from skull at Bregma, ML: ± 0.2 - 0.5 mm, AP: −4.1 mm, DV: −1.7 mm, 30 degrees posterior to anterior) for photometry recordings. For photometry recordings of vLGN cell bodies, a single 400 μm optic fiber (MFC_400/475-0.53_4.5mm_SMFR_FLT, Doric Lenses) was implanted over vLGN without penetrating the optic tract (from skull at Bregma, ML: ± 2.6 mm, AP: −2.3 mm, DV: −3.18 mm, 20 degrees lateral to medial).

For acute extracellular electrophysiological recordings with Neuropixels probes in awake, head-fixed mice, a 200 μm optic fiber (CFMLC22L05, Thorlabs) was implanted over vLGN without penetrating the optic tract (from skull at Bregma, ML: ± 2.6 mm, AP: −2.3 mm, DV: −3.18 mm, 20 degrees lateral to medial) just after the injection of AAV-flex-ChR2. Then, a custom-made headplate was attached to the skull using Super Bond dental cement (Super-Bond, C&B). The surface of the skull over the mSC was then cleaned, the location of future recording locations (from skull at Bregma, ML: 0.2 mm, AP: −4.1 mm) was marked, and a small plastic well was cemented (RelYX Unicem 2, 3M) to the exposed skull and attached to the headplate. The well was then filled with Kwik-Sil sealant (World Precision Instruments) and closed with a plastic cap.

Optogenetic manipulation and photometry recording experiments were performed 12 to 21 days post-surgery, and in vivo electrophysiological recordings 10 to 14 days post-surgery. Chemogenetic inactivation experiments were performed 4 to 6 weeks after surgery.

Histology
At the end of experiments mice were euthanized with an intraperitoneal pentobarbital (IP, 80 mg × kg⁻¹) injection and transcardially perfused (0.01 M phosphate buffered saline (PBS), followed by 4% paraformaldehyde in PBS).

For determining projection targets of vLGN, and for histological confirmation of injection sites and fiber placement, brains were embedded in 5% agarose (A9539, Sigma) and imaged using a custom-built serial-section two-photon microscope (Mayerich et al., 2008; Ragan et al., 2012). Coronal slices were cut at a thickness of 50 μm using a vibratome (Leica VT1000), and optical sections were acquired every 12.5 μm. Scanning and image acquisition were controlled by ScanImage v5.5 (Vidrio Technologies, USA, Pololgruto et al., 2009) using a custom software wrapper for defining the imaging parameters (https://zenodo.org/record/3631609).

To quantify the proportion of GABAergic neurons in vLGN, agarose-embedded VGAT::tdTomato brains were sliced at a thickness of 50 μm using a vibratome (7000smz-2, Campden Instruments Ltd UK) and kept in 0.01M PBS for 30 minutes. For immunohistochemical staining, sections were first blocked in a solution containing 10% Donkey Serum (Millipore, UK), 5% Bovine Serum Albumine (BSA, Cambridge Bioscience) and 0.3% Triton X (WVR International Ltd) in 0.01M PBS for two hours at room temperature, on a shaker. The blocking solution was replaced by a primary antibody solution containing 1:100 Mouse anti-NeuN antibody (monoclonal clone A9539, Sigma) and imaged using a custom-built serial-section two-photon microscope (Mayerich et al., 2008; Ragan et al., 2012). Coronal slices were cut at a thickness of 50 μm using a vibratome (Leica VT1000), and optical sections were acquired every 12.5 μm. Scanning and image acquisition were controlled by ScanImage v5.5 (Vidrio Technologies, USA, Pololgruto et al., 2009) using a custom software wrapper for defining the imaging parameters (https://zenodo.org/record/3631609).

Electrophysiological slice recordings
Preparation of acute midbrain slices
Five-week-old male and female VGAT-tdTomato mice were injected with AAV-flex-ChR2 in vLGN. After two weeks, mice were sacrificed by decapitation following anesthesia with isoflurane. Brains were quickly removed and immediately immersed in ice-cold slicing solution containing (in mM): 87 NaCl, 2.5 KCl, 26 NaHCO₃, 1.25 NaH₂PO₄, 10 glucose, 50 sucrose, 0.5 CaCl₂, and 3 MgCl₂, with an osmolarity of ~280 mOsm, and constantly bubbled with carbogen (95% O₂ and 5% CO₂) for a final pH of 7.3. Acute coronal slices of 250 μm thickness were prepared at the level of the SC (−0.8 to 0.2 mm from lambda) and the vLGN injection site using a vibratome (Leica VT1200 S). Slices were collected and transferred to a recovery chamber containing slicing solution and submerged at near-physiological temperature (35°C) for 30 minutes, constantly bubbled with carbogen (95% O₂ and 5% CO₂). Slices were subsequently transferred to a different recovery chamber and submerged in artificial cerebrospinal fluid (aCSF) solution containing (in mM): 125 NaCl, 2.5 KCl, 26 NaHCO₃, 1 NaH₂PO₄, 10 glucose, 2 CaCl₂, and 1 MgCl₂, with an osmolarity of ~295 mOsm and constantly bubbled with carbogen (95% O₂ and 5% CO₂) for a final pH of 7.3. Slices were allowed to further recover at room temperature (19 - 23°C) for at least 30 more minutes prior to electrophysiological recordings.
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Recording electrodes

Pipettes were pulled from standard-walled filament-containing borosilicate glass capillaries (Harvard Apparatus, 1.5 mm OD, 0.85 mm ID) using a vertical micropipette puller (PC-10 or PC-100, Narishige) to a final resistance of 4 - 6 MΩ. Pipettes were backfilled with potassium methanesulfonate based solution containing (in mM): 130 KMeSO₃, 10 KCl, 10 HEPES, 4 NaCl, 4 Mg-ATP, 0.5 Na₂-GTP, 5 Na-Phosphocreatine, 1 EGTA, biocytin (1 mg × mL⁻¹), with an osmolarity of 294 mOsm, filtered (0.22 µm, Millex) and adjusted to pH 7.4 with KOH. Pipettes were inserted into the pipette holder of a patch-clamp headstage (EPC 800, HEKA), controlled by an electrical micro-manipulator (PatchStar, Scientifica). A silver wire coated with silver chloride (AgCl) was present inside the pipette and was in contact with the intracellular solution, and an Ag-AgCl pellet electrode (Warner Instruments, E206, 2.0 mm D) was used as a bath electrode.

Data acquisition

Whole-cell recordings were performed with an EPC 800 amplifier (HEKA). Data were sampled at 25 kHz, low-pass Bessel filtered at 5 kHz, digitised with 16-bit resolution using a PCI-6353 board (National Instruments), and recorded in LabVIEW using custom software. For recordings, slices were transferred to a submersed chamber and perfused with ACSF constantly bubbled with carbogen (95% O₂ and 5% CO₂). The solution was perfused at a flow rate of 2 - 3 mL × min⁻¹ with a peristaltic pump (PSP2, MultiChannel Systems) and temperature was kept at 32 - 34°C. Expression of ChR2 in vLGN and presence of ChR2-positive terminals in SC were confirmed prior to recordings based on fluorescence from YFP expression using LED illumination (pe-100, CoolLED) at a wavelength of 490 nm.

The SC was located using a 4x objective (Olympus) and cells were visualized with oblique illumination on an upright SliceScope Pro 1000 (Scientifica) using a 60x water-immersion objective (Olympus). Target cells were identified based on fluorescence from tdTomato expression using LED illumination (pe-100, CoolLED) at a wavelength of 565 nm. ChR2 was activated with wide-field 490-nm LED illumination (pe-100, CoolLED, 1-ms pulse length, five pulses at 20 Hz, maximum light intensity = 6.2 mW). Responses were recorded in voltage-clamp, with cells held around, above and below the approximate chloride reversal potential. The holding potentials used were between −40 mV and −90 mV so that evoked currents could be observed to flip from outward to inward. Input resistance (Rin) was monitored continuously throughout the experiment. Upon termination of the recording, the anatomical location of the neuron within the slice was recorded using a 4x objective (Olympus) for future analysis. For the bath-applied drug recordings, kynurenic acid (2 mM, Sigma Aldrich) or picrotoxin (50 µM, Bio-Techne) were added to the recording aCSF and allowed to perfuse into the recording chamber for at least five minutes before the start of the recordings.

Experimental set-up of behavioral procedures

Experiments assessing escape behavior in response to looming stimuli were performed in a custom-made transparent acrylic arena (Figure 1G; L: 80 cm × W: 26 cm × H: 40 cm). The opaque floor was white to improve automated tracking. A custom-made, red-tinted acrylic shelter (L: 14 cm × W: 14 cm × H: 14 cm) was placed on one end of the arena, while threat stimuli were presented on the other end, in a 30-cm long threat zone. A small empty Petri dish was anchored in the threat zone to promote exploration. The open field test conditions of the neuron within the slice was recorded using a 4x objective (Olympus) and cells were visualized with oblique illumination on an upright SliceScope Pro 1000 (Scientifica) using a 60x water-immersion objective (Olympus). Target cells were identified based on fluorescence from tdTomato expression using LED illumination (pe-100, CoolLED) at a wavelength of 565 nm. ChR2 was activated with wide-field 490-nm LED illumination (pe-100, CoolLED, 1-ms pulse length, five pulses at 20 Hz, maximum light intensity = 6.2 mW). Responses were recorded in voltage-clamp, with cells held around, above and below the approximate chloride reversal potential. The holding potentials used were between −40 mV and −90 mV so that evoked currents could be observed to flip from outward to inward. Input resistance (Rin) was monitored continuously throughout the experiment. Upon termination of the recording, the anatomical location of the neuron within the slice was recorded using a 4x objective (Olympus) for future analysis. For the bath-applied drug recordings, kynurenic acid (2 mM, Sigma Aldrich) or picrotoxin (50 µM, Bio-Techne) were added to the recording aCSF and allowed to perfuse into the recording chamber for at least five minutes before the start of the recordings.

Behavioral protocols

For escape experiments, mice were placed in the escape arena and given time to explore the new environment (10 minutes in optogenetic and chemogenetic manipulation experiments, 30 minutes in calcium photometry experiments) before the first stimulus was presented. Stimulation was manually triggered when the mouse reached the threat zone. The stimulus was only triggered when the mouse was facing and walking toward the threat zone and was not near the walls of the arena. Trials in which the mouse looked down or faced away from the threat zone were excluded. Stimuli were only presented with a probability of 25 to 50% upon entry into the threat zone. For all experiments, the inter-stimulus interval was at least two minutes. A typical experiment lasted 30 to 150 minutes. For optogenetic manipulation experiments, looming stimuli of different contrasts were presented in a randomized order. Laser and non-laser trials of the same stimulus contrast were always presented as paired trials, in a randomized but consecutive order.
Optogenetic manipulation experiments during sound-evoked escapes were organized similarly. Sound levels were adjusted in order to induce escape in roughly 50% of trials, and laser and non-laser trials of the same sound level were always presented as paired trials, in a randomized but consecutive order.

For photometry experiments, looming stimuli were again only presented upon entry into the threat zone with 25–50% probability. Sessions began with the presentation of 3–6 high-contrast looming stimuli (99%) to sensitize the animal before presenting several intermediate-contrast looming stimuli (50–60%). To habituate the animals, stimuli of various contrasts were used. First, animals were presented with low-contrast stimuli (20–40%) until they reliably stopped escaping. The stimulus contrast was then progressively increased until animals stopped escaping to stimuli of most contrasts.

For chemogenetic manipulation experiments, a fixed sequence of 10 stimuli was used (40%, 20%, 60%, 40%, 20%, 40%, 20%, 60%, 40%, 20%), allowing the comparison of escape probability across mice. Mice were placed in the escape arena 30 minutes after an IP injection of either saline or Clozapine N-Oxide (CNO). The experiment was stopped after the presentation of the 10th stimulus or 50 minutes after the presentation of the first stimulus, whichever happened first. Risk-avoidance behavior in the open field was assessed by placing an animal into the corner of the open field arena 40 minutes after an IP injection of either saline or CNO (5 mg/kg, SML2304, Sigma Aldrich). Mice were then allowed to freely explore the arena for five minutes.

Risk-avoidance behavior in the elevated plus maze was assessed by placing the animal into a closed arm of the maze 40 minutes after an IP injection of either saline or CNO (5 mg/kg). Mice were then allowed to freely explore the maze for 15 minutes.

Visual stimuli
Visual stimuli were created and presented through custom-made scripts in MATLAB (Mathworks), using the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007). Visual stimuli were triggered through the Mantis software (mantis64.com) and projected onto the screen. A switchable gain, Si-amplified photosensor (PDA100A2, Thorlabs) was used to record the stimuli presented on the screen for post hoc alignment. Visual looming stimuli consisted of a sequence of three dark expanding circles centered over the threat zone. The radius of the spot expanded linearly at 55 deg s\(^{-1}\) from 1 deg at onset to 20.8 deg in 360 ms. The spot was then kept at constant size for 250 ms followed by a 500 ms inter-stimulus interval. The contrast (c) of the stimulus was varied by maintaining the background luminance (I\(_B\)) constant at 9 cd m\(^{-2}\) and changing the luminance of the spot (I) according to a negative Weber contrast law: c = \((-I - I_B)/I_B\). This ensured contrasts were always defined by positive values. Stimulus contrasts ranged from 10% to 99%.

Visual responses in freely moving animals were assessed by pseudo-randomly displaying full-field stimuli of five logarithmically spaced luminance levels (1 cd m\(^{-2}\), 3 cd m\(^{-2}\), 9 cd m\(^{-2}\), 27 cd m\(^{-2}\), 81 cd m\(^{-2}\)) on the screen above the mouse. Each luminance level was displayed for 10 s and repeated 40 times per session. A background luminance level of 9 cd m\(^{-2}\) was displayed for 10 s in between trials.

Auditory stimuli
Auditory stimuli were created and presented through the Mantis software (mantis64.com) and consisted of 15 kHz pure tones lasting three seconds. Sounds were amplified (PLAS500, Pulse) and delivered through an ultrasound speaker (L60, Pettersson) centered at the end of the arena at a height of 50 cm. Sound pressure levels ranged from 65 to 90 dB of Sound Pressure Level (dB SPL). The analog output driving the amplifier was also recorded as analog input for post hoc alignment. Auditory stimuli were only presented upon entry into the threat zone with 25 to 50% probability. For photometry experiments with auditory threat stimuli (Figure S4G), sessions began with the presentation of 3–690 dB SPL stimuli to sensitize the animal. To habituate the animals, the sound pressure level was first decreased to 65 dB SPL and then progressively increased.

Optogenetic manipulation
Laser stimulation protocols were created and presented through the Mantis software (mantis64.com). For stimulation of ChR2-expressing neurons the laser was pulsed for four seconds at 20 Hz using 5-ms pulses. Laser stimulation of stGIACR2-expressing neurons consisted of a single four-second-long continuous square pulse. Analog signals drove a 473 nm laser (OBIS 473nm LX 75mW LASER SYSTEM, Coherent) coupled to a 200 μm fiber patch cable through an achronic fiberport (Thorlabs). Light intensity was divided at the level of the rotary joint (FRJ_1x2i_FC-2FC_0.22, Doric Lenses) in two equal halves. Two identical 200 μm fiber patch cables (MFP_200/220/900-0.37_1m_FC-SMC, Doric Lenses) were connected to the two outputs of the rotary joint and connected to the implanted cannulae through a magnetic connector.

For optogenetic stimulation of vLGN axons in SC, only one patch cord was used to connect to the single cannula in mSC. Peak power was measured at the tip of the patch fibers before each experiment. The analog output driving the laser was also recorded as analog input for posthoc alignment. During laser trials, the four-second laser stimulation started 250 ms before the onset of the visual or auditory stimulus.

For experiments testing if vLGN stimulation differently affected escape initiation and escape execution (Figure 3N), the four-second laser stimulation was initiated after the onset of the high-contrast looming stimulus. For each trial, the laser onset was manually adjusted in a range from 80 ms to 1.5 s after looming stimulus onset. The time of laser onset was recorded for post hoc alignment and analysis.
For optic fibers over vLGN, the peak laser power on each side was 10 mW. For laser stimulation of vLGN axons in SC, the peak power at the tip of the single fiber was 20 mW. To control for light-induced artifacts on escape behavior, laser stimulation was performed both in animals with GFP instead of an optogenetic construct expression in GABAergic vLGN neurons, and in animals without fluorescent construct expression in vLGN. Results were similar and therefore pooled (Figures S6F, S6G, S6B, and S8C).

Fiber photometry experiments

**Optics**

A 473nm LED (CLED_473, Doric Lenses) and a 405nm LED (CLED_405, Doric Lenses) were used to excite GCaMP at its calcium-dependent and isosbestic wavelength, respectively (Lerner et al., 2015). The light was focused into a single output fiber through a six-port minicube (iFM06_AE(405), E1(460-490), F1(500-540), E2(555-570), F2(580-680), S, Doric Lenses) connecting a pigtailed rotary joint (FRJ_1x1_PT_400/430/LWMJ-0.57_1m_FCM_0.15m_FCM). A 400 μm fiber patch cable connected the rotary joint to the implanted cannula through its slim magnetic connector (MFP_400/460/1100-0.48_0.8m_FC-SMC). Peak power amplitude at the tip of the patch cord was between 500 mW and 550 μW for all experiments. An integrated fluorescence detector head (part of iFM06, Doric) converted the detected fluorescence signals into an analog output signal.

**Data acquisition**

Data was continuously acquired and synchronized through a USB-driven PyPhotometry board (Akam and Walton, 2019). The python (https://www.python.org) based open source software PyPhotometry was used to drive the 473 nm and 405 nm LEDs at roughly 100 mA each in strobing mode (Akam and Walton, 2019). The software sequentially recorded and temporally aligned the fluorescence evoked by alternating stimulation with 473 nm and 405 nm light to obtain separate time-varying traces of calcium-dependent and isosbestic GCaMP fluorescence signals. The board was also used to record the analog photometry signals at 120 Hz and the digital 50 Hz pulses driving the camera as input for post hoc alignment.

Extracellular electrophysiological recordings

**Experimental set-up**

Prior to the recording session, mice were habituated to head-fixation for several minutes over two to three days. On the day of the recording, mice were briefly anesthetized with isoflurane (1% - 2.5% in oxygen, 1 l/min). The analgesic carprofen (5 mg × kg⁻¹) was subcutaneously injected and the previously applied Kwik-Sil sealant was removed. A small (1 - 1.5 mm diameter) craniotomy was made over the mSC (from skull at Bregma, ML: 0.2 - 0.5 mm, AP: −4.1 mm) without damaging the confluence of sinuses. The well was then refilled with Kwik-Sil sealant (World Precision Instruments) and closed with its plastic cap. Mice were then head-fixed over a custom-made styrofoam cylinder after having recovered from surgery for 1 - 2 hours. The sealant was removed and the well around the craniotomy filled with cortex buffer (in mM, 125 NaCl, 5 KCl, 10 Glucose monohydrate, 10 HEPES, 2 MgSO₄ heptahydrate, 2 CaCl₂ adjusted to pH 7.4 with NaOH). A silver wire was placed in the bath for referencing. Extracellular spikes were recorded using a single-shank Neuropixels silicon probe (Phase 3A, option 3, 384 channels) connected via a dedicated cable, head-station and base-station to a Xilinx Kintex 7 FPGA board, which was accessed via Ethernet. Prior to insertion, the probe was coated with Dil (1 mM in isopropanol, Invitrogen) for post hoc histological alignment. The probe was slowly inserted into the mSC to a depth of 3 mm using a micromanipulator (Sensapex) and left in place for at least 30 minutes before the start of the recording session. Data were acquired using spikeGLX (https://github.com/billkarsh/SpikeGLX, Janelia Research Campus), high-pass filtered (300 Hz), and sampled at 30 kHz. A LCD monitor (U2715H, Dell, 60 Hz refresh rate) was placed above and in front of the mouse at an angle of 45 degrees at a distance of 20 cm from the left eye. Monitor position was optimized to maximize visual responses to stimuli displayed in the center of the monitor. Two stereo speakers (Z120, Logitech) were placed in front of the mouse, at a distance of 30 cm. In five out of six mice, two separate recordings at different locations within mSC were performed, a single recording was performed in one animal.

**Optogenetic manipulation**

Laser stimulation protocols were created and presented through custom-made scripts in MATLAB (Mathworks), using the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007). The laser was pulsed for four seconds at 20 Hz using 5-ms pulses, triggered by a Pulse Pal pulse train generator (Open Ephys) driving a 473 nm laser (OBIS 473nm LX 75mW LASER SYSTEM, Coherent) coupled to a 200 μm fiber patch cable through an achromatic fiberport (Thorlabs). The patch cable was connected to the implanted optic fiber over vLGN. The peak laser power at the tip of the fiber was 10 mW.

**Stimulation protocols**

All visual and auditory stimuli were created and presented through custom-made scripts in MATLAB (Mathworks), using the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007).

Looming stimuli were created as previously described. Looming stimuli of 20%, 40%, 60%, and 99% contrast were presented. Looming stimuli were pseudorandomly displayed in blocks of 8 stimuli (four contrast levels with and without laser stimulation), repeated 25 times. The interstimulus interval between two consecutive trains of looms was 30 s. The four-second laser stimulation was started 250 ms before the onset of the firstloom.

Pure tones of 15 kHz sound frequency and two different sound pressure levels (70 dB and 80 dB) were presented for three seconds with five-second inter-stimulus interval. Each stimulus was repeated 20 times.
Square-wave gratings of 4 Hz temporal frequency and 0.05 cycles per degree spatial frequency were presented at four orientations, drifting in eight directions (0 to 360 degrees in 45-degree increments). Each grating was presented for two seconds with a two-second inter-trial interval. Each stimulus was repeated 40 times.

Forty blank laser stimulation trials were randomly interleaved during the grating presentation protocol. In those trials, the laser was on for 1.5 s while neither visual nor auditory stimuli were presented.

**QUANTIFICATION AND STATISTICAL ANALYSIS**

**Electrophysiological slice recordings**

A cell was considered connected if it responded consistently across trials with a short and reliable latency after light onset. Synaptic conductance was computed using custom-made scripts in python 3.7 by estimating, with a linear fit, the peak magnitude of evoked currents against the holding potential: $I = g(V_m - E_{reversal})$ and obtaining the gradient of the fit for each cell. For cells where $g$ and $E_{reversal}$ could not reliably be determined in this way, the mean reversal potential of all other cells was taken as $E_{reversal}$ and used to calculate $g$ at each holding potential of the cell, the average of which was used as the estimate of synaptic conductance. The relationship between cell layer and inhibitory synaptic conductance was determined by linear regression using the fitlm function in MATLAB.

**Pre-processing of behavioral data**

Raw videos of mouse behavior were extracted using a dedicated converter (mantis64.com) and saved as AVI files. The analog input channels (sound, photodiode, laser, and camera trigger) were extracted in MATLAB (MathWorks). All analog input channels were recorded at 25000 samples per second, while the camera was triggered at 50 Hz. Using custom-made scripts in MATLAB, time points of visual and auditory stimuli onsets, as well as the laser onsets, were extracted and matched to the corresponding video camera frame.

**Behavior extraction**

To extract behavior we used a recently developed deep neural network approach (DeepLabCut; Mathis et al., 2018). A network was trained with 100 manually annotated frames of an initial dataset, and then re-trained with 25 new frames each from two additional datasets from different mice. The resulting labeled videos were manually inspected for quality control. This network was used for all behavioral classifications, and the XY-position of body-center, head, nose, and ears within the arena was extracted. XY-positions were loaded and processed in MATLAB. The position of the animal was defined as the body-center position. The head-direction of the animal was computed as the vector between the nose and the head (0 degrees: mouse facing toward the “threat zone”; ± 180 degrees: mouse facing toward the shelter). Instantaneous speed was computed as the Euclidean distance between two positions at consecutive time points. Angular velocity was computed as the discrete derivative at two consecutive time points (taking into account circular boundary conditions). Prior to computing the speed and angular velocity, the position and head direction vectors were smoothed by a 100 ms running average filter to avoid amplifying noise when computing derivatives. The ears were tracked to increase the stability of the network with more co-dependent markers.

**Behavior analysis**

For all experiments, data analysis was performed in custom-written routines in MATLAB (Mathworks). In the open field test, the 40 cm by 40 cm arena was divided into a 5 by 5 grid for analysis. The center of the open field was defined as the inner 3 by 3 grid, representing 36% of the surface area. Using the automatically extracted markers, the amount of time spent within the center was quantified and divided by the total length of recording (five minutes).

For the elevated plus maze, analysis was performed manually. An entry was defined as the time point at which an animal entered completely (with all four limbs) into an open or closed arm from the center regardless of whether it had been in an open or closed arm immediately prior. The relative number of entries into an open arm was defined as the ratio between the number of entries into an open arm and the number of entries in any arm. Similarly, the relative time in an open arm was defined as the time the animal’s entire body was in an open arm divided by the total time of recording (15 minutes). For all experiments, data analysis was performed in custom-written routines in MATLAB (Mathworks). A successful escape was defined as reaching the shelter within five seconds of stimulus onset. To qualify as either an evoked or spontaneous escape, the mouse needed to be at least 10 cm away from the shelter, to be facing toward the threat zone (head direction at an angle less than 60 degrees from the front), and to reach the shelter in less than 2.5 s after escape onset. Escape onset was defined as the last time point before the onset of body rotation leading to an escape, defined as an angular velocity $> 100$ deg/s. For a given stimulus contrast and laser condition, the evoked escape probability was defined as the ratio between successful escapes and the total number of stimulus presentations. The spontaneous escape probability was defined as the probability of a fast return to the shelter (within 2.5 s after escape onset) without encountering a looming stimulus each time the animal approached the threat zone from the direction of the shelter. Non-escape returns (Figure S4H) were defined as returns to the shelter in cases where no stimulus was presented and animals did not spontaneously escape. Additionally, the maximum speed in the two seconds prior to reaching the shelter could not exceed 40 cm × s$^{-1}$.

In all plots, the mean or median escape probability across mice is shown, unless stated otherwise. Psychometric contrast curves (Figure 3I and 5C) of escape probability were computed using a logistic regression model across mice using the fitglm function in MATLAB.
The time spent in the shelter was computed as the time difference between the entry into and the exit from the shelter. To obtain the relative time spent in shelter, the sum of all periods within the shelter were divided by the total time.

The peak running speed during escape was computed as the maximum speed in a 3.75 s window from stimulus onset to laser offset in trials with successful escapes. All trials were manually inspected for stimulus-evoked freezing, defined as complete absence of motion for at least two seconds during the stimulus presentation. Freezing was never observed in response to high-contrast looming stimuli and very rarely (7 out of 266 trials) in response to intermediate- or low-contrast stimuli. The total displacement after looming stimulus presentation was calculated as the total distance traveled by the mouse in non-escape trials starting 500 ms after stimulus onset until the end of stimulus presentation.

In experiments testing if vLGN stimulation differently affected escape initiation and escape execution (Figure 3N), laser stimulation was considered to have started before escape initiation if the animal turned by less than 30 degrees between the looming stimulus onset and the laser onset. Laser stimulation was considered to have started after escape initiation if the animal turned by more than 60 degrees between the looming stimulus onset and the laser onset. Trials in which the animal was less than 10 cm from the shelter at the time of laser stimulation were removed from analysis.

Fast body rotations not part of an escape (Figures S3G, S9C, and S9E) were body rotations of at least 250 deg \(\times\) s\(^{-1}\) for at least 100 ms. Fast running bouts (Figures S3I, S9D, and S9F) were running episodes with a maximum speed of at least 35 cm \(\times\) s\(^{-1}\). For these analyses escape and non-escape trials were differentiated by whether the animal reached the shelter in less than 2.5 s after rotation onset.

For photometry experiments, an animal was considered naive before, and experienced after, being presented with a looming stimulus for the first time. After several initial high-contrast (99%) and intermediate-contrast (50% - 60%) looming stimuli, the habituation protocol was started and the animals were no longer classified as experienced. An animal was considered habituated when it did not escape to looming stimuli of intermediate contrast (50% - 60%) during three consecutive trials. For photometry experiments with auditory stimuli (Figure S4G), a similar approach was used. After several initial loud (90 dB SPL) threat stimuli, the habituation protocol was started and the animals were no longer classified as experienced. An animal was considered habituated when it did not escape to auditory stimuli of 85 dB SPL during three consecutive trials.

**Calcium imaging**

Raw fluorescence traces were extracted and imported into MATLAB using software generously provided by Thomas Akam (https://pyphotometry.readthedocs.io/en/latest). Raw signals of calcium-dependent (GCaMP excited at with 473 nm light) and isosbestic fluorescence (GCaMP excited with 405 nm light) were filtered with a slow 10-minute running-medians filter and subtracted from the original traces to correct for slow changes such as photobleaching. The isosbestic signal should not contain any calcium-dependent signals, but is sensitive to transient changes in fluorescence not due to changes in the calcium concentration, for instance signals due to motion artifacts such as bending of or tension within the patch-cord. Such signals are shared between the two channels. To correct for such non-calcium dependent signals and artifacts, the isosbestic fluorescence trace was linearly fitted to the calcium-dependent GCaMP fluorescence signal and subtracted, providing a measure of relative change in fluorescence (\(\Delta F/F\)). To be able to compare calcium activity across sessions and mice, z-scored \(\Delta F/F\) was computed by subtracting the mean value of the motion-corrected calcium-dependent GCaMP signal from the session and dividing the resulting trace by the standard deviation. Fluorescence traces, acquired at 120 Hz, were then re-sampled at 50 Hz, and aligned to camera frames via the digital input signal. Displayed fluorescence traces are down-sampled to 25 Hz.

To compute ON responses during recordings of visual responses in freely moving animals (Figures 1F and S3C), the average difference between the z-scored \(\Delta F/F\) in the second after and the second before stimulus onset was computed. Similarly, OFF responses were computed comparing the z-scored \(\Delta F/F\) in the second after stimulus offset to the z-scored \(\Delta F/F\) in the second before stimulus offset. As the stimulus luminances were logarithmically spaced (1 cd \(\times\) m\(^{-2}\), 3 cd \(\times\) m\(^{-2}\), 9 cd \(\times\) m\(^{-2}\), 27 cd \(\times\) m\(^{-2}\), 81 cd \(\times\) m\(^{-2}\)), the x axis in Figures 1F and S3C shows logarithmic luminance change: Luminance change = log \(3/2\) [luminance( cd\(\times\)m\(^{-2}\))/(9 cd\(\times\)m\(^{-2}\))].

To determine if the increase in z-Scored \(\Delta F/F\) after looming stimulus onset was evoked by the visual stimulus or related to the mouse’s escape, we separately analyzed trials in which mice initiated escape later than 0.5 s after stimulus onset (Figure S3E). The z-scored \(\Delta F/F\) in the arena in naive, experienced, and habituated mice (Figures 1K, 1L, S4G, and S4I) was averaged during epochs (‘trials’) in which the mouse approached the threat zone. Per trial, the 30 s within reaching the threat zone were considered. Activity was either averaged between 0 and 20 cm distance from the threat zone (Figures 1K and S4G) or split into 5 cm bins (Figures 1L and S4I) including the activity within the shelter before leaving (distance \(\geq 40\) cm). The relationship between the average calcium activity 0 - 2 s before reaching the threat zone in experienced animals, the average running speed, and average head direction (Figures S3J and S3K) were determined by linear regression using the **fitlm** function in MATLAB.

**Extracellular electrophysiological recordings**

Spikes were sorted with Kilosort2 (https://github.com/cortex-lab/Kilosort) and Phy (Rossant et al., 2016) using procedures as previously described (Pachitariu et al., 2016). Each unit was attributed to the channel on which the extracellular waveform had the highest amplitude. The recording depth and layer of recorded units in mSC were estimated according to the distance of the recording channel from the SC surface along the DiI track. Spike rates were computed using a causal average filter over 50 ms. Traces were
shown at a sampling rate of 50 Hz. Single units with an average spontaneous firing rate of less than 5 Hz were removed in the analysis of the suppressive effect of vLGN stimulation during spontaneous activity (Figures 4G, 4H, S7B, and S7C) to ensure robust laser effect estimates.

For looming responses (Figures 4C and 4D), the average spike rates in the first three seconds from stimulus onset were normalized to the response to 99% contrast stimuli without laser stimulation. To estimate the effect of vLGN stimulation on mean mSC activity (Figures 4D and 4E) or activity in a specific mSC layer (Figure 4F), spikes from all unit types (well-isolated single units and multi units) were combined. If multiple recordings were performed in one animal (5 out of 6 mice), values were first computed independently for each recording before being averaged to obtain a single value per mouse. For mSC population spike rates, the effect of laser (Figures 4E and 4F) was defined as the average relative reduction in spiking in the first three seconds from stimulus onset during the 99% contrast stimulus with vLGN stimulation compared to the 99% contrast stimulus without laser stimulation. A positive value indicates that vLGN stimulation decreased the average spike rate.

A single unit was considered to be responsive to looms if its average response to 99% contrast stimuli without laser stimulation exceeded a given threshold within the first 500 ms after stimulus onset for at least 200 ms. This threshold was defined as two standard deviations above the mean spike rate in the 500 ms before stimulus onset. Similarly, a unit was considered to be sound-responsive if its response to 15 kHz sounds was more than two standard deviations above the baseline spike rate in the 500 ms before stimulus onset. A unit was considered to be visually-responsive to gratings if its average response during grating presentation deviated by more than two standard deviations from the baseline spike rate. Similarly, a unit was considered to be significantly affected by laser, if its response to vLGN stimulation on blank trials without stimulus presentation deviated by more than two standard deviations from the baseline spike rate in the 500 ms before stimulus onset.

'Visual units' (Figures 4G and S7B) are all single units showing a significant response to either looming or grating stimuli regardless of their responses to sounds. These were compared to single units showing no significant response to any of the visual stimuli (non-visual units). In Figure 4H, single units showing a significant response to either looms or gratings, but not to sounds (visual-only units; also Figure S7C) were compared to single units with significantly increased activity in response to sounds without significant visual response (sound-only units). For single units, the effect of laser (Figures 4G and 4H) was calculated as the average relative change in spontaneous spike rate during 1.5 s laser stimulation compared to the 500 ms before laser onset. Only units in intermediate and deep layers were considered for this analysis. A positive value indicates that vLGN stimulation led to a decrease in the average spike rate.

Statistics
All statistical tests were performed in MATLAB (Mathworks). For each experiment, data were first tested for normality by means of a Shapiro–Wilk test. For non-paired datasets or for repeated-measures with more than two groups, each group was separately tested for normality. For paired datasets, the paired difference was tested for normality. If the null hypothesis was rejected (p < 0.05), non-parametric tests were used. Accordingly, for plots showing non-parametric data, the median and the interquartile range were used for display purposes. If the null hypothesis that data are normally distributed could not be rejected, parametric tests were used. Accordingly, for plots showing parametric data, the mean and the standard error of the mean were used for display purposes.

For paired data, the dependent t test for paired samples and the Wilcoxon signed-rank test were used for parametric and non-parametric data, respectively. For two independent groups of samples, the independent two-sample t test and the Wilcoxon rank-sum test were used for parametric and non-parametric data, respectively. For repeated-measure designs, repeated-measures one-way analysis of variance followed by Tukey’s honest significance test and Kruskal–Wallis one-way analysis of variance followed by Dunn’s multiple comparison test were used for parametric and non-parametric data, respectively. Where applicable, the mean value across repeated trials within individual animals was computed prior to statistical testing across animals. All statistical tests were two-tailed and described in the figure legends. The value of n and what type of data it represented was specified for each figure in the corresponding figure legend. Significance levels were indicated by stars as follows: ns: p ≥ 0.05, *: p < 0.05, **: p < 0.01, ***: p < 10⁻³.