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Abstract—As capacity-achieving codes under successive cancellation (SC) decoding, nested polar codes have been adopted in 5G enhanced mobile broadband. To optimize the performance of the code construction under practical decoding, e.g., SC list (SCL) decoding, artificial intelligence based methods have been explored in the literature. However, the structure of nested polar codes has not been fully exploited for code construction. To address this issue, this paper transforms the original combinatorial optimization problem for the construction of nested polar codes into a policy optimization problem for sequential decision, and proposes an attention-based set-to-element model, which incorporates the nested structure into the policy design. Based on the designed architecture for the policy, a gradient based algorithm for code construction and a divide-and-conquer strategy for parallel implementation are further developed. Simulation results demonstrate that the proposed construction outperforms the state-of-the-art nested polar codes for SCL decoding.
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I. INTRODUCTION

With successive cancellation (SC) decoding, polar codes are the first class of capacity-achieving codes. By splitting physical channels into \( N \) polarized subchannels, each subchannel will polarize to either purely noiseless or completely noisy as \( N \) increases to infinity, and the fraction of noiseless subchannels approaches the Shannon capacity [1].

Due to this property, polar codes select only \( k \) \( (k < N) \) most reliable subchannels to carry information bits. Consequently, the coding performance highly depends on the accurate selection of the reliable subchannels. This subchannel selection is also called code construction, which can be achieved by density evolution [2], Gaussian approximation to density evolution (DE/GA) [3], and upgrading/downgrading of channels [4]. Moreover, a polarization weight method can generate a universal reliability order of the subchannels for all channel conditions [5], [6]. This method has been adopted for the construction of 5G nested polar codes [7], where the subchannels carrying information bits are nested successively according to the reliability order.

While the above state-of-the-art code constructions achieve good error-correction performance with SC decoding, they are not necessarily competent under variants of SC decoding [8]. To address this issue, the construction of polar codes should be customized for the target decoding algorithm. In particular, the construction of polar codes for SC list (SCL) decoding have drawn a lot of attentions [9]–[11]. However, these heuristic constructions still lack theoretical guarantees, and the optimal construction of polar codes for SCL decoding is still unknown.

Inspired by the success of artificial intelligence (AI) in many application domains [12], researchers have attempted to explore whether the code construction with AI can perform comparably or even better than other heuristic approaches [13]–[16]. In particular, a genetic algorithm and a tabular reinforcement learning algorithm were proposed for code constructions in [13] and [14], respectively. Moreover, neural networks were applied to construct polar codes with a target rate [15] and nested polar codes [16]. It is noteworthy that these AI assisted code constructions provide superior performance to classic constructions for particular decoding algorithms, e.g., SCL decoding.

This paper proposes a learning based approach for nested polar code construction, which is a challenging combinatorial optimization problem. We first transform this problem into a stochastic policy optimization problem for sequential decision, and then represent the policy by a customized neural network. Specifically, the neural network is factorized as a series of set-to-element modules, where the input and output of each module are a set and an element, respectively. To construct a sequence of nested sets, the output element of each module should be out of the input set. We adopt set representations [17] for the input set. In order to determine the output element, we utilize the attention mechanism based on an alignment model, which scores how well the input set and each target element match [18]. Furthermore, we propose a gradient based algorithm to minimize the average loss of the policy, and develop a divide-and-conquer strategy for parallel implementation. Simulation results demonstrate that the proposed construction achieves better performance than the state-of-the-art nested polar codes for SCL decoding.

II. PROBLEM FORMULATION

A. Nested Polar Codes

A polar code with code length \( N \) contains \( k \in \{1, 2, \ldots, N\} \) nonfrozen bits and \( N - k \) frozen bits, where the
$k$ nonfrozen bits include information bits and cyclic redundancy check (CRC) bits (if CRC is used). We refer to the selection of $k$ nonfrozen bit positions as polar code construction. Let $\{\pi_j\}_{j=1}^k$ denote the set of $k$ nonfrozen bit positions, and $\pi_j \in \{1, 2, \ldots, N\}$ is a position index. For any given code length $N$, the construction of a sequence of nested polar codes refers to the selection of a permutation $\pi = (\pi_1, \ldots, \pi_N)$ of the integer sequence $(1, \ldots, N)$, such that the first $k$ elements of $\pi$ compose the nonfrozen bit positions of the $k$-th polar code. Define the performance loss (e.g., the block error rate (BLER)) of the polar code corresponding to $\{\pi_j\}_{j=1}^k$ as $J_k(\{\pi_j\}_{j=1}^k)$, where the function $J_k$ may vary with $k$ since the codes with different $k$ may be decoded under different conditions (e.g., SNRs). Consequently, the construction of nested polar codes can be formulated as

$$\min_{\pi} \sum_{k=1}^N c_k J_k(\{\pi_j\}_{j=1}^k),$$

where $c_k$ is a weight providing the trade-off among the codes with different $k$. However, problem (1) is challenging due to two aspects. First, $J_k(\{\pi_j\}_{j=1}^k)$ usually lacks an explicit expression and hence requires to be evaluated by simulations [16]. Second, the number of feasible solutions is equal to that of possible permutations for a length-$N$ sequence. If $N = 1024$, the permutation number $N!$ would approach $10^{253}$, which makes the problem highly intractable.

### B. Problem Transformation

To avoid the brute-force search in such a huge space, we reformulate problem (1) into a stochastic policy optimization problem for sequential decision. In particular, we treat $\pi$ as a random variable and define the policy as the probability distribution of $\pi$, which assigns a probability for each possible permutation. Considering a variable $\theta$ that contains a set of continuous parameters and parameterizing the probability distribution of $\pi$ as $p(\pi; \theta)$, we can transform the original combinatorial optimization problem (1) into a continuous optimization problem:

$$\theta^* = \arg \min_{\theta} \mathbb{E}_{\pi} \left[ \sum_{k=1}^N c_k J_k(\{\pi_j\}_{j=1}^k) \right],$$

where the expectation is over the probability distribution $p(\pi; \theta)$. Once $\theta^*$ is obtained, the solution of problem (1) can be selected from a number of permutations sampled from $p(\pi; \theta^*)$. In the following, we will represent the specific expression of $p(\pi; \theta)$ by a customized neural network in Section III, and then propose a gradient based algorithm to solve problem (2) in Section IV.

### III. ATTENTION-BASED SET-TO-ELEMENT MODEL

In this section, we design a neural network architecture to represent the specific expression of $p(\pi; \theta)$. Instead of representing $p(\pi; \theta)$ by the generic multi-layer perceptrons (MLPs), we incorporate the property of $p(\pi; \theta)$ and the structure of $\pi$ into the neural network architecture [19]. Specifically, by applying the chain rule, we have

$$p(\pi; \theta) = \prod_{k=1}^N p(\pi_k | \{\pi_j\}_{j=1}^{k-1}; \theta),$$

where $\{\pi_j\}_{j=1}^0 \triangleq \emptyset$. Based on (3), the neural network representing $p(\pi; \theta)$ can be factorized as a series of modules, where the input and output of the $k$-th module are $\{\pi_j\}_{j=1}^{k-1}$ and $\pi_k$, respectively. Since the input $\{\pi_j\}_{j=1}^{k-1}$ and the output $\pi_k$ are a set and an element, respectively, we refer to this module as a set-to-element module. Based on this observation, we design an $N$-module neural network as shown in Fig. 1, with each module sharing the same architecture. In this way, the total number of training parameters, i.e., the dimension of $\theta$, can be much reduced.

#### A. Representations for $\{\pi_j\}_{j=1}^{k-1}$ and $\pi_k$

To further build each set-to-element module in Fig. 1, we need to design representations for the input $\{\pi_j\}_{j=1}^{k-1}$ and the output $\pi_k$, as well as $p(\pi_k | \{\pi_j\}_{j=1}^{k-1}; \theta)$. To this end, we propose vector-form representations for $\pi_k$ and $\{\pi_j\}_{j=1}^{k-1}$, respectively. Such vector-form representations can be fed into the module using vector-space calculations. Specifically, by representing $n \in \{1, \ldots, N\}$ as a vector optimization variable $x_n \in \mathbb{R}^d$, where the embedding size $d$ is commonly selected as a power of 2 via experiments, we vectorize $\{\pi_j\}_{j=1}^{k-1}$ as

$$y_k = \left\{ \begin{array}{ll} y_0, & k = 0, \\ \sum_{j=1}^k x_{\pi_j}, & k = 1, \ldots, N, \end{array} \right.$$  

(4)

where $y_0 \in \mathbb{R}^d$ is a vector optimization variable representing the initial input $\emptyset$, and $\sum_{j=1}^k x_{\pi_j}$ represents $\{\pi_j\}_{j=1}^{k-1}$ for $k \geq 1$. This representation exploits an important permutation-invariant property [17], i.e., any permutation of the elements in $\{x_{\pi_1}, \ldots, x_{\pi_k}\}$ results in the same set representation $y_k$. This makes the representation of $\{\pi_j\}_{j=1}^{k-1}$ invariant regardless of the generated order of its elements.

With $x_{\pi_k}$ and $y_{k-1}$ representing $\pi_k$ and $\{\pi_j\}_{j=1}^{k-1}$, respectively, we can express the conditional probability in (3) as

$$p(\pi_k | \{\pi_j\}_{j=1}^{k-1}; \theta) = p(x_{\pi_k} | y_{k-1}; \{x_{\pi_j}\}_{j=1}^N, y_0, \phi),$$  

(5)

where the original optimization variable $\theta$ is specified as $\{x_{\pi_j}\}_{j=1}^N, y_0,$ and $\phi$. In particular, $\{x_{\pi_j}\}_{j=1}^N$ and $y_0$ are used for representing $\{\pi_j\}_{j=1}^{k-1}$ as shown in (4), and $\phi$ is used for representing the conditional probability $p(x_{\pi_k} | y_{k-1}; \phi)$.
importance of each and each weights are calculated as the normalization of the output of the current state. This weighted sum intuitively decides which reflects the importance of each source word with respect to based on a context vector. The context vector is computed as first briefly review the basic idea of attention mechanism specifically later.

Thus, we only use alignment model of dot-product attention are similar in complexity. In our simulations, we find that they are also nearly the same in performance. Thus, we only use alignment model for ease of descriptions.

B. Representations for $p(x_{\pi_k} | \ y_{k-1}; \ {x_n}_{n=1}^N, y_0, \phi)$

Before we represent $p(x_{\pi_k} | \ y_{k-1}; \ {x_n}_{n=1}^N, y_0, \phi)$, we adopt the attention mechanism to calculate a context vector $\tilde{y}_{k-1}$ for scoring how well $y_{k-1}$ and each $x_n$ match by the alignment model1 [18]:

$$
\begin{align}
\mathbf{v}_1^T \tanh \left( A_1 \left[ x_n^T, y_{k-1}^T \right]^T \right), & \text{ if } n \in \{ \pi_j \}_{j=1}^{k-1}; \\
\rightarrow \infty, & \text{ otherwise},
\end{align}
$$

where $A_1 \in \mathbb{R}^{d \times 2d}$ and $v_1 \in \mathbb{R}^d$ are parameters to be optimized. In (6), the elements already in $\{ \pi_j \}_{j=1}^{k-1}$ are masked by $\rightarrow \infty$ due to the nested structure, where the elements in $\{ \pi_j \}_{j=1}^{k-1}$ are excluded as candidates of $\pi_k$. Consequently, the context vector is computed as $\tilde{y}_{k-1} = \sum_{n=1}^N g_{k-1,n} x_n$, where $g_{k-1,n} = \frac{e^{\mathbf{w}_{k-1,n}}}{\sum_{j=1}^n e^{\mathbf{w}_{k-1,j}}}$ is the normalization of the weight $w_{k-1,n}$.

Then we further score how well the context vector $\tilde{y}_{k-1}$ and each $x_n$ match by calculating a weight $\tilde{w}_{k-1,n}$ as

$$
\begin{align}
\mathbf{v}_2^T \tanh \left( A_2 \left[ x_n^T, \tilde{y}_{k-1}^T \right]^T \right), & \text{ if } n \in \{ \pi_j \}_{j=1}^{k-1}; \\
\rightarrow \infty, & \text{ otherwise},
\end{align}
$$

where $A_2 \in \mathbb{R}^{d \times 2d}$ and $v_2 \in \mathbb{R}^d$ are parameters to be optimized. To clip $\tilde{w}_{k-1,n}$ in a reasonable range, we use

$$
r_{k-1,n} = \left\{ \begin{array}{ll}
C \tanh(\tilde{w}_{k-1,n}) & \text{if } n \notin \{ \pi_j \}_{j=1}^{k-1}; \\
\rightarrow \infty, & \text{otherwise},
\end{array} \right.
$$

where $C$ is a tuning hyperparameter that controls the range of the weights. Since the clipped weight $r_{k-1,n}$ reflects the importance of each $x_n$ in the current context, we normalize it in $[0, 1]$ to obtain the probability with respect to $x_n$:

$$
p(x_{\pi_k} = x_n | y_{k-1}; \ {x_n}_{n=1}^N, y_0, \phi) = \frac{e^{r_{k-1,n}}}{\sum_{j=1}^N e^{r_{k-1,j}}}, \quad (9)
$$

where $\phi$ is specified as all the parameters to be optimized as shown in (6)-(9), including $A_1, v_1, A_2,$ and $v_2.$

Once $x_{\pi_k}$ is sampled from (9), according to (4), we can update the representation of $\{ \pi_j \}_{j=1}^{k}$ as

$$
y_k = a_k y_{k-1} + x_{\pi_k}, \quad \text{with } a_k = \begin{cases} 0, & k = 1, \\
1, & k = 2, \ldots, N. \end{cases} \quad (10)
$$

Based on (5)-(10), the structure of the proposed attention-based set-to-element module can be illustrated in Fig. 2, which composes the $k$-th stage of the whole model as shown in Fig. 1.

IV. CODE CONSTRUCTION WITH GRADIENT BASED ALGORITHM

Based on the stochastic policy designed in Section III, we further propose a gradient based algorithm to solve the continuous optimization problem (2). Specifically, we can derive the gradient of the cost function in (2) as

$$
\nabla_\pi \left[ \left( \sum_{k=1}^N c_k J_k(\{ \pi_j \}_{j=1}^{k}) - b \right) \cdot \nabla_\theta \log p(\pi; \theta) \right], \quad (11)
$$

where $b$ is the baseline to reduce the gradient variance. A simple and popular choice is the exponential moving average of $\sum_{k=1}^N c_k J_k(\{ \pi_j \}_{j=1}^{k})$. Consequently, we can apply the gradient based solver Adam [20] to solve problem (2).

The overall process is summarized in Algorithm 1. Specifically, in each epoch $= 1, \ldots, E$, a batch of permutations $\{ \pi^{(i)} \}_{i=1}^B$ are sampled from $p(\pi; \theta)$ as shown in line 4. According to the cost function in (2), the loss is calculated as $L_i = \sum_{k=1}^N c_k J_k(\{ \pi_j \}_{j=1}^{k})$ in line 5. From line 6 to line 11, the permutation with the minimum loss is always kept as $\pi^*$. In line 12, $g(\theta)$ is the mini-batch gradient that
Algorithm 1 is

\[ \text{O} \]

the gradients are clipped to \( 1 \) epoch is \( \text{O} \)

size for gradient descent is fixed as \( 10 \)

moving average is \( B \) and \( 256 \)

information lengths \( k \)

attention-based set-to-element model, the embedding size for Algorithm 1 for constructing nested polar codes with

attention-based set-to-element model and the corresponding gradient decent updates. Specifically, the dimension of \( \theta \) complexity of Algorithm 1 is dominated by the mini-batch BLER of each code to a lookup table, so that the computational performance.

To well scale up to the long code design, we can implement Algorithm 1 in a divide-and-conquer strategy. Specifically.

since the cost function \( E_\pi \), \( \sum_{k=1}^{N} c_k J_k(\{\pi_j\}_{j=1}^{k}) \) in (2) is additively separable, we can divide an initial \( \pi \) into several segments, where each segment is optimized with Algorithm 1 in parallel. Therefore, after each segment is optimized, the overall \( \pi \) can be further improved. In Section V, we will show that, only by dividing twice, the proposed Algorithm 1 assisted with the divide-and-conquer strategy achieves good performance.

In each epoch of Algorithm 1, we recode the evaluated BLER of each code to a lookup table, so that the computational complexity of Algorithm 1 is dominated by the mini-batch gradient descent updates. Specifically, the dimension of \( \theta \) (including \{\( x_{\text{pi}} \}_{i=1}^{N}, \ y, \ A_1, \ v_1, \ A_2, \text{ and } v_2 \}) is \( Nd + d + 2d^2 + 2d^2 + d = (N + 3)d + 4d^2 \). Thus, the complexity per epoch is \( \mathcal{O}(B((N + 3)d + 4d^2)) \) and the total complexity of Algorithm 1 is \( \mathcal{O}(EB((N + 3)d + 4d^2)) \).

V. Simulation Results

In this section, we evaluate the performance of the proposed attention-based set-to-element model and the corresponding Algorithm 1 for constructing nested polar codes with \( N = 64 \) and 256, respectively.

The simulation setting is as follows. For the proposed attention-based set-to-element model, the embedding size \( d \) is set as 128, and the hyperparameter \( C \) in (9) is set as 10. Moreover, for Algorithm 1, the epoch number is \( E = 20000 \), the batch size is \( B = 100 \), and the decay of the exponential moving average is \( \beta = 0.99 \). During the iterations, the step size for gradient descent is fixed as \( 10^{-3} \), and the \( l_2 \) norm of the gradients are clipped to 1 to avoid the gradient exploding.

To achieve fairness among the polar codes with different information lengths \( k \), the weight \( c_k \) in (2) is equally set as 1. During the optimization, the individual loss of the \( k \)-th polar code, i.e., \( J_k(\{\pi_j\}_{j=1}^{k}) \) in (2), is set as the BLER on the log scale with the SC list size is \( L_{\text{sc}} = 8 \) under the additive white gaussian noise channel [21]. To ensure an accurate BLER estimation, at least 1000 block error events are collected for each polar code. Moreover, to ensure that the loss \( J_k(\{\pi_j\}_{j=1}^{k}) \) with different \( k \) are comparable, the decoding SNR for code construction is set to the values under which 5G nested polar codes [7] approach BLER = 0.01. In particular, the SNR is given by \( E_{\text{SNR}}/N_0 \) under QPSK. When the code length \( N = 64 \) and 256, respectively, the SNR values for different \( k \) are illustrated in Fig. 3. It can be seen that, to achieve the same BLER, the required SNR of 5G nested polar codes is increased with the increase of \( k \) for both cases.

After the polar codes are constructed under the above setting, we first evaluate the required SNR for approaching the target BLER = 0.01 under SCL-Genie decoder, which selects the correct path as long as it is among the surviving paths. For comparison, we also show the performance of DE/GA [3], 5G nested polar codes [7], and the MLP-based design [16], respectively. Both [16] and this work adopt neural networks for code construction. Moreover, both neural networks are trained with the aid of the code construction performance without labels, and hence they both belong to reinforcement learning rather than supervised learning. We term the approach in [16] as MLP to distinguish it from the customized design of neural network based on set representations and attention mechanism. By centralizing the required SNR of 5G nested polar codes (as shown in Fig. 3) as zero, the required relative SNR between each scheme and 5G nested polar codes for \( N = 64 \) when BLER = 0.01 is compared in Fig. 4.
shown in Fig. 4, compared with 5G nested polar codes, DE/GA results in a worse overall performance, with the largest loss of 0.1 dB. In contrast, both AI-based constructions achieve better performance than 5G nested polar codes. Moreover, the proposed code construction using attention-based set-to-element model performs better than the MLP-based design for almost all different $k$. This is because the proposed construction fully incorporates the nested structures of the codes into the neural network architecture by exploiting set representations and attention mechanism.

Next, we compare the performance of different schemes for $N = 256$ in Fig. 5 under SCL-Genie decoder. Due to the extremely long construction time, the result of the MLP-based design is not obtained in reasonable time, and hence omitted. Algorithm 1 is aided with the divide-and-conquer strategy proposed in Section IV. Specifically, we adopt 5G nested polar codes as the initial solution, and equally divide the index sequence into 8 segments for parallel implementation. The corresponding result is termed as Proposed_1. Moreover, the index sequence of Proposed_1 is further divided into 9 segments, where the first and last segments consist of 16 elements, respectively, and each of the middle 7 segments consists of 32 elements. After the optimization of each segment, the result is termed as Proposed_2. As shown in Fig. 5, DE/GA still performs the worst, while both Proposed_1 and Proposed_2 achieve a maximum gain of 0.2 dB better performance than 5G nested polar codes, with $\beta$.

Finally, we compare the proposed codes with 5G nested polar codes at low BLER under the conventional SCL decoder. Figure 6 shows that, when $\text{BLER} = 10^{-5}$, the advantage of the proposed codes is more evident especially for $N = 256$. This demonstrates the superiority of the proposed codes at low BLER. We also compare the performance when CRC is used, where the CRC lengths are 4 and 8 for $N = 64$ and $N = 256$, and the CRC polynomials are selected as 0x3 and 0xD5, respectively. We can see from Fig. 7 that the proposed codes can still achieve better performance than 5G nested polar codes, with a maximum gain over 0.15 dB.

VI. CONCLUSION

In this paper, we proposed a learning based construction for nested polar codes. We first transformed the original combinatorial optimization problem into a parameterized policy optimization problem for sequential decision. To incorporate the nested structure of the codes into the policy design, we proposed an attention-based set-to-element model by adopting appropriate set representations and attention mechanism. Based on the designed architecture for the policy, a gradient based algorithm for code construction and a divide-and-conquer strategy for parallel implementation were further developed. Simulation results demonstrated that the proposed construction outperforms the state-of-the-art nested polar codes for SCL decoding.
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