Experimental measurement of the isolated magnetic susceptibility
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The isolated susceptibility $\chi_I$ may be defined as a (nonthermodynamic) average over the canonical ensemble, but while it has often been discussed in the literature, it has not been clearly measured. Here, we demonstrate an unambiguous measurement of $\chi_I$ at avoided nuclear-electronic level crossings in a dilute spin ice system, containing well-separated holmium ions. We show that $\chi_I$ quantifies the superposition of quasiclassical spin states at these points and is a direct measure of state concurrence and populations.
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I. INTRODUCTION

Alternating current susceptometry [1,2] is a traditional probe of magnetic response at applied frequencies $\omega/(2\pi)$ of up to $10^6$ Hz [3]. As $\omega \to 0$, the isothermal susceptibility $\chi_T$ is measured, while, historically, there was much debate as to whether the high-frequency response could be approximated as a quasistatic adiabatic susceptibility $\chi_S$ [1] or a quasiclassical (or quantum adiabatic) susceptibility $\chi_I$ [4–6]. The latter is a particularly interesting response function as it reveals aspects of a system that are not exposed by thermodynamic measurements, yet there do not seem to be any examples where $\chi_I$ has been clearly observed [7]. Here, we demonstrate an experimental measurement of $\chi_I$ at avoided level crossings in a simple spin system and show how it is a direct measure of the concurrence, or superposition of two quasiclassical spin states, and can be used to measure state populations.

The three susceptibilities, $\chi_T$, $\chi_S$, and $\chi_I$, may be precisely defined (see the Appendix) with respect to canonical ensemble averages:

$$\chi_T = \frac{\partial M}{\partial H} = \frac{1}{V} \frac{\partial}{\partial H} \left( \sum_i m_i p_i \right),$$

$$\chi_S = \chi_T - \frac{\mu_0 VT(\partial M/\partial T)^2}{C_H},$$

$$\chi_I = \frac{1}{V} \sum_i \left( \frac{\partial m_i}{\partial H} \right) p_i,$$

where the sum is over eigenstates $i$ of the Hamiltonian (which are not generally simple spin states), $H$ is the applied field, $M$ is the equilibrium magnetization, $V$ is the volume, $T$ is the temperature, $m_i = -\partial E_i/\partial B$ (with $B = \mu_0 H$) is the magnetic moment of eigenstate $i$, $C_H$ is the magnetic heat capacity at constant applied field, $p_i = e^{-E_i/k_BT}/Q$ is a Boltzmann population, and $Q = \sum e^{-E_i/k_BT}$ is the partition function, with $k_B$ being Boltzmann’s constant. Note that the quantum adiabatic susceptibility $\chi_I$ is not necessarily equal to the thermodynamic adiabatic susceptibility $\chi_S$. Also, $\chi_I$ cannot be expressed as a second derivative of the free energy, so it is not a thermodynamic property. It has been proved that $\chi_T \geq \chi_I \geq 0$ [5].

In experiment, the frequency-dependent susceptibility $\chi(\omega)$ generally measures $\partial M/\partial H = \chi_T$ as $\omega \to 0$. A purely real response, $\chi(\omega) = \chi'(\omega)$, at high frequency could equate to $\chi_S$ if the only effect of finite frequency is to decouple the system from the heat bath [1], or it could equate to $\chi_I$ if the state populations of the system remain equal to those that existed before the field perturbation was applied. In the latter case, if the fixed values $p_i$ are not equilibrium populations for all $H(t)$, then the response of the system is nonergodic. The experiment measures a time-averaged susceptibility $\chi_I(t)$ which is equal to $\chi_I$ but is not equal to the ensemble-averaged $\partial M/\partial H = \chi_T$. However, $\chi_I$ can still be calculated by a different average over the canonical ensemble, as given in Eq. (3).

To see how this may come about in practice, in Fig. 1(a) we describe an idealized spin system where the driving period $\tau = 2\pi/\omega$ is compared to well-separated spin-lattice ($\tau_1$) and spin-spin ($\tau_2 \ll \tau_1$) relaxation times [8]. At very low frequency, the magnetic system will remain in thermal equilibrium throughout the field cycle, giving $\chi_T$ as the real response. As $\omega$ is increased until $\tau \ll \tau_1$, equilibrium with the lattice and heat bath is lost, but spin-spin interactions retain thermal equilibrium between spins, giving an adiabatic response, $\chi(\omega) = \chi_S$ [1]. If the drive frequency is further increased until $\tau \ll \tau_2$, equilibrium between spins is lost, and the perturbing field acts on the state populations that existed before the perturbation was applied, so $\chi(\omega) = \chi_I$. Hence, with $\tau_1$ and $\tau_2$ well defined and well separated, the susceptibility $\chi(\omega)$ takes the form of a series of decreasing
plateaus [Fig. 1(a)], reminiscent of a dielectric response. As $\omega$ is increased, the susceptibility on each plateau—$\chi_T$, $\chi_S$, and $\chi_I$, respectively—can be calculated in a quasistatic limit [Eqs. (1)–(3)].

In this paper, we will be particularly interested in avoided level crossings [Fig. 1(b)] where the curvature of the state energies with field allows a finite $\chi_I$ according to Eq. (3). In this context, it is important to stress that the isolated response is, by definition, adiabatic in the quantum mechanical sense [9]. The Landau-Zener effect [10] (a dynamical effect) is therefore not relevant to this paper except insofar as it could imply a further crossover, with increasing frequency, from the case where the crossing is traversed adiabatically to the case where it is traversed diabatically [see Fig. 1(b)]. In view of the subsequent discussion, this would drive the susceptibility to zero, a feature that we have illustrated in Fig. 1(a). An experimental example of a Landau-Zener crossover in a rare-earth complex is given in Ref. [11].

The response of real magnetic systems can be far more complicated than implied by the simplified picture of Fig. 1(a), but there will always be a gradual crossover, with increasing frequency, from a scenario in which state populations change on the timescale of the field cycle to one in which they do not. The low-frequency regime can be treated by a master equation approach (see, for example, Refs. [6,12]), which accounts for state population changes, while the high-frequency regime can be treated by a Kubo-type linear response approach [13], which assumes fixed populations. Indeed, neutron scattering, which probes the response at relatively high frequencies, is very successfully treated by the latter approach [14].

In contrast to $\chi_T$, which irretrievably mixes field-induced changes in quantum states with field-induced changes in state populations, $\chi_I$ may be viewed as a more direct measure of quantum spectra. It is, further, a general measure of the superposition of quasiclassical spin states. Thus, if an energy eigenstate is, say, a pure “spin-up” state, it will have zero isolated susceptibility because the magnetic moment is field independent [see Eq. (3)]. A finite $\chi_I$ can, however, be observed if spin up and spin down are superposed, which allows the magnetic moment to evolve with field. For example, in the case that zero-field states may be pure spin up/spin down or admixtures thereof, application of the Zeeman operator as a perturbation gives $\chi_I$ in the form [6]

$$\chi_I = \mu_0 (VQ)^{-1} \sum_{i,j} \frac{e^{-\beta E_i} - e^{-\beta E_j}}{E_j - E_i} |\langle i | \hat{\mu} | j \rangle|^2, \quad (4)$$

where $\hat{\mu}$ is the magnetic moment operator and $\beta = 1/k_B T$. This contains finite matrix elements only if different energy eigenstates $i,j$ contain both spin-up and spin-down components, which occurs at avoided level crossings, for example [15].

In this paper, we demonstrate a particularly simple magnetic system in which the isolated susceptibility can be measured and analyzed. The paper first considers relevant theory and then describes our experimental results. In Sec. II we solve the statistical mechanics of a simple two-state paramagnetic system with an idealized spin Hamiltonian, designed to emphasize differences between the three susceptibilities [Eqs. (1)–(3)] and to highlight the connection between isolated susceptibility and state concurrence. Section III shows how a variant of this Hamiltonian may be realized by approximating the hyperfine Hamiltonian of dilute spin ice. In particular, a strongly isolated response and perfect state concurrence at avoided level crossings in finite field are predicted. Section IV then describes our experiments that confirm these predictions at $T \geq 2 \text{ K}$, where the system is prepared in a state of thermal equilibrium. Section V describes analogous low-temperature experiments, down to $T = 76 \text{ mK}$, that reveal how, when the system cannot be brought to equilibrium, isolated susceptibility can be used as a sensitive probe of the nonequilibrium state populations. Conclusions are subsequently drawn in Sec. VI.
II. A TWO-STATE SYSTEM

We start by considering a simple two-state system in which the difference between the three susceptibilities of Eqs. (1)–(3) may be made explicit. The system consists of an ensemble of noninteracting spins, each with $S = 1/2$ and Hamiltonian

$$\hat{H} = 2\mu B \hat{S}^z + 2\Delta \hat{S}^x.$$  \hfill (5)

Here, $\mu$ is the size of the magnetic moment of the pure spin-up or spin-down states, $\Delta$ is a perturbation, and the spin $\hat{S}$ operators are defined to be dimensionless. The first term in Eq. (5) is the Zeeman interaction, and the second term mixes magnetic (spin-up and spin-down) states. This Hamiltonian is easily diagonalized, with eigenvalues characteristic of an avoided level crossing at $B = 0$ [see Fig. 1(b), blue lines],

$$E_\pm = \pm \mathcal{E}, \quad \mathcal{E} = \sqrt{(\mu B)^2 + \Delta^2},$$  \hfill (6)

and eigenstates

$$|\psi_\pm\rangle = \frac{\Delta|\uparrow\rangle \pm (\mathcal{E} \mp \mu B)|\downarrow\rangle}{\sqrt{(\mathcal{E} - \mu B)^2 + \Delta^2}},$$ \hfill (7)

characteristic of a gradual superposition of spin up and spin down as the crossing is approached. The two quasiclassical states are completely superposed at the avoided level crossing in zero field but are not superposed far from that point.

To characterize this behavior quantitatively, following Ref. [16], we may introduce the “concurrency” $\mathcal{C}$ of a state $|\psi\rangle$ as its overlap with its spin-reversed equivalent $|\tilde{\psi}\rangle$:

$$\mathcal{C}(\psi) = \langle \psi | \psi \rangle.$$ \hfill (8)

This takes the value $\mathcal{C} = 0$ for the nonsuperposed states $|\uparrow\rangle$ and $|\downarrow\rangle$, which are the eigenstates corresponding to $E_\pm$ in sufficiently strong fields $|B|$, and $\mathcal{C} = 1$ for the fully superposed states $\psi_\pm = (|\uparrow\rangle \pm |\downarrow\rangle)/\sqrt{2}$, which are the eigenstates at the zero-field avoided level crossing. It is then easy to show that the isolated susceptibility is a direct measure of concurrence as a function of field $\mathcal{C}(B)$, given by

$$\chi_\parallel = \frac{\mu_0 \mu^2}{V \Delta} \sum_\pm \mp p_\pm C^3,$$ \hfill (9)

where $C(B) = \Delta/\sqrt{\Delta^2 + B^2 \mu^2}$ and $p_\pm$ represent the normalized state populations. Using Boltzmann probabilities, this becomes

$$\chi_\parallel = \frac{\mu_0 \mu^2 C^3}{V \Delta} \tanh \left( \frac{\beta \Delta}{C} \right) \approx \frac{\mu_0 \mu^2 C(B)^2}{\Delta},$$ \hfill (10)

where the right-hand approximation is valid in the high-temperature limit. The isolated susceptibility is then a Lorentzian function of field:

$$\chi_\parallel = \frac{\mu_0 \mu^2}{V k_B T} \frac{1}{1 + (\mu^2/\Delta^2) B^2}.$$ \hfill (11)

With knowledge of the exact eigenstate energies as a function of field, all three susceptibilities in Eqs. (1)–(3) can therefore be calculated. The isolated response is a maximum at $B = 0$ when $\mathcal{C} = 1$ and $\chi(0) = \chi_S(0) = \chi_T(0) = \mu_0 V^{-1} \mu^2/\Delta$. The closely spaced eigenstates of the system with energy $E_\pm = \pm \Delta$ have precisely zero magnetic moment at the avoided crossing in zero field, gaining a moment only through their mixing by the second-order Zeeman effect as the field is applied. However, with increasing field, the three susceptibilities diminish at different rates, such that $\mu_0 V^{-1} \beta \mu^2 > \chi_T(B) > \chi_S(B) > \chi_I(B)$.

The more complex Hamiltonian considered subsequently will retain many of the characteristics of this simple example, though some important differences of detail arise from the fact that, in the more complex case, the avoided level crossings occur at finite applied field.

III. HYPERFINE HAMILTONIAN

A model Hamiltonian similar to that considered in Sec. II may be realized experimentally in the dilute limit of an Ising-like spin system, such as very dilute samples of spin ice, $Y_{1.9973}Ho_{0.0023}Ti_2O_7$, studied here. Figure 2(a) illustrates the spin ice geometry where every fourth (apical) spin is parallel or antiparallel to the field, while the other three (basal) spins have only a small parallel or antiparallel component. We will be interested mainly in the response of the apical spin, but the three basal spins also need to be considered as they provide an important correction.

The non-Kramers holmium (Ho$^{3+}$) ion with nuclear spin $I = 7/2$ would be expected to afford a weakly “split” electronic spin doublet with effective spin $S = 1/2$ [17] and $\mu = \langle I || \rangle$ quantumization axis ensured by the large trigonal crystal field [18]. For an ideal non-Kramers doublet of this sort, neglecting the quadrupole term, the hyperfine Hamiltonian may be written as

$$H_{\text{hyper}} = 2A \hat{S}^x F^z, \quad 2A = g_I (A_J/g_J),$$ \hfill (12)

where $A_J/g_J$ should be essentially the same for all Ho salts (note that Ho has a single isotope). For Ho$^{3+}$ in the spin ice environment, the parallel $g$ factor is $g_I \approx 19$ (see below), and the hyperfine parameter is $A_J/k_B \approx 0.3$ K. If higher states are relevant, they can induce a further transverse term $2A'(\hat{S}^z F^x + \hat{S}^x F^z)$, with $2A' = g_L (A_J/g_J)$. But here, any perpendicular $g$ factor $g_L$ is certainly extremely small [18] and is henceforth assumed to be zero. More importantly, Abragam and Bleaney [17] recommend the addition of a term $2A(\hat{S}^z + \hat{S}^x)$ with a distribution of parameters $\Delta$ arising from local strains [19]. We can suppress the $y$ term without loss of generality, and including the Zeeman term for the field $B$ applied parallel to $\hat{S}^z$, the effective Hamiltonian for the apical spins becomes

$$H_{\text{apical}} = 2A \hat{S}^z F^z + 2\mu B \hat{S}^z + 2\Delta \hat{S}^x,$$ \hfill (13)

where $\mu = (1/2) g_I (\mu_B)$ of $10 \mu_B$. A similar Hamiltonian may be constructed for the basal spins:

$$H_{\text{basal}} = 2A \hat{S}^z F^z + 2(\mu/3) B \hat{S}^z + 2\Delta \hat{S}^x.$$ \hfill (14)

The factor $(1/3)$ in this equation arises from the angle $\arccos(1/3)$ that the basal spins subtend with the applied field. Note also that there is no direct coupling of the field with $\hat{S}^x$ because $g_L = 0$.

Taking $H_{\text{apical}}$ as an example, these Hamiltonians may be represented in the basis of states $|m_S, m_I\rangle$, where the only off-diagonal terms are those with $m_I - m'_I = 0$ and $m_S - m'_S = \pm 1$. Here, $m_S = \pm 1/2$, and $m_I = \pm 7/2, \pm 5/2, \pm 3/2, \pm 1/2$. The Hamiltonian can therefore be separated into a series of
of magnetic field with an effective splitting of spin-1 plane (shaded; apical spin is in red, basal spins are in magenta). In the dilute sample only one or zero magnetic sites are likely to be occupied by magnetic Ho\(^{3+}\) in any given tetrahedron of the crystal structure. (b) Energy diagram of the hyperfine levels of an apical Ho\(^{3+}\) ion as a function of magnetic field with an effective splitting of \(\Delta/k_B = 0.013\) K, showing direct and avoided level crossings. (c) The effective electronic spin-1/2 Ho\(^{3+}\) ion has eight Zeeman split levels which are degenerate in zero field (gray arrows). As the field is increased from zero to positive values, there are four level crossings where only the electron spin reverses. When brought into resonance by applied field, superposed \(\pm m_S\) states have finite isolated susceptibility.

\[ 2 \times 2 \text{ blocks of the type} \]

\[ \hat{H}' = \begin{bmatrix} Am_I + \mu B & \Delta \\ -\Delta & -Am_I - \mu B \end{bmatrix}, \]  

one for each value of \(m_I\). The Hamiltonian is thus easily diagonalized, as above, with eigenvalues

\[ E_{m_I,\pm} = \pm \sqrt{(Am_I + \mu B)^2 + \Delta^2}. \]

Hence, energies and magnetic moments of the Hamiltonian (15) map to those of Eqs. (5)–(7), with \(\mu B\) replaced by \(Am_I + \mu B\): the nuclear spin acts as an effective field that adds to the applied field. It is then straightforward to evaluate the partition function corresponding to Eq. (16) and then derive the susceptibilities using Eqs. (1)–(3) with the magnetic moment defined as \(m_I = -\partial E_i/\partial B\).

The consequent energy diagram for the apical spins as a function of magnetic field is shown in Fig. 2(b), illustrating the field-dependent direct and avoided level crossings. There are two degenerate ladders of energy levels, each corresponding to \(m_S = \pm 1/2\), with \(m_I\) defining the rungs of the ladder, as depicted in Fig. 2(c). Starting from the zero field as depicted in Fig. 2(c), as a magnetic field is applied, neglecting its weak coupling with the nuclear moment, the two sets of states shift by the electronic first-order Zeeman energy difference. Equivalent level crossings occur in both positive and negative fields: in the following we enumerate the crossings with respect to only positive fields. For such positive fields, there are, in principle, eight values of the applied field where energy level crossings occur. However, the isolated susceptibility \(\chi_I(H)\) strongly peaks only at the subset of four avoided level crossings where the nuclear spin state does not change [see Fig. 2(c)]. At these points, the up and down electronic spin states, \(|\uparrow\rangle\) and \(|\downarrow\rangle\), respectively, are fully superposed and show complete concurrence, \(C = 1\), while off resonance, the spin states tend towards simple spin up or down with \(C = 0\) [see Eqs. (7) and (8)]. However, in contrast to the simpler case considered above, even at the special points of resonance, \(\chi_I\) is suppressed by a significant factor with respect to \(\chi_T\) (see Fig. 3). Physically, the reason is that, at a given avoided crossing, the isolated susceptibility is finite only for electronic states associated with a single nuclear spin state, a small fraction \([\sim 1/(2^I + 1)]\) at high temperature \([\sim 1/(2^I + 1)]\) of the total available. One might say that the field-driven system is ergodic for one nuclear spin state but nonergodic for the rest, in contrast to the simpler case of Eq. (9), where the system is fully ergodic at the \(B = 0\) resonance and \(\chi_T = \chi_I\) as envisaged by Kubo [13].

Considering just the isolated susceptibility, we refer to Fig. 3 and label the four isolated susceptibility peaks (from left to right) as 1–4. A similar calculation (not shown) may be carried out for the basal spin Hamiltonian, Eq. (14). The basal spins are found to contribute a small peak coincident with 2 and another small peak at three times that field (to the right of 4 in Fig. 3). The reason these features are relatively small is that the susceptibility scales as the moment squared and the projected moment of the basal spins is 1/3 that of the apical ones, but they have three times the population, so the peaks are only one third \([= 3 \times (1/3)^2]\) the height of the apical spin peaks. The basal spins therefore represent a small correction.
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**FIG. 2.** (a) The four Ising-like \((111)\) spin orientations of Ho\(^{3+}\) with respect to the \([111]\) direction of the applied field (blue) and the basal plane (shaded; apical spin is in red, basal spins are in magenta). In the dilute sample only one or zero magnetic sites are likely to be occupied by magnetic Ho\(^{3+}\) in any given tetrahedron of the crystal structure. (b) Energy diagram of the hyperfine levels of an apical Ho\(^{3+}\) ion as a function of magnetic field with an effective splitting of \(\Delta/k_B = 0.013\) K, showing direct and avoided level crossings. (c) The effective electronic spin-1/2 Ho\(^{3+}\) ion has eight Zeeman split levels which are degenerate in zero field (gray arrows). As the field is increased from zero to positive values, there are four level crossings where only the electron spin reverses. When brought into resonance by applied field, superposed \(\pm m_S\) states have finite isolated susceptibility.
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**FIG. 3.** Calculated values of the three susceptibilities [Eqs. (1)–(3)] at \(T = 2.1\) K for the apical spin Hamiltonian (13), with spin concentration equal to that of the sample studied.
to peak 2 and a small rising background correction to the right of peak 4.

More generally, a strongly structured nuclear-electronic response is, indeed, a long-established behavior [20] of dilute Ho$^{3+}$ ions in crystals, which have been impressively analyzed with master-equation-based approaches in several works [21–25]. In general, various transitions are possible depending upon coupling with the local environment of the effective spins, which generates a combination of intrinsic and interaction-induced direct and avoided level crossings, respectively. Our Hamiltonian, Eq. (15), describes a highly simplified limiting case where the response is mapped on to the quasi-static isolated susceptibility, Eq. (3).

IV. EXPERIMENT

A single crystal of Y$_{1.9975}$Ho$_{0.0025}$Ti$_2$O$_7$ was grown by the optical floating-zone technique [26]. It was aligned with the applied field along the cubic [111] axis. Our ac and dc susceptibility measurements were made at $T \geq 2$ K using a Quantum Design physical property measurement system and at $T < 2$ K using a low-temperature superconducting quantum interference device magnetometer developed at the Institut Néel, Grenoble [27].

To confirm the stoichiometry $x$ and the paramagnetic approximation, the bulk susceptibility was measured after cooling in a field of 0.1 T. The data were fitted to the sum of a Curie law $\chi_T = C/T$ and a very small temperature-independent component. The Curie constant $C$ was specified for holmium concentration $x = 0.0025$, while the $g$ factor $g_{\|}$ entering into the theoretical expression for $C$ [28] was treated as a fitting parameter. This gave $g_{\|} = 19.0$, which we use in subsequent analysis. The excellent fit shown in Fig. 4 confirms that the nominal $x = 0.0025$ is accurate. A splitting between field-cooled and zero-field-cooled susceptibilities (not shown) was observed below $T = 3.6$ K. This shows that the spins are already falling out of equilibrium on the timescale of this

“static” measurement. It is consistent with our observations of the frequency-dependent susceptibility, as described below.

The ac susceptibility $\chi'(\omega)$ measured at 2.1 K (with a probe field of 0.2 mT) is shown in Fig. 5. At low frequency and zero field $\chi'(\omega)$ approaches $\chi_T$ of Fig. 4, and while it still falls short by some 25% at the lowest applied frequency, the $\chi_T$ plateau in Fig. 1(a) can safely be presumed to exist at frequencies lower than those applied here. In finite field, multiple peaks evolve with increasing frequency to become four distinct peaks by 10 kHz. The spectrum and amplitude of these four peaks correspond closely to the isolated susceptibility of Fig. 3, and we may therefore identify the distinctive plateau in their frequency evolution with the $\chi_T$ plateau in Fig. 1(a). As anticipated, the high-frequency susceptibility on the peaks is essentially a real response, with any imaginary component being only a few percent of the real part [see Fig. 6(a)]. At intermediate frequencies, the $\chi_T$ plateau in Fig. 1(a) is not clearly resolved at any value of applied field, presumably because spin-spin and spin-lattice times are not sharply defined or separated in this system. The multiprong structure in the intermediate frequency range is similar to that described for other Ho systems [22].

It is clear from Fig. 5 that transitions at high frequency are of the type $|1/2\rangle |m_I\rangle \rightarrow |−1/2\rangle |m_I\rangle$, consistent with our effective Hamiltonian for spins parallel to the field. Also, as well as showing the four peaks associated with the apical spins, the experimental spectra evidence the expected additional small component on peak 2 from the basal spins: that is, peak 2 is approximately 1/3 higher than the other peaks. There is also what seems, at first sight, like an unexpected “nonzero background” that fills in the gaps between the peaks. However, the fact that it is mainly real [see Fig. 6(a)] identifies it as part of the isolated response itself.

We now consider how these data can be fitted quantitatively. The theoretical isolated susceptibility is found by summing the susceptibilities $\chi_T$ of the apical and basal spins calculated as described above, using Eq. (3), with Boltzmann probabilities for the nuclear-electronic spin states and the
and $f_{\Delta 1}$ of probe field but not significantly with temperature. It is also possible to fit the data with smooth distributions (see text).

hyperfine parameter refined to $A/k_B = 0.2945$ K by fitting the experimental peak positions.

With this, the fits have no adjustable parameters except those connected with the distribution of $\Delta$, which can be estimated only empirically [17]. Figure 6(a) compares the experimental data with a single value of $\Delta/k_B = 0.015$ K. The peaks are quite well described, but the regions between them are underestimated. The broadened bases of the peaks suggest a contribution to the distribution from $\Delta/k_B \approx 0.1$ K. There is also the possibility of some ions experiencing a very small $\Delta$, which raises a complication. For sufficiently small values of $\Delta$, the apparent response in an ac susceptibility experiment with finite probe field will approach zero because of the nonlinearity (and eventual saturation) of the magnetic moment with field. Our experiment used a probe field of 0.2 mT from which we can estimate $\Delta/k_B < 0.002$ K as the point beyond which the response will be suppressed.

To capture these properties in an empirical, parameterized, distribution, we consider one consisting of three $\delta$ functions (one at zero and one each at the lower and upper values of $\Delta$ discussed above):

$$P(\Delta) = f_0 \delta(\Delta) + f_1 \delta(\Delta - 0.015 \text{ K}) + f_2 \delta(\Delta - 0.1 \text{ K}),$$

(17)

where we have suppressed factors of Boltzmann’s constant for clarity. The $\delta$ function at zero does not contribute any response but is relevant through the normalization condition on the frequencies: $\sum f_i = 1$. With this, we have two independent parameters to fit the data: $f_1$ and $f_2$.

Figure 6(b) compares fits to the data taken either at the same temperature (2.1 K) with a larger probe field (1 mT) or at a larger temperature (4 K) with the same probe field (0.2 mT). For the larger probe field, as would be anticipated, the “invisible” part of the response (represented by $f_0$) is increased as more of the nonlinear response is sampled over the field cycle. As expected, the susceptibility derived at 1 mT falls below that of the 0.2 mT measurement, and $f_0 = 1 - f_1 - f_2$ derived from the fit was found to increase accordingly from 0.13 at 0.2 mT to 0.23 at 1 mT. Changing temperature, on the other hand, yields parameters in close agreement with those found at $T = 2$ K, again as expected.

Referring to Fig. 6(b), the apical response is clearly very well fitted by the model Hamiltonian. The basal response is slightly less well described, as a small imaginary component is detectable on peak 2. However, this part of the response is far too small to warrant introducing extra parameters into the model. The fact that quite an accurate fit is already obtained using a simple empirical distribution of $\Delta$ points to the conclusion that the model is essentially correct.

It is worth noting, however, that the empirical probability density for $\Delta$ is not uniquely specified by the data. To find alternatives to Eq. (17), tests were made with continuous distributions (represented mathematically as arrays of $\delta$ functions), and it was clear that some of these would return line shapes very similar to that generated by Eq. (17). The successful functions were typically peaked at $\Delta/k_B \sim 0.01$ K or less, with a “heavy” tail reaching to 0.1 K or beyond. For example, the simple function $P \sim 1/\Delta$, with cutoffs at $\Delta/k_B = 0.0025, 0.25$ K, gives a result very close to that of Eq. (17). In a non-Kramers ion like Ho$^{3+}$, the distribution of $\Delta$ can arise, for example, from random strains or electric fields, combining with the Jahn-Teller effect [17]. Early experimental and theoretical work [29] has understood many of the mechanisms involved and the resulting distributions, but positively identifying the distribution appropriate for the present

FIG. 6. (a) The real (blue points) and imaginary (gray points) part of the measured susceptibility at 2.1 K, 10 kHz, and a probe field of 0.2 mT compared to the theory, with a single value of $\Delta/k_B = 0.015$ K (black line). (b) Experiment versus theory with an empirical distribution of $\Delta$ [Eq. (18)]. The fitted parameters are $f_1 = 0.511(6), f_2 = 0.352(3)$ for 2.1 K, 0.2 mT; $f_1 = 0.455(6), f_2 = 0.312(3)$ for 2.1 K, 1.0 mT; and $f_1 = 0.52(1), f_2 = 0.335(4)$ for 4 K, 0.2 mT. These parameters affect the peak shape, not peak heights, and are expected to evolve with probe field but not significantly with temperature.
that there is potential for the control of nonequilibrium state populations by pumping and then subsequent measurement by susceptometry.

VI. CONCLUSION

In conclusion, although there has been much work on the susceptibility of isolated rare-earth ions, including detailed master-equation-based analyses of experimental data [21–25], it appears that a simple reduction to a well-defined isolated susceptibility has not been previously observed. Our observation of it in dilute spin ice has been enabled by the unique local environment of the Ho$^{3+}$ ion, which allows a very simple effective Hamiltonian [Eq. (13)] to be enacted. Effects similar to those reported here should be observable for Ho$^{3+}$ in other environments or for other non-Kramers rare-earth ions. However, variations in the spin Hamiltonian may shift the regime of observability of the isolated susceptibility outside the usual frequency window. For example, in the well-studied system LiHo$_2$Y$_{1-x}$F$_4$ [31], there is a low-lying crystal field level above the ground state doublet that will introduce further transverse terms into the spin Hamiltonian, assisting relaxation. This means that the new generation of ac susceptometers [3] that can measure into the megahertz range could be crucial to observe a purely isolated response.

In regard to the specific case of Ho$^{3+}$ in the spin ice environment, it is worth comparing our results with the calculations of Tomasello et al. [32]. These authors used the full crystal field Hamiltonian, rather than making the effective spin-1/2 approximation used here, but they did not include hyperfine contributions or our phenomenological $\Delta$ terms that arise from random strains in practical samples. Use of the full crystal field Hamiltonian allows coupling of the effective spins to a transverse field, leading to level crossing resonances similar to those induced by $\Delta$, but at high transverse field values: typically of order 10 T and above. This justifies our neglect of $g_\perp$ in the present work. The $\chi''$ susceptibility calculated in Ref. [32] is equivalent to our $\chi_T$. Figure 8(a) of Ref. [32] shows that the calculated $\chi_T$ in zero field is in close agreement with our experimental measurement (our Fig. 4) in the equivalent temperature range, again justifying our neglect of higher crystal field states.

At a more conceptual level, our results highlight the difference between the processes imagined when one formulates the thermodynamic adiabatic and quantum adiabatic (isolated) susceptibilities [Eqs. (2) and (3)] to describe the response of the system to a change in applied field, $B \to B + dB$. In the thermodynamic case, the process is thermodynamically reversible: the state of the system in the field $B + dB$ is a thermal equilibrium state. In the quantum case the process is only mechanically reversible: the system is out of thermal equilibrium in the field $B + dB$. This begs the question, if state populations cannot respond to a change in field, how could a Boltzmann population be prepared in the first place? The answer is that one needs the equilibrium state in a field $B$ to be prepared on some timescale that is sufficiently long for equilibrium to be established but the perturbing field $dB$ to be applied on a timescale that is sufficiently short that changes in state population do not occur. Our experiments furnish...
examples that achieve this condition (here, at higher temperature) as well as examples that do not (here, at lower temperature). In the latter case our results indicate that a Boltzmann population cannot be prepared, and we would expect that the actual distribution (and hence response) will show a complicated history dependence: our initial measurements confirm this expectation, but fully characterizing this behavior will be a major project. Here, we confine ourselves to the conclusion that the isolated susceptibility may potentially be used to directly measure the nonequilibrium state populations. This indicates a promising avenue of research in the context of spin ice and other rare-earth magnets, as it suggests a way to test nonequilibrium theories, the concept of effective temperature [33], and so on.

Finally, we have shown how the isolated susceptibility is a direct measure of concurrence C between spin states, with C = 1 at the avoided level crossings. This infers that the apical spin population in our dilute spin ice sample shows complete or nearly complete, concurrence at these special points. We are not aware of any other examples of an experimental measurement of state concurrence in a real magnetic system. Whether or not this ability to measure concurrence translates to more strongly interacting systems is an open question, but we expect that the actual distribution (and hence response) will be used to directly measure the nonequilibrium state populations.

\[ \chi = \frac{\partial M}{\partial H} = \frac{1}{V} \left[ \sum_i m_i (\partial p_i/\partial H) + \sum_i (\partial m_i/\partial H) p_i \right]. \] (A1)

The three susceptibilities in Eqs. (1)–(3) in the main text are determined by the constraints applied as the field is adjusted such that \( H \rightarrow H + dH \). The isothermal definition, Eq. (1), assumes that \( p_i \rightarrow p_i + d p_i \), which are the equilibrium probabilities at temperature \( T \) in applied field \( H + dH \). Hence, \( \chi_T \) is composed of both terms in the square brackets of the above expression. The quantum adiabatic or isolated susceptibility, Eq. (3), in contrast assumes that \( dp_i = 0 \), so only the second term survives. In terms of thermal (canonical) averages \( \langle \cdots \rangle \) at fixed \( T \) the difference may be expressed as

\[ \chi_T = d(M)/dH, \quad \chi_I = \langle dM/dH \rangle. \] (A2)

Finally, the thermodynamic adiabatic susceptibility assumes that \( dp_i \) changes in equilibrium probabilities reached by holding the entropy, rather than the temperature, constant.

\[ dM = \left( \frac{\partial M}{\partial H} \right)_T dH + \left( \frac{\partial M}{\partial T} \right)_H dT \] (A3)

and that

\[ \left( \frac{\partial M}{\partial H} \right)_S = \left( \frac{\partial M}{\partial T} \right)_T \left( \frac{\partial T}{\partial H} \right)_S. \] (A4)

To obtain Eq. (2), we then note that the first two terms in Eq. (A4) are \( \chi_S \) and \( \chi_T \), respectively, and that the third term may be rearranged with the help of the following three relations:

\[ \langle \partial T/\partial H \rangle_S = -\left( \frac{\partial S/\partial H}_T}{\partial S/\partial T}_H \right) \] (A5)

\[ \langle \partial S/\partial H \rangle_T = \mu_0 V (\partial M/\partial T)_H, \] (A6)

\[ \langle \partial S/\partial T \rangle_H = C_H/T. \] (A7)

The first of these relations is an identity of partial derivatives, the second a Maxwell relation derived from the fundamental equation \( dU = TdS + \mu_0 V H dM \), and the third is easily derived from the latter equation via a Legendre transform to the magnetic enthalpy \( E = U - \mu_0 V MH \). The adiabatic susceptibility can also be expressed in terms of averages over the energies \( E_i \) and their field derivatives (see Ref. [8]), but we retain the thermodynamic definition here to emphasize that \( \chi_S \) does not contain any information that is not already contained in measurements of the magnetization and specific heat.

[8] Moriya has drawn a very similar figure; see T. Moriya, Busseiron Kenkyu 3, 322 (1958), Fig. 6.
One also recognizes in Eq. (4) the second-order term in Van Vleck’s susceptibility equation: for idealized Van Vleck (singlet ground state) paramagnets, in which only this term is retained by construction, $\chi_T$ becomes trivially equal to $\chi_I$ because changes in thermal populations are neglected.


