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Abstract— There are vast potential applications for children’s entertainment and education with modern virtual reality (VR) experiences, yet we know very little about how the movement or form of such a virtual body can influence children’s feelings of control (agency) or the sensation that they own the virtual body (ownership). In two experiments, we gave a total of 197 children aged 4-14 years a virtual hand which moved synchronously or asynchronously with their own movements and had them interact with a VR environment. We found that movement synchrony influenced feelings of control and ownership at all ages. In Experiment 1 only, participants additionally felt haptic feedback either congruently, delayed or not at all – this did not influence feelings of control or ownership. In Experiment 2 only, participants used either a virtual hand or non-human virtual block. Participants embodied both forms to some degree, provided visuomotor signals were synchronous (as indicated by ownership, agency, and location ratings). Yet, only the hand in the synchronous movement condition was described as feeling like part of the body, rather than like a tool (e.g., a mouse or controller). Collectively, these findings highlight the overall dominance of visuomotor synchrony for children’s own-body representation; that children can embody non-human forms to some degree; and that embodiment is also somewhat constrained by prior expectations of body form.
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1 INTRODUCTION

ONE’S sense of embodiment is a core part of human existence and covers the sensation of ownership over one’s body, a feeling of being in control of it (agency), and an awareness of its position and location [1]–[3]. We feel embodied during daily interactions with the real world, but also in virtual reality (VR). Embodiment for a virtual body (or ‘virtual self’) is one of the key illusions that make up the experience of VR [4]. Research has shown that sensations of embodiment for a virtual body arise with the integration of congruent (i.e., synchronous) multisensory information, such as visual, motor and proprioceptive signals. These signals are compared against internal prior knowledge about the body, such as its expected appearance or movement ability [5]–[8] to determine whether the body is one’s own. While the processes giving rise to a sense of embodiment are often explored in adults, it is also important to understand these systems in children. At this age, the body (and its internal representations) are still developing, and the role of multisensory processes for embodiment develops significantly across childhood [9]. Yet, little is known about the factors that constrain embodiment in young children, or the degree of acceptance of a virtual body.

VR offers an exciting opportunity to explore the underlying processes and development of self and body representation. It provides a practically limitless and dynamic experience that allows researchers to manipulate the effects, strength and constraints of embodiment of a virtual body. It is not yet understood how children interact within VR [10], [11], and the extent of ownership or agency they feel for virtual bodies. This is problematic given its wide usage [12] and the powerful effects of VR on attitudes and behaviours observed in adults [13]–[15]. It is therefore important to understand the nature of VR embodiment in children.

We present two independent experiments that explored the effects and constraints of embodiment for virtual hands in children. We focused on the congruency of movement, and the role it plays in body representation and children’s tendency to accept or embody a virtual hand as their own. In addition, we explored whether additional haptic feedback (tactile stimulation) would increase embodiment for a virtual hand (Exp. 1), and whether a virtual hand of a different virtual appearance could be embodied (Exp. 2). This was achieved using a VR bubble popping task, using an Oculus Rift headset. The task was designed to elicit regular movements that children of all ages could complete using their hand. It was appealing to children of all ages: the bubble changed regularly from transparent to a bright blue colour, providing an easy cue to move on to the next bubble, and the game itself was situated within a fun and vibrant funfair virtual environment. This was similar to previous experiments with adults that used balloon-popping tasks with moving virtual avatars [16]; as well as using virtual or real-life balloon stimuli for the
embodiment of non-human objects [17], attentional processes [18], [19] or tool use [20].

In these studies, we focused on the experience of hands. They are likely the most viewed body part in current VR experiences, form a crucial interface between the user and the virtual world and go back to some of the earliest experiments in immersive VR [21]. Standard development kits for consumer VR platforms such as the Oculus Rift include the ability to display hands at the position of the controllers, which is a common feature in many experiences. We know that they feature prominently in the visual scene even for infants [22], and knowledge so far suggests that embodiment of hands may follow a specific developmental time course separate to the embodiment of a whole body [9], [23].

2 RELATED WORK

A crucial part of understanding what drives embodiment across all ages is understanding the role of movement. Movement provides us with multisensory cues about our own body and surroundings. More specifically, active exploratory processes enable us to use multisensory cues to inform us about our body by matching visual, proprioceptive and motor signals of limb movement; and by observing the effects of action on our own body and the environment [24], [25].

These movement-based exploratory processes are already active in three-month-olds kicking a mobile [26], in newborn reaches [27], and in goal-directed foetal movements [28]. We know about the specific sensory correlations which are used and detected in infancy from preferential looking paradigms [29]–[31]. For example, an infant under six months old looks preferentially between a display of legs which move as theirs do, and a display of legs which move out of synchrony (asynchronously) with their own. Thus, the infant detects a visuomotor correlation between their own movement and the asynchronous movement. Likewise, infants detect a visuo-tactile correlation between viewed and felt touch on a body part [32], [33]. While these sensory building blocks are certainly present in the first year of life, it is not at all certain how they contribute to a subjective sense of self or embodiment [34], [35].

The rubber-hand illusion (RHI) [36] is a popular paradigm used with adults to measure the subjective sense of embodiment (e.g., ownership) for a fake hand. Here, synchronous visuo-tactile sensory signals (stroking) of the participant’s real hidden hand and a viewed rubber hand elicit an illusion where a rubber hand feels like one’s own, connected to one’s body (i.e., embodiment). The strength of the illusion and corresponding changes in the sense of embodiment, are often seen by increased ratings of ownership, agency and location [2], [36], as well as by ‘proprioceptive drift’ [37]; a location judgement (given by pointing) where a participant’s perceived real hand location shifts from its baseline position towards the rubber hand.

This paradigm has recently been used with children. Results have shown that, like adults, children use visuotactile correlations to drive a sense of hand ownership and location [9], [23], [38], [39]. They also depend more heavily on simpler processes: merely viewing a fake hand near the body elicits a large proprioceptive drift for 4–9 year olds, but not for older children [23], [38], [40]. While informative, the typical RHI paradigm cannot be used to investigate the role of limb movement. For the illusion to occur, participants must keep their hands perfectly still for at least a few minutes, and the illusion is often broken as soon as the participant moves their hand. In fact, many participants spontaneously report that they had "expected the rubber hand to move with them" after the experiment [41]. In light of this, previous research has adapted the RHI with video-based paradigms in order to explore the role of movement, where participant’s observe their own hand movements projected live on screen, or delayed [42]–[44].

VR provides an elegant solution to study movement synchrony on embodiment. Using this technology, it is possible to provide participants with a virtual body that moves in or out of temporal synchrony with their own movements. Thus, one can experimentally manipulate sensory information about a moving body in a convincing way. This has been achieved in a range of research over the past decade using optical motion capture or data gloves to track body movement and generate a virtual body that moves synchronously with the user. It has shown that visuomotor synchrony contributes strongly to a sense of hand ownership and location [8], [45]; and can complement visuo-tactile cues [46] and visual perspective on a body to drive embodiment [47].

VR technologies also offer the opportunity to experience and investigate new virtual selves, where a virtual body may differ in appearance or form to the participant’s own. This is crucial for understanding the processes and limitations underlying body representation, showing how incoming visual signals in VR are interpreted against prior knowledge or expectations about how a body should appear. In RHI paradigms, adults do not fully embody a hand with non-human texture [37]. Yet, findings from ‘body swapping’ illusions suggests that adults embody a virtual body of a different body or gender [48]–[50], skin colour [14], [15], age [51] or size [52]. Research has also found embodiment for a virtual body with modified realism, such as non-corporeal human limbs including a hand with six fingers [53] or an extended arm [54], or non-human forms such as zombie or robot hands [55], [56], or a body with a tail [57].

Since previous research has focused on adults, remarkably little is known about the role of body form in children. Infants have shown sensitivities to the configuration of their own legs [30], while 6-year-olds do not have a sense of ownership for a rubber hand with a different posture to their own [58]. However, in full body VR experiments, five-year-olds embodied a virtual body moving asynchronously to their own [59]. These discrepancies raise important questions for the plasticity of form and body representation in children.

Immersive virtual experiences with a moving body have powerful potential to shape the underlying processes
of the self, allowing the user to change social attitudes and perceptions [13]–[15], or engage in psychological therapy [50], [60]. There are potential benefits including educational VR experience [61] and pain relief during medical procedures [62]. However, it is important to note the under-researched potential for negative effects, violent or otherwise problematic VR experiences. Research with children has largely focused on locomotor behaviours, affordance judgments and risk [63]–[65], and while useful, little is known about how children perceive and interact within the virtual environment or their virtual bodies [10], [11]. This explanatory ‘gap’ is problematic given the strong impacts of perceived virtual avatars on social bias and perception known to occur in adults [13]–[15], [66], and the effects of children's social interactions (in VR) with risk behaviours [65]. One example is the Proteus Effect [66], which is the risk that individuals may alter their behaviour to meet the expectations or stereotypes of their virtual avatars.

Further, VR has achieved mass commercial success in recent years, with over 171 million users worldwide, which is set to expand considerably over the coming years [12]. Thus, many children are likely to be exposed to VR despite our lack of an evidence base. The little research available indicates that VR can have a more powerful effect on children than other media. For example, research has shown that children viewing themselves swimming with dolphins in VR could create false memories [67], and that children playing a “Simon Says” game in VR had lower inhibitory control than the equivalent game on a television screen [19]. This very power raises the important ethical issues raised by the use of VR in children, and its impact on their behaviour and development. With a potential for negative effects, it is therefore crucial to understand the impact of VR and virtual embodiment on children; not only for developmental psychologists, but for educators and developers alike.

3 EXPERIMENT 1

3.1 Method

3.1.1 Participants

One hundred and seventeen participants aged 4–14 years (M = 9 years, SD = 2.04) were recruited for this study. Of these, there were 34 girls (29%) and 83 boys (71%), and 103 (88%) participants were right-handed. All participants reported normal to corrected to normal vision, and reported no sensory, neurological or neurodevelopmental disorders. The study was approved by the local research ethics committee at Durham University (PSYCH-2018-08-08T11_21_23-clhv64) and data were collected at the Life Science Centre science museum in Newcastle, UK.

3.1.2 VR Bubble Popping Task

A VR funfair environment was developed in Unity (Unity 2018 with VR support enabled for Oculus Rift SDK). All participants took part in a custom-built bubble popping task (see SM A for demo) whilst wearing an Oculus Rift headset (Consumer Version; Menlo Park, CA, USA), and holding an Oculus Touch controller (Oculus, Menlo Park, CA, USA) in their right hand. In the VR environment participants stood in front of a circus tent containing four transparent bubbles in a square formation (Fig. 1), and using their right hand, had to place a virtual hand through the bubble that lit up to a vibrant blue colour. The bubbles turned blue in a random order every 2 seconds, with only one bubble lit at any one time. This elicited a controlled movement at a consistent frequency, ensuring that movement experience was consistent across participants and conditions.

Participants completed a 60-second ‘practice’ trial of synchronous bubble popping where their virtual hand movements were screen-recorded. This gave participants practice with the task and provided a recording of their movement which was used as a playback video. There were two movement trials where the participant’s real and virtual hands were either temporally synchronous or asynchronous (see SM B for schematic). During synchronous movement, the virtual hand moved in real time with the participant’s own movements. During asynchronous movement, the virtual hand was driven as per the pre-recorded movements from the practice trial. This meant that during asynchronous trials, while participants saw a new order of bubbles lighting up, they were unable to control the virtual hand. It did not respond to the participant’s own hand movements and the observed and felt movement were temporally and spatially incongruent. We also explored the effects of haptics on embodiment of the virtual hand. Participants received haptic feedback (a ‘buzz’) from the controller in their right hand for a duration of 1 second. Participants were allocated to one of three haptics conditions: congruent haptics (haptic sensation was matched to when the user popped a bubble), delayed haptics (a delayed buzz was felt randomly between 1-2 seconds after popping a bubble) or no haptics (no buzz felt).

For the hand model, we used the VR hands and FP Arms Pack by NatureManufacture1. These were realistic representations of a human child’s hand (female), and this same model was used for all participants (Fig. 2). It was scaled to each participant’s hand size, which was measured (in cm) on the right hand, palm upwards, from the tip of the middle finger to the first crease of the wrist. The hand had a simplified skin texture, corresponding to
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Fig. 1. Experimental set up of a participant wearing the VR Oculus Rift headset (left) and the funfair bubble popping environment (right).
relatively light skin which matched the majority of our participants. Participants’ hands were tracked in 6 degrees of freedom (position and rotation); in the synchronous condition this was mapped directly onto the hand model’s position and rotation. There was no other form of hand tracking, and the fingers on the hand did not move. Participants were asked to grip the controller for the entire study and the finger posture of the hand model corresponded to a grip, so the virtual and real fingers approximately corresponded in posture. At all times, the virtual hand was offset from the real hand by 25% percent of each participant’s arm length (see section 3.1.4).

![Demonstration of the virtual hand](image)

3.1.3 Questions

At the end of each bubble popping trial, participants were asked to rate their level of ownership and agency for the virtual hand. A control question was included to check whether participants were answering appropriately (see Table 1). These questions were based on previous similar measures of embodiment [2], [41] and our own work with children [9], [23], [38], [58]. For all questions, participants used a virtual laser beam whose origin was at the virtual hand to select a rating from a continuous response scale, ranging from 0 (“no, definitely not”) to 1 (“yes, lots and lots”). Questions were simultaneously read aloud twice to the participants to ensure understanding [23]. Participants were reminded before answering the questions that they could respond anywhere along the scale.

<table>
<thead>
<tr>
<th>Questions for Exp. 1</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1 Did you sometimes feel like the virtual hand was your hand or belonged to you?</td>
<td>Ownership</td>
</tr>
<tr>
<td>Q2 Did you sometimes feel like you were moving the virtual hand?</td>
<td>Agency</td>
</tr>
<tr>
<td>Q3 Did you sometimes feel like your leg turned green?</td>
<td>Control</td>
</tr>
</tbody>
</table>

3.1.4 Proprioceptive Drift

Measures of proprioceptive drift are dominant in RHI studies [23], [37], [38], [58] and were included here to assess how VR experience affected the participant’s perceived hand location. The virtual hand was offset by 25% of the participant’s arm length (this was measured in cm from the top of the shoulder to the tip of the middle finger of the right hand). The offset direction was set along the x-axis (running along the participant’s left-right axis), towards the centre line of the body. This body-relative scaling was done to ensure that motor demands were the same for differently sized participants and replicates previous tabletop RHI studies [23], [38], [58]. A 1.2m wide horizontal pole clamped between two vertical poles (“H” shape with a long centre line) was placed in front of participants and height-adjusted up or down to be level with each participant’s navel. A left Oculus Touch controller was attached to the horizontal pole, so that, guided by the participant’s left hand, it could easily slide from left to right to act as a pointer. Following movement trials, the HMD displayed a black screen and participants, with their eyes closed, were asked to indicate (using the slider, with their left hand) the perceived position of their right hand. This measure was taken twice at baseline (averaged in analysis) before any VR exposure, and once after each movement condition. For each participant, the baseline pointing position was subtracted from the post-movement pointing position, and the result divided by the participant’s arm length, to give an estimate of proprioceptive drift as a percentage of arm length [23].

3.1.5 Procedure

After obtaining verbal assent from the child and written consent from their carer, participants were randomly assigned to a haptic condition: congruent (n = 40), delayed (n = 37) or none (n = 40), with age range kept similar across conditions. To begin, participants completed two baseline measures for proprioceptive drift outside of VR. The participant entered the virtual environment while holding both Oculus Touch controllers, while the pole structure was moved out of range during the bubble popping task. Next, they completed a brief training session of the rating scale (using the sliding virtual response scale to rate familiar foods). They then completed one block of three movement trials, each lasting 60 seconds. This included: one practice trial, one synchronous movement trial and one asynchronous movement trial, while receiving the haptic feedback assigned to them. The practice trial was always completed first, while the order of movement trials was counterbalanced across participants. After each movement trial, participants were asked to make the location judgement using the pole structure (this was used to calculate proprioceptive drift), and then answer questions (Table 1) in VR pertaining to the movement trial they had just experienced. The entire experiment took approximately 20 minutes. Both carer and child were debriefed afterwards.

3.2 Results

All analyses were conducted on a full sample of 117 participants (M = 9 years, SD = 2.04). The average response to the control question was calculated for each participant, which revealed that 13 participants (11%) answered at the halfway point (0.5) or above. However, we noted during the experiment that participants might be confused about the inclusion of the colour ‘green’ in the question, since the virtual ground (and environment) was also green. As we could not be certain which participants were responding appropriately to this question, we did not use it to calibrate responses given to the other questions [9].

We found that children were not using the full range of the scale, but rather clustering their responses around the extremes (1 and 0). Before modelling the data, we therefore transformed responses into low (lower than 0.5) and high (greater than or equal to 0.5) groups. We used a binomial logistic regression in a generalized linear mixed model (GLMM), implemented via the lme4 package [68] in R.
GLMMs were fit to each of the questionnaire items (ownership and agency). Each model included effects of movement (synchrony vs asynchrony), haptics (no haptics, congruent and delayed), and movement by haptic interactions, controlling for age. All figures were produced in R package ggplot2 [69, 70] and present medians and interquartile ranges (IQR) overlaid with individual data points. GLMM output tables can be found in SM C. Post-hoc analyses were computed using non-parametric tests (Kruskal-Wallis and Spearman’s rank test), and any multiple comparisons were controlled for using the False Discovery Rate [71].

### 3.2.1 Ownership
Ownership ratings are presented in Fig. 3 (SM C1). In models with only movement or haptics as a predictor alongside age there was no effect of either and no interactions of either with age (odds ratios [ORs] = 0.63–1.86, p’s > .065). When entering both movement and haptics together, the main effect of movement became significant (OR = 0.38, p = .043), with higher ratings in the synchronous condition. However, given this result was non-significant in all other models, we do not consider it robust. There were no other significant effects or interactions (ORs 0.99–2.35, p’s > .064).

![Fig. 3. Ownership ratings (medians and IQRs) overlaid with individual data points for both movement conditions in all haptic conditions.](image)

### 3.2.2 Agency
Agency ratings are presented in Fig. 4 (SM C2). In models with only movement or haptics as a predictor, there was a main effect of movement (OR = 0.13, p < .001), with higher ratings in the synchronous condition (in all haptic conditions, all Z’s > -2.74, p’s < .006). There was a main effect of haptics on scores in delayed (Mdn = 0.96, OR = 2.33, p < .029) but not congruent haptic conditions (Mdn = 0.89, OR = 1.62, p = .172). Age interacted with movement (OR = 0.58, p = .016) but not haptic conditions (ORs 0.67–0.90, p’s > .078). When entering both movement and haptics together, these effects remained, except the effect of delayed haptics became non-significant (OR = 2.76, p = .058). Given this result was present in all other models, it was explored via post-hoc analyses (Kruskal-Wallis test), which revealed no significant differences in haptic conditions (H’s < 3.73, p’s > .155). In this model there were no movement by haptics interactions (ORs 1.24–1.67, p’s > .554).

Post-hoc analysis of the age by movement interaction using Spearman’s rank correlation revealed a negative relationship between age and agency scores in the asynchronous condition only; r_s(117) = -.26, p < .01 (synchronous condition, p = .117, see SM D1). However, since the R^2 value was low (0.06), age cannot reliably explain a large portion of variability in the scores.

For proprioceptive drift, measures were analysed using a 2 (movement: synchronous, asynchronous) x 3 (haptics: congruent, delayed or none) mixed ANCOVA, controlling for age (see SM E for data). The age covariate was mean-centered, based on guidelines for repeated measures ANCOVA [72]. There were no effects or interactions of any factor on drift (F’s < 1.57, p’s > .213, n^2_p’s < .027).

### 3.3 Discussion
Findings from Exp. 1 indicate that participants felt sensations of embodiment for a virtual hand which was predicted by movement synchrony, supporting previous research that congruent movement (i.e., visuomotor signals) facilitates embodiment [8], [45]. Here, however, an effect of movement synchrony was only observed for agency, and not ownership. This result was unexpected, and we note that ownership was, overall, rated substantially lower than agency. The fact that the ownership question was comprised of two parts using an “or” statement may have caused some confusion.

Agency and ownership ratings were comparable in all haptic conditions, suggesting that tactile sensation did not facilitate or effect embodiment. This was unexpected and in contrast to previous findings that congruent haptics (touch) elicit increased embodiment for virtual hands [7], [36], [48], [73]. One possible reason for this is that participants received tactile stimulation indirectly through the Oculus Touch controllers, and not on their own body [23], [36], [48], [73], [74]. Secondly, participants did not observe any simultaneous visual input of the tactile sensation as in previous experiments (e.g., the sight of a brush [36] or a tapping ball [74]), which likely signifies and facilitates attentional processes to the localization of the touch. Thirdly, the action of the task (bubble popping) may not have matched the expected tactile sensation; the controller was held with a clenched fist, yet haptic feedback was localised to the centre of the controller. Instead, one might expect tactile sensation in the finger or the part of the hand that first contacted the bubble. Thus, the present task, along with current haptic hardware (Oculus Touch) may not be sufficient to generate this type of illusion.

The negative relationship between age and asynchronous agency suggests that on average, younger children were unaware or less affected by incongruent visuomotor signals compared to older children. Although this result may seem surprising, similar findings have been observed...
in children [59] and certain adult populations [41], [75]. However, given the low \( R^2 \) value, we note age is unlikely to explain a large portion of variability in agency scores.

Finally, while we expected to see a shift in proprioceptive drift under conditions of movement synchrony as per previous findings [23], [37], [38], there were no differences in drift for any condition. One possibility is that, unlike previous research with children [23], [38], [58], proprioceptive drift was calculated by the distance between the two Oculus Touch controllers, held with clenched fists. The relatively large controllers may have resulted in less precise measurements and the hand clenching may have given proprioceptive signals to current hand position. Further, the posture of the real and virtual hands may have been slightly mismatched, which can cause less drift in the tabletop RHI for children as well as adults [58].

4 EXPERIMENT 2

For this experiment we explored the effects of the appearance (i.e., form) of the virtual body on sensations of embodiment in children. Previous research has found that sensations of embodiment are stronger in adults who view a rubber or virtual hand with a similar appearance to their own (human) hand [37], [76], [77]. Thus, sensations of embodiment are generated when incoming visual information is congruent with prior knowledge or reference [78]. However, this has been challenged given that individuals can embody various virtual bodies or limbs dissimilar to their own. For example, participants can embody a virtual body that differs to their own in terms of appearance [48], age [51], or one that is positioned physically incongruent to their own [79]. Further, embodiment has been observed for virtual objects that do not portray a typical or human functional representation. A skin-like texture has been found to be helpful, but not necessary for embodiment [80], yet embodiment has been observed (to varying degrees) for non-corporeal or non-human forms, such as a hand with six fingers [33] and a body with a tail [57]. However, such factors are yet to be explored with children - particularly for moving virtual bodies.

In the current study we used a modified version of the VR bubble popping task in Exp. 1 where participants used either a virtual hand or a virtual 3D block (cross) to place their hand through the bubbles (see Figs. 2, 5). This manipulated the effects of human form (virtual appearance) of the virtual hand and investigated whether participants would feel a sense of embodiment for a virtual limb of a different shape, with different functional connotations to a human hand.

In addition, we included and adapted several new questions pertaining to overall embodiment (see Table 2) to gain a better understanding of the precise sensations felt while moving the virtual body. These were adapted from previous research on embodiment [2], [41] and children [9], [23], [38], [58]. The response scale was modified to a “scores out of 10” scale to try and achieve a greater range of responses, and to ensure that they were more relatable for young children, and more easily interpreted by the experimenters. For example, a 5 out of 10 being sufficiently less than a score of 10 out of 10. Each child took part in a brief verbal question training session where they were asked to rate items out of 10 (e.g., homework and different foods). The control question from Exp. 1 was adapted since we could not ascertain whether participants had been influenced or confused by the green ground (and environment) within the HMD.

4.1 Method

4.1.1 Participants

Eighty participants aged 5–14 years (\( M = 9 \) years, \( SD = 2.00 \)) were recruited for the study. Of these, there were 33 girls (41%) and 47 boys (59%), and 66 (83%) reported being right-handed. All participants reported having normal to corrected to normal vision, and no sensory, neurological or neurodevelopmental disorders. The study was approved by the local research ethics committee at Durham University (PSYCH-2018-08-08T11_21_23-clhv64) and data were collected at the Life Science Centre, Newcastle, UK.

4.1.2 VR Bubble Popping Task

Each participant completed the VR bubble popping task described in Exp. 1, with some modifications. Half of the participants used a virtual hand as described in Exp. 1, and the other half used a virtual “block”, a 3D cross (Fig. 5). The virtual block was adapted from the virtual hand pack as described in Exp. 1. Like the virtual hand, it was scaled to each participant’s hand size and had a simplified skin-like texture. This represented a similar skin colour to most of our sample, but on a non-human form / structure. As in Exp.1, participants’ hands were tracked in 6 degrees of freedom (position and rotation) and mapped onto the hand model’s position, but the cross was rotated by 45 degrees (Fig. 5). Participants experienced both synchronous and asynchronous movement conditions, but here they completed two trials for each movement type. Lastly, there was no haptic feedback at any time during the experiment.

Fig. 5. Demonstration of the virtual block (set here to size 15cm). From left: hitting a bubble, cross (palm) facing down, rotated to the left approx. 90° and tipped upward slightly.

4.1.3 Questions

Participants were asked to respond to five questions considered here as general ‘embodiment’ ratings and a new control question (Table 2). For all questions, participants answered on a rating scale from 0 (“not at all”) to 10 (“definitely yes”). We included two questions on ownership; a question on agency; a question pertaining to location; and a question that asked participants to think specifically about their feelings of ownership over the virtual form; choosing whether it felt more like a hand or more like a tool (mouse / controller). Note, responses to Q5 were reverse-scored: high scores indicate that the virtual hand or block felt like their own hand (Fig. 8).
4.1.4 Proprioceptive Drift

Measures of proprioceptive drift were as described in Exp. 1, except here, instead of using a pole structure, participants were seated throughout the experiment in front of a small table holding both controllers, and asked to slide their left controller under the table to the location of their right hand, mirroring previous tabletop studies with children [23]. This ensured that drift measures were taken as soon as the bubble popping trial had finished and allowed more precise and controlled localisation judgments underneath the table. Drift measures were taken after each movement condition.

4.1.5 Procedure

This was the same as Exp. 1 with the following exceptions. Firstly, there were no haptic conditions. Secondly, each participant was randomly assigned to either the hand (n = 40) or block form (n = 40) group, with age range kept similar across conditions. Thirdly, participants completed two trials of each movement type rather than one. Thus, participants completed one block of five trials, each lasting 60 seconds: including one practice trial, two synchronous movement trials and two asynchronous movement trials. The practice trial was always completed first. Next, half the participants completed the two synchronous trials followed by the two asynchronous trials, while the other half completed the two asynchronous trials first. Each movement trial was followed by a pointing estimate, and these two points for each movement type were averaged in analysis of proprioceptive drift. Participants answered one set of questions (Table 2) after completing two synchronous movement trials and one set after the two asynchronous trials.

<table>
<thead>
<tr>
<th>Questions for Exp 2</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1 The hand / block felt like my own hand</td>
<td>Ownership</td>
</tr>
<tr>
<td>Q2 The hand / block felt like part of my own body</td>
<td>Ownership</td>
</tr>
<tr>
<td>Q3 I was in control of moving the hand / block</td>
<td>Agency</td>
</tr>
<tr>
<td>Q4 My own real hand was in the same place as the hand / block</td>
<td>Location</td>
</tr>
<tr>
<td>Q5 The hand / block felt more like a mouse or controller than part of my own body</td>
<td>Tool-use</td>
</tr>
<tr>
<td>Q6 I felt like my leg turned purple</td>
<td>Control</td>
</tr>
</tbody>
</table>

4.2 Results

Participants’ responses to the control question after each movement condition were averaged in analysis, and participants scoring above 5 out of 10 were removed from analysis. This resulted in five participants (6%) being removed and a final sample of 75 participants with 32 (43%) girls, range 5–14 years, M = 9 years, SD = 2.04, 64 (85%) right-handed.

Ratings were more evenly spread than in Exp. 1 but were still non-normal. We therefore present medians and IQRs in all figures, overlaid with individual data points. The data were transformed using Aligned Rank Transformation (ART [81]) prior to parametric analysis. This procedure first aligns and ranks the raw data which can then be submitted to standard parametric analysis. It allows for an examination of both main and interaction effects without the contamination of other variables and has been used in similar embodiment studies using rating scales [9], [58]. The transformed data were then analysed using a 2 (movement: synchronous, asynchronous) × 2 (form: hand, block) mixed measures ANCOVA, with age as a mean-centred covariate [72]. Post-hoc comparisons were analysed via non-parametric tests on the untransformed data (Wilcoxon signed-rank and Mann-Whitney U tests).

4.2.1 Ownership

For ownership Q1 (Fig. 6a) there were main effects of movement R(1, 72) = 24.34, p < .001, n²p = .253, and form R(1, 72) = 4.75, p < .05, n²p = .062, with higher ratings for synchronous movement and the hand form. The movement by form interaction was significant R(1, 72) = 5.59, p < .05, n²p = .072. Other effects and interactions were not significant (Fs < 1.49, ps > .227, n²Fs < .031). Exploring the form by movement interaction, Wilcoxon signed-rank tests revealed higher ratings for synchronous (Mdn = 5.78) than asynchronous (Mdn = 1.50) movement for the block Z = -3.58, p < .001, r = .29, but not the hand Z = -1.79, p = .073, r = .15. Mann-Whitney U tests revealed no difference between forms in synchronous U = 524.00, p = .06, r = .22, or asynchronous U = 690.00, p = .884, r = .02 movement conditions.

For the second ownership question (Q2: Fig. 6b) there was a main effect of movement only R(1, 72) = 38.12, p < .001, n²p = .346, and no other significant effects (Fs < 2.10, ps > .152, n²Fs < .028).

![Fig. 6. Ratings (medians and IQRs) for (a) Ownership (Q1) and (b) Ownership (Q2) with individual data points for the hand and block forms during movement conditions (**p < .01, ***p < .001).](image)

4.2.2 Agency

For agency Q3 (Fig. 7a) there was a main effect of movement, R(1, 72) = 124.18, p < .001, n²p = .633, with higher ratings in the synchronous condition. There were no other significant effects (Fs < 2.64, ps > .109, n²Fs < .039).

4.2.3 Location

For location Q4 (Fig. 7b) there was an effect of movement, R(1, 72) = 79.21, p < .001, n²p = .524, with higher ratings in the synchronous condition, and an effect of the covariate age, R(1, 72) = 5.99, p = .017, n²p = .077. No other effects were significant (Fs < 2.98, ps > .06, n²Fs < .076). Spearman’s correlation revealed that age negatively correlated with synchronous movement, r(75) = -.31, p < .01, but not asynchronous movement (p = .126). However, as the R² value was low (0.05), age cannot explain a large portion of the variability in location scores (see SM D2).
embodiment compared to asynchronous movement. This supports previous findings of congruent visuomotor synchrony driving virtual embodiment [8], [45]. Interestingly, there was an effect of movement synchrony for a virtual block as well as a virtual hand, supporting previous findings of embodiment for non-human forms [17], [55]–[57], [82]. The hand and block were rated similarly in terms of ownership, agency, and location. The findings from the tool-use question revealed a difference between forms. Movement synchrony caused the virtual form to be rated more like a body part than a tool, but only for the hand, not the block. Likewise, the hand was rated as more like a body part than the block during synchronous movement only. Therefore, the combination of synchronous movement and a hand-like form was special in driving a feeling that the virtual form was not just a mouse or controller, but part of the participant’s own body.

For most questions, there were no effects of age. However, there was a negative relationship between age and location ratings in synchronous movement, suggesting that younger children felt more like their hand was in the same location as the virtual one compared to older children. This supports previous findings that movement synchrony facilitates a change in perceived hand location [8], [23], [36], except here, a difference between young and older children was observed. However, as per Exp. 1, the low R² value suggests that age cannot explain a large portion of the variability in scores. Further, location judgements made by pointing (proprioceptive drift measures) did not correlate with age, which suggests that here, perceived subjective location and perceived drift were dissociable (as has been suggested by [83]).

Finally, despite adapting our measure of proprioceptive drift (i.e., participants were seated at a table and moved their hands along the table) to allow a more controlled and precise movement, there were no differences in drift for any condition. We therefore reiterate our points from Exp. 1; that drift calculated between the two controllers, while holding them with a clenched fist, is insufficient and less precise compared to standard RHI paradigms and previous experiments with children [23], [38], [40], and likely due to the fact that holding the controllers provides significant proprioceptive information about the current position of the arm.

5 General Discussion

These experiments reveal that children from 4 years old felt a sense of embodiment for a virtual agent when it moved synchronously (i.e., congruently) with their own movements. This was observed in two independent samples of children aged between 4–14 years via ratings pertaining to a sense of ownership, agency, and hand location. These findings of movement synchrony support previous work with the static RHI paradigm with children [9], [23], [38], [39] showing that multisensory signals drive children’s embodiment, but crucially extend this to visuomotor synchrony. The findings suggest that, like adults [8], congruent visuomotor signals strongly drive children’s embodiment [8], [45].
Both experiments also revealed that users gave the highest ratings for a sense of agency, with the effects of movement on agency also being very pronounced. While agency and ownership are often considered interrelated subcomponents of embodiment, our findings underline previous research suggesting that they represent distinct cognitive processes [84].

We note that ratings of ownership, agency, and location were comparable for the hand and block forms. Likewise, the effect of visuomotor synchrony was present even for the block (Exp. 2). These findings would seem to support previous research with adults showing embodiment for non-corporeal [17], [53], [82] or non-human forms [55]–[57] and extend them to children. Importantly though, there was also a clear difference observed between forms when children were asked to think about whether the virtual form felt more like a body part or a mouse/controller. When attention was drawn to this distinction, only the synchronously moving hand was rated like a body part rather than a tool. This suggests that ownership was driven by form only subtly. The obvious contrast with the consistent effects of movement lends support to more bottom-up accounts of body representation which emphasize congruent multisensory signals, rather than prior knowledge, as primary drivers of embodiment [7], [37].

In Exp. 1 we found a selective, negative relationship between age and agency ratings in the asynchronous movement condition. We note that the R² value was low, suggesting that while age was, on average, associated with higher scores, it does not explain a large portion of variability. However, we also note that similar findings have been observed in children during a full body illusion [59], where 5 year-olds report embodiment for a virtual body under asynchronous movement. These results support the notion that the default is to accept a body seen from a first-person perspective as one's own until evidence is provided to the contrary [47], [59], [83]. This tendency may be most pronounced in the youngest children, implying more plastic body representation at this age. We note that there were more younger children in Exp 1 (17 children ≤ 6 years) than in Exp 2 (7 children ≤ 6 years, see SM D3). Further work should examine the age dependence of this perspective-driven body acceptance in very young children.

Finally, we found no differences in proprioceptive drift measures in either experiment. This goes against previous research on similar illusions with adults, e.g. in the RHI [36], [37] and previous work with children [23], [38]. One reason for this might be that previous studies measured drift in a precise tabletop version where the participant's hand position is tightly controlled. Despite changing our measurement of drift from a standing (Exp. 1) to seated position (Exp. 2) there were no differences in drift for any condition. Our measures of drift were taken via two points on the Oculus Touch controllers, which may still lack the necessary precision in such a task. Further, in the RHI paradigm the hands are usually placed flat (unclenched) and left to rest for several minutes before a drift measurement is taken. In the current experiments, participants were actively gripping the controllers at the time the drift measure was taken and were likely receiving at least some feedback of their hand location. Finally, the postures of the controller and virtual hand may be difficult to match exactly. We therefore conclude that drift cannot be used to measure embodiment in the current setup.

5.1 User Implications

There are several notable implications from this research within the context of VR applications, such as in education or gaming. Firstly, in both experiments we observed that children’s body representation can be temporarily manipulated within a virtual environment if the movement between the virtual hand / body and participant’s own body are visually, spatially, and temporally matched. Secondly, all children (aged 4–14 years) felt some sense of embodiment for a virtual object with properties that looked both similar (a human hand) and strikingly dissimilar (a non-human block) to their own hand. This was true for ratings of ownership, agency, and location. Thirdly, children did feel that a non-human form was more like a tool than a body part. Finally, the findings highlight the importance of visuomotor synchrony over haptics for feelings of embodiment, when applied using current commercially available hardware. Haptic feedback, however, may well be important for presence or embodiment in other VR tasks where the felt touch is at a precise location in relation to the action or manipulation of an object (e.g., haptic feedback on the tip of the index finger to pop a bubble), or where more typical touch sensations are used [46].

More broadly, this research indicates some beneficial effects of VR embodiment that could transfer to children’s education. For example, research has found that embodying an avatar of a different skin tone can reduce implicit racial bias [14], [15]. Our findings, however, also highlight the risk of potentially negative VR embodiment effects (e.g., the Proteus effect [66]), and raise questions on the responsibility and demand for increased awareness in VR usage. If young children can feel ownership and a sense of agency (i.e., embodiment) for a neutral virtual block, what are the implications for feeling these sensations for something virtually violent, such as weapons or performing violent acts? Another area of concern is body image. If the results presented in this paper extend to full body ownership, what are the potential risks on children’s body image if embodying unrealistically thin or in other ways stereotypically attractive avatars? In both cases, the effects of VR may well be much stronger than non-immersive, non-embodied media representations.

5.2 Limitations

The current experiments have some limitations which we will discuss in turn. Firstly, in relation to participant recruitment. We note there was an unequal balance of gender in Exp.1 with only 29% girls. Gender differences have been found in VR experiences for simulator sickness or variability in controller grip (for review see [85]). Thus, the interpretation and generalization of findings should be considered accordingly. However, we note the main findings of movement synchrony were observed within-subjects, and thus not affected by gender. In addition, the gender balance was improved in Exp. 2, with 41% girls recruited, with key findings of movement synchrony replicated here. There
was also a greater prevalence of right-handers in both Exp. 1 (77%) and Exp. 2 (83%). However, we chose to have all participants use their right hand with the controller because assessing effects of handedness would be difficult in a sample of this size. Further, left-handed children might use either hand when performing daily tasks like ours (e.g., throwing a ball).

Secondly, to enable us to measure drift, the virtual hand was offset for each participant. However, greater distance between a real and fake hand has been associated with attenuated ownership [86]. Since virtual hands were uniformly offset in all conditions, this is unlikely to have affected the findings observed between movement conditions or the different virtual forms. However, it is likely that the embodiment of virtual hands would be higher overall in a virtual context where the real and virtual hands are spatially aligned.

Thirdly, we note embodiment was quantified via only two questions in Exp. 1 and five questions for Exp. 2. While we would ideally explore the components of embodiment more thoroughly, this is not suitable for children. In designing our questions, we selected a small number to keep the experiment engaging for small children and to avoid drop-out. Likewise, we ensured that the questions used short, simple phrasing, which piloting has shown to be understood by the youngest participants in our sample. Questions were presented in written form but simultaneously read aloud to each participant [23]. In addition, our formulations very closely match those that are prevalent in adult studies [2], [36], [41], [87], [88], and our own work with children [9], [23], [38], [58]. Together these design features make us satisfied that our question choices were largely reasonable, comprehensible, and useful.

One final limitation concerns the control questions. While our Exp. 1 question was based on a similar hair colour question [59], asking participants if their legs were green in this particular grassy scene led to misunderstanding. Further, as there were no legs visible in the virtual scene, this may have added confusion, resulting in the removal of 6% of respondents even in Exp. 2. This issue highlights the need for standardized questions when exploring VR embodiment, for children as well as adults: we note that standard adult questions are increasingly available in the literature [87], [88]. However, given that the remaining questions showed meaningful response patterns in two independent samples, we are confident that children were providing nuanced responses rather than answering at random or agreeing across the board.

6 Conclusion
Collectively, our findings highlight the importance of movement synchrony for children’s feelings of embodiment – shown here for moving virtual hands. Embodiment (measured via ratings of ownership, agency, and location) was observed for both a virtual hand and non-human form (block) to some degree, providing visuomotor signals were congruent. This ownership for a non-human virtual object highlights the dominant role of congruent visuomotor and proprioceptive signals in own-body representation. However, only the hand in the synchronous condition was described as feeling like part of the body rather than a tool, demonstrating that embodiment is also somewhat constrained by prior expectations of body form. The work signals the strong potential of embodied VR with children.
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