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Abstract—This paper describes the use of the Big Packet Protocol (BPP) for carrying video from servers to clients, and how SDN controllers can effectively manage the flow-rate and QoE, based on the available bandwidth. BPP relies on meta-data being injected into packets in order to provide information for network nodes on how to process those packets. When using BPP, the strategy is not to drop whole packets, but to reduce the packet size by eliminating specific chunks. This approach allows for reducing the load on the network, when there is a limited bandwidth, by having a flow of packets regularly arriving at the receiver, so there is continuous delivery and minimum guaranteed quality. To make video transmission over BPP effective, a video encoder and decoder that can do multiple encodings for the same region is selected – namely scalable video coding (SVC). The results show the successful implementation of a system using these combined techniques.

Index Terms—SDN, Future networks, IP, BPP, SVC

I. INTRODUCTION

Big Packet Protocol (BPP) is a new network protocol designed to address the needs and requirements of high throughput applications and network architectures [1], as part of future networks in 2030. One of the main objectives of BPP is to address the network requirements of high precision services, especially applications such as high-bandwidth video, AR, or VR. BPP allows a network node, such as the forwarding element, to define and implement an application specific behavior at the level of the flow and the individual packet, to achieve these objectives [2]. To support such functionality, each BPP packet is partitioned into a header and a number of data chunks. Some of these chunks can be dropped during transmission by the network node, based on the contents meta-data in the header injected into the packet, and the load of the network [3]. The BPP approach is to remove parts of a packet, namely the chunks, but not to drop the whole packet. This adaptation of packet size is undertaken by considering the network conditions and any application feedback.

The BPP process for eliminating chunks provides advantages to streaming applications, such as video, where the data can be placed into packets, and sent over the network to the receiver. Such a process of only removing chunks, not whole packets, provides a flow of packets regularly arriving at the receiver, so there is continuous delivery. In general, video players require all the video to arrive, however many network video receivers are designed to be adaptive so that they will continue even if some video frames are lost in transmission. These missing frames manifest to the user as different kinds of quality reduction, depending on which kind of frame is lost.

In this work we show that an SDN controller can take advantage of the BPP packet structure and packet modification capabilities to provide an enhanced end-to-end video transmission. An enhanced SDN controller was devised to maintain the highest quality of video for the receiver, but also to be dynamically adaptable to the network conditions, especially bandwidth usage. This SDN controller can effectively manage the flow-rate and QoE, based on the available bandwidth. When using BPP and an SDN controller, it is possible to modify packets by removing specific chunks by considering both the current network conditions and the knowledge of how video players can maintain the highest perceived qualities [4].

To utilize BPP effectively for video, to allow the SDN controller to make suitable packet modifications, and to ensure that the receiver gets the highest quality stream, the selection of video encoder and decoder is important. The choice is one that has multiple encodings for each frame, providing multiple layers whereby the video stream is encoded such that the video file contains one base layer and a number of enhancement layers. While the base layer provides the lowest video quality, it does not require any other layer to be decodable; the enhancement layers are dependent to the layers below to be able to be decodable. Such layer dependencies are compatible with the packet modification of BPP, and it allows the SDN controller to delete some chunks during transmission, while being aware of the layered structure of the video. If the network bandwidth becomes limited, the SDN controller can delete some chunks of the enhancement layers, but always keep the base layer, allowing the client to play the video [4].

In this paper we use Scalable Video Coding (SVC) [5] to encode video files at various bitrates. A video file encoded with SVC includes all quality alternatives due to its layered structure, resulting in one file with all the layers. The server has a video file which is encoded with SVC, and includes one base layer (L0) and two enhancement layers (L1 and L2). For
the implementation of the system, the first step is to construct BPP packets on the server side, by reading data from the video stream, and placing the base layers and the enhancement layers, into the BPP packets, with some priority labelling for L0 chunks. The second step is to potentially modify the BPP packets during transmission, if the network conditions demand it. Finally the packets are delivered to the client.

The main contributions of this work include: (i) a working implementation of BPP to transmit SVC video streams structure for SVC video data; (ii) the use of an SDN controller, to process, modify, and transfer the BPP packets; and (iii) the measurement of BPP’s effect on QoE. The paper is organized as follows: in the background section, video streaming aspects are presented. The use of BPP and its enhancements for video are discussed in section III. The experimental setup and performance results are provided in the section IV, and the last section, the contributions of this work are summarized.

II. BACKGROUND AND RELATED WORK

Video transmission can be done using a packet by packet approach with UDP, which is unreliable, or using a data stream with TCP, which is reliable. When using UDP, the network presents as a pipe that displays loss at the receiver. The application at the receiver has to deal with the loss of packets from the network. This loss can be shown missing data as grey squares in the video, or the application can choose to make a request for the missing data, but this adds some extra time for display. UDP works well when low latency is required, such as interactive video. When using TCP, the network presents as a byte stream which has no loss, rather, there is delay or latency. In this case, the application at the receiver has to deal with this latency. This is usually done by having buffer containing a few seconds of received video. The application is isolated from the network by the TCP stack in the kernel, and has no control over any packet resending. TCP works well for video players, which have no interactivity.

The HTTP protocol, uses TCP as a transport, and is often used to transmit video streams by CDNs. HTTP Adaptive Streaming (HAS) has become a de-facto delivery standard. To address network loss and network characteristics over time, the Dynamic Adaptive Streaming over HTTP (DASH) [6] standard has been devised. DASH was developed by MPEG to enable the inter-operation of elements that participate in HAS systems. In DASH, the video is split into a number of segments of varying qualities, usually of 2 or 3 seconds in length. Each encoding quality will be in different files, and the higher the video quality, the larger the file will be, the higher the bitrate, and the more bandwidth will be used. A client requests these segments from a server, and can make dynamic adjustments based on the network conditions. At any time, the client can dynamically adapt its requests for qualities, based on its internal parameters and observation of delay. The received segments are queued up for the decoder, for display.

The advantages provided by SDN leads to enhanced video streaming systems, for improving QoE. In these systems, SDN is utilized for selecting the routes for the video flows [7], reserving network resources [8], [9], giving network related information to the clients [10], or guiding them using its network related information [11]. There are also a number of proposals to use layered video streaming over SDN. The general approach is to transfer video layers over different paths, where the routes are selected by considering the characteristics of the layers [12]. In none of the previous studies has SDN been used for adjusting the quality during transmission for providing an acceptable quality at the receiver side.

Scalable video coding (SVC), or layered video coding, enables video files to contain more than one quality within the same stream [13]. The frames of the video are encoded in such a way that the layers, from the base layer upwards, provide increasing qualities, with each layer improving on the previous one. Using layered video has been demonstrated to be beneficial for video transmission [5]. The layered approach takes advantage of the similarities between each encoding of the same frame, and the similarities between the frames. However, this type of coding, with its dependencies between video layers, can affect clients when there is lossy transmission.

BPP was introduced in 2018 [1], and has been used for Time Sensitive Networking [14], and in Mobile Edge Networks [15]. BPP is suggested as a good mechanism for multimedia transmission, however none of the previous studies have addressed the transmission video using BPP, or the effects of using BPP for video. In this paper, we use video encoded with SVC, and place that video into BPP packets for transmission. BPP has a potential for video streaming, and it could become one of the main protocols for video streaming applications in the future as it can deal effectively with the dependencies between layers and between frames. In the next section, we present more details of using BPP for video transmission.

III. USING BPP FOR VIDEO

In this section we present a more detailed view of using BPP for video transmission, which is an alternative transport layer protocol. There is little behavioural data for BPP, as it has not been evaluated in many live scenarios. The existing MPEG-DASH standard uses HTTP Adaptive Streaming (HAS), which has HTTP running over a TCP transport. DASH represents an application layer mechanism, with client intelligence. HAS systems are the most successful and dominant video streaming systems in today’s network thanks to the ABR (Adaptive Bit Rate) algorithms used, and the advantages of HTTP, such as web-caches and easy firewall traversal. DASH systems need these additional components and mechanisms, and cannot just rely on the built-in TCP behaviour only. TCP’s congestion control algorithm, slow start mechanism, competing TCP flows, enforced delay & RTT for reliability, all cause negative impact on the QoE of HAS. Hence, it can be foreseen that if another transport layer protocol is used, which eliminates the negative effects of TCP in streaming applications, the performance of these applications can be enhanced, and some of those additional mechanisms may no longer be needed.

When BPP is used for the transmission of video, it has a large impact on the applications that send and receive video.
Just by using BPP, does not guarantee improved behaviour or performance. Using BPP in the most simple way, some BPP chunks can be dropped from a packet, which is obviously different to having the whole packet being dropped. If video blocks are placed in BPP chunks, and some of those chunks are dropped during transmission, then at the receiver there will be loss of video data. This loss will still have to be dealt with by the receiver, and this has a very similar impact to loss of a packet. Used in this way, BPP provides very little benefit.

If we utilise some concepts from MPEG-DASH and map different video segments into the chunks of BPP packets, then each segment could contain data for the different bitrates. Unfortunately, DASH segments are usually of length 2 seconds, and this is way too much data to fit into a packet. Even if we were to reduce the DASH segment length to milliseconds, so that several encodings at different bitrates could be mapped into a packet, this would not help us. The video decoder does not expect to receive different bitrate encodings for each video frame. It is designed to play consecutive multi-second sequences, with bitrate changes happening more slowly.

Considering the use of BPP combined with DASH, which uses HTTP over TCP, or indeed any TCP delivery mechanism, we observe a contradiction. BPP is explicitly designed to remove some chunks from the packets during transmission. Conversely, all TCP based schemes are designed to guarantee the delivery of data, but with some delay and retransmission.

Operationally, BPP packets with video data are processed by an SDN controller, during their transmission across the network. Fig. 1 shows the general outline of this process, starting from the packets at the server, through the SDN controllers, to the client. The first two network hops are high bandwidth, and so no chunks are dropped, but the last hop to the client is a lower bandwidth, and we see that a Layer 2 chunk has been removed. On the server side, we use a packet filling approach which enables chunk removal during the transmission of the packets. The chunks are put into the packets so that each packet carries chunks from each layer. As there will be some chunks that can be removed from the packet, if the SDN controller decides to shrink the packet, this will be possible most of the time. For this purpose, the server partitions each layer of each frame and puts these partitions as the chunks. The SDN controller can decide to modify the packets by using its information about the available bandwidth.

IV. PERFORMANCE EVALUATIONS

In this section we show the testbed setup and some comparative performance measurements and analysis.

A. Evaluation Settings

For the performance evaluation, we used the Mininet platform, which is an open source emulator software that allows the creation and testing of Software Defined Networks, and we used ONOS as the SDN Controller in the study. ONOS is an open source Network Operating System developed by service providers, device manufacturers, internet operators, and ONF (Open Network Foundation). By utilizing the modules included in ONOS, current bandwidth measurements, transmission of packet flows, and traffic statistics are collected.

BPP packets are created to fit into standard 1500 byte Ethernet packets here, although BPP can carry Jumbo frames. For video, the "foreman" video sequence is used, which is 10 seconds long and includes 300 frames. The encoded video file has one base layer (L0) and two enhancement layers (L1 and L2). The base layer (L0) has 204 Kbps, L1 layer has 488 Kbps, L2 layer has 1094 Kbps. In a real implementation of BPP, it is possible to transmit video files with higher bitrates.

B. Comparative Performance Measurements

The performance results are obtained by measuring the raw data in packets received by the clients. We also conducted tests by using UDP and TCP for transferring the layered video packets, and compared the obtained performance results of BPP, UDP, and TCP. In the first set of tests, the available bandwidth of the paths were fixed. In the second set of tests, we changed the available bandwidth dynamically with cross traffic. While constructing UDP and TCP packets, the packets are filled with the maximum number of layers that the packet can carry. The layers are put into the packets sequentially, starting from the base layer. The structure and the payload of the BPP packets was described in previous sections. As well as the raw data that is received, we measured two important QoE parameters: PSNR (in dB) and outage duration (in msec).

The graphs given in Fig. 2 present the received layers at the client side, as a function of frame number, for three different fixed bandwidth settings: 0.5 Mbps, 0.8 Mbps and 1.5 Mbps. The layers received by the BPP clients are given in the first three graphs, and by the UDP clients, in the last three graphs. Due to its reliable mechanism, TCP clients always get all the layers, so we do not present the graphs related to TCP here. When we examine the results of BPP and UDP comparatively, for the bandwidth settings of 0.5 Mbps and 0.8 Mbps, we see that BPP always transmits the base layer packets, whereas UDP starts the streaming by transmitting the video with the highest quality for a limited time, and then drops the quality, so that even the base layer for many frames does not arrive at the client. Both protocols transfer the enhancement layer packets occasionally even if the bandwidth is limited, because there is some available bandwidth, and the size of the enhancement layers are not so big. When the bandwidth equals 1.5 Mbps, both protocols transfer all layers of all frames, since
the capacity of the network is good enough to transfer all the video with the highest quality. The results for ascending and descending bandwidths are not given here due to the space limits, however, table I has the relevant QoE metrics obtained.

The graphs presented in Fig. 2 represent the raw layers received by the client, but not processed to feed the video decoder. SVC video is encoded by using the similarities between consecutive frames, as well as the dependency between the layers of the same frames, thus there is a dependency among the same layers of different frames. Most frames make reference to other frames, and for proper decoding, all reference frames of a frame must be received by the clients. Therefore, these raw layers do not reflect playback capability.

In table Ia, the observed outage durations for different bandwidth settings are presented for the 3 protocols. Outage duration is one of the most important QoE metrics affecting the perceptual quality of video. If the outage values in the table are examined, it can be seen that the clients using BPP did not experience any significant outages, the highest outage is 0.2 seconds (205 msec). On the other hand, we observed up to 5.47 seconds of outages with UDP, and up to 14.4 seconds of outages with TCP when bandwidth is 0.5 Mbps. Considering that the duration of the video is only 10 seconds, having such long outage durations has a high negative impact on the perceptual quality. UDP clients have also experienced 2.6 seconds of outage with 0.8 Mbps, and 0.9 seconds with dynamic bandwidth scenarios. However, the highest outage values are observed in the TCP tests. There are two main reasons for this: all layers are sent to the clients, and all lost packets are retransmitted. Even when the bandwidth is 1.5 Mbps, an outage of 0.5 seconds is observed in the TCP test.

The PSNR of the original encoded video file is 44 dB, and the average received PSNR values are listed in table Ib. When the bandwidth is 1.5 Mbps, we see that using all protocols, the clients play the video with the highest possible quality, since no data loss occurs. For the other bandwidth settings, the clients with BPP play the video with a PSNR value always higher than 39 dB, which shows the quality of the video is always high. UDP can not provide consistent and good quality in all scenarios. In the ascending bandwidth scenario, we observe the average PSNR value is 18 dB, which shows the video quality is not acceptable. TCP clients always play

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>BPP</th>
<th>UDP</th>
<th>TCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 Mbps</td>
<td>173</td>
<td>5470</td>
<td>14396</td>
</tr>
<tr>
<td>0.8 Mbps</td>
<td>205</td>
<td>2634</td>
<td>5697</td>
</tr>
<tr>
<td>1.5 Mbps</td>
<td>0</td>
<td>0</td>
<td>584</td>
</tr>
<tr>
<td>Ascending</td>
<td>0</td>
<td>916</td>
<td>2554</td>
</tr>
<tr>
<td>Descending</td>
<td>0</td>
<td>920</td>
<td>4691</td>
</tr>
</tbody>
</table>

(a) Duration of outages (in msec) Smaller is better

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>BPP</th>
<th>UDP</th>
<th>TCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 Mbps</td>
<td>40</td>
<td>29</td>
<td>44</td>
</tr>
<tr>
<td>0.8 Mbps</td>
<td>40</td>
<td>36</td>
<td>44</td>
</tr>
<tr>
<td>1.5 Mbps</td>
<td>44</td>
<td>44</td>
<td>44</td>
</tr>
<tr>
<td>Ascending</td>
<td>39</td>
<td>18</td>
<td>44</td>
</tr>
<tr>
<td>Descending</td>
<td>40</td>
<td>37</td>
<td>44</td>
</tr>
</tbody>
</table>

(b) Average PSNR values (in dB) Larger is better

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>BPP</th>
<th>UDP</th>
<th>TCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 Mbps</td>
<td>10</td>
<td>2.4</td>
<td>10</td>
</tr>
<tr>
<td>0.8 Mbps</td>
<td>10</td>
<td>4.2</td>
<td>10</td>
</tr>
<tr>
<td>1.5 Mbps</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Ascending</td>
<td>10</td>
<td>1.7</td>
<td>10</td>
</tr>
<tr>
<td>Descending</td>
<td>10</td>
<td>6.7</td>
<td>10</td>
</tr>
</tbody>
</table>

(c) Video playout on the client side (in seconds) 10 secs is full video

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>BPP</th>
<th>UDP</th>
<th>TCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 Mbps</td>
<td>173</td>
<td>5470</td>
<td>14396</td>
</tr>
<tr>
<td>0.8 Mbps</td>
<td>205</td>
<td>2634</td>
<td>5697</td>
</tr>
<tr>
<td>1.5 Mbps</td>
<td>0</td>
<td>0</td>
<td>584</td>
</tr>
<tr>
<td>Ascending</td>
<td>0</td>
<td>916</td>
<td>2554</td>
</tr>
<tr>
<td>Descending</td>
<td>0</td>
<td>920</td>
<td>4691</td>
</tr>
</tbody>
</table>

Table I: Comparing BPP vs UDP vs TCP QoE Metrics
the video with the highest PSNR value, but with big outages.

Table Ic shows the duration of the video played at the client side. BPP and TCP clients could play the whole video sequence. When we examine the graphs for Fig. 2a and 2d, we see that the clients both continue to receive video layers until the end of the streaming session. However, for UDP, it shows that the client cannot play the video after a few seconds. The reason that it cannot be played, even if the client receives some frames, is that all the main frames providing references to other frames are lost after a certain point, due to bandwidth limitations. In essence, the network resources used for the transmission of most of the layers arriving at the clients are wasted. We conclude that managing the network by jointly using BPP and SDN provides higher effective bandwidth utilization, by adjusting the quality during transmission, and sending the higher layers only if there is enough capacity.

V. CONCLUSIONS

In this study, we presented a video transmission system for layered video using the Big Packet Protocol (BPP), in a network under the management of an SDN controller. For this purpose, a BPP enhancement, to support layered video transmission, was proposed and presented in detail. An SDN controller which utilizes both real-time network condition information and video coding characteristics, was devised, and this controller manages the video transmission by considering the QoE of the video and the BPP chunks.

On the server side, BPP packets are constructed in such a way that they can be shrunk during transmission, with a small cost of quality degradation. During transmission, the SDN controller can modify the packets, and can remove some chunks by using its knowledge of the video characteristics and the current network conditions. While a HAS client adapts the video quality using its observation about the network and individual bandwidth estimations, our approach directly adapts the quality inside the network. This mechanism provides an in-network quality adaptation, which is obtained by combining the features of SDN and BPP. It is clear that quality adaptation in the network, by using the real bandwidth values, provides better performance than quality estimations on the client side, by using estimations on historical data.

By using both scalable video coding (SVC) and BPP, it was clear that they complement each other. With BPP, chunks can be eliminated from video packets, in a way that is far more adaptable and refined that the UDP method of dropping the whole packet. For the receiver, this approach radically improved the QoE, as demonstrated by our results. By using SDN, there is a level of flexibility and control, that no packet-by-packet network node can successfully provide. However, we see this is essential for in-network video management. SDN controllers provide the best results by using packet meta-data, network conditions, and flexible processing.

The results presented here demonstrate that using BPP for layered video transmission presents the client with a continuous stream of playable video and low levels of outage, even with limited bandwidths. With video streaming applications, frames will be rejected by the decoder if they arrive at the client later than the playout time. In the experiments with BPP, all of the frames arrived in a timely manner, and only some enhancement layer chunks were dropped. Using UDP, we saw some frames were lost and others arrived late, by as much as 5 seconds. When TCP is used, there were no packets lost, but the latency increased to a number of seconds. It is clear that BPP provides benefits for the high precision timing of video, and that our selected techniques, using an SDN controller, worked well for transferring video.

In this work, we have demonstrated that the basic concepts of chunk elimination work, and we have built a foundation for using video over BPP, not yet a whole system. In future we can evaluate many more aspects like scalability and throughput. Our experimental highlighted that there is scope to further improve the network bandwidth utilization, when using BPP and SDN. As the layers of the SVC video have dependencies between each other, if earlier enhancement layers are removed, the following dependents in that layer need not be transmitted.
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