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Abstract

The concept of vulnerability is highly relevant to neurodegenerative diseases, whereby specific subsets of neurons display marked and devastating disease-related pathologies, but neighbouring cells may not. Amyotrophic lateral sclerosis (ALS) provides a perfect example, where spinal pathology manifests in lower motor neurons (MNs), with neighbouring cells remaining relatively unaffected, at least until late-stage disease. Interestingly, spinal MNs display selective vulnerability, with larger and more heavily myelinated alpha motor neurons degenerating the earliest. Additionally, the role of cell types surrounding MNs in contributing to ALS pathogenesis have become more evident over recent years. This includes non-cell-autonomous toxicity mediated by astrocytes and the denervation of Renshaw interneurons (INs) from MNs. Subsequent elucidation of mechanisms underlying cell type-specific vulnerability in ALS would drastically improve our understanding of ALS, the spectrum of cell types affected and provide alternative and tractable cellular targets for therapeutic intervention.

The advent of human induced pluripotent stem cells (hiPSCs) has revolutionised disease modelling, providing a virtually inexhaustible source of patient-specific material. As a consequence, a variety of cell types has been generated using ontogeny-driven directed differentiation strategies. However, there is a pressing need for deeper phenotyping and further refinement of differentiation strategies, in order to generate more enriched and disease-relevant populations.

With this in mind, I employed an established hiPSC-derived MN protocol and manipulated extrinsic signalling cues during two distinct developmental phases; patterning and terminal differentiation. In this manner, I was able to induce post-mitotic motor columnar diversity, resulting in the specification of lateral motor column phenotype; highly susceptible to degeneration in ALS. Separately, I was able to generate hiPSC-derived dorsal spinal INs arising from dI4-6, which subserve pain, temperature, itch and touch sensations (dI4&5) or indeed those regulating left-right coordination (dI6). Importantly, these INs retain the same axial identity, but are positioned more dorsally in the absence of sonic hedgehog signalling.

Lastly, hiPSC-derived INs and MNs were investigated in a valosin-containing protein (VCP) mutant model of ALS. This revealed key differences relating to cell type vulnerability between MNs and INs, including RNA binding protein mislocalisation and alternative splicing events. Overall, the results of this PhD present novel ontogeny-driven directed differentiation strategies of hiPSC-derived cell types and a robust platform for modelling mechanisms of selective vulnerability in ALS. The experiments contained herein also demonstrate that iPSC models can capture neuronal subtype-selective vulnerability.
Impact Statement

Amyotrophic lateral sclerosis (ALS) is a devastating neurodegenerative disorder stemming from the degeneration of upper and lower motor neurons (MNs) of the motor cortex and spinal cord respectively. As a result, ALS is considered a ‘MN-centric’ disorder characterised by progressive loss of muscle control through atrophy, weakness and spasticity and often resulting in death from respiratory failure within 2-5 years of diagnosis.

Recently; however, the role of surrounding cell types such as astrocytes has been interrogated, revealing prominent mechanisms of cell autonomous and non-cell-autonomous toxicity. Despite this, the spinal cord is extraordinarily complex, with a large array of molecularly distinct neuronal cell types involved in an array of spinal circuits. Therefore, elucidating the full spectrum of vulnerability, cell autonomous and non-cell-autonomous mechanisms of toxicity from surrounding cell types will greatly increase our understanding of ALS and mechanisms underlying selective vulnerability of MNs. Further, this will assist in the identification of novel therapeutic targets, which are greatly needed in ALS.

The results of this thesis detail robust and highly characterised directed differentiation strategies for the generation of subpopulations of lateral motor column MNs innervating limb muscles; highly susceptible to degeneration in ALS. Crucially, MN subtype diversity is generated at post-mitotic stages, closely aligning with that seen during endogenous development. Further mechanisms of ontogeny-driven methods for the specification of dorsal populations of dI4-6 interneurons (INs) responsible for pain, temperature, itch and touch sensations and also subserving motor outputs, were also elucidated. Importantly, these dorsally positioned INs possess the same axial identity as hiPSC-derived MNs.

Together, the generation of these hiPSC-derived cell types provide a powerful tool to model cell type-specific vulnerability in ALS. Indeed, ALS mutant MNs and INs were observed to display differential vulnerability to RNA binding protein mislocalisation, a highly studied pathological hallmark of ALS. As such, these data form the basis for an in-depth characterisation of the role of INs in ALS, and provide a crucial model to study cell type-specific vulnerability in ALS.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>Alzheimer’s disease</td>
</tr>
<tr>
<td>ALS</td>
<td>Amyotrophic lateral sclerosis</td>
</tr>
<tr>
<td>AS</td>
<td>Alternative splicing</td>
</tr>
<tr>
<td>BCA</td>
<td>Bicinchoninic acid assay</td>
</tr>
<tr>
<td>bHLH</td>
<td>Basic helix-loop-helix</td>
</tr>
<tr>
<td>BMP</td>
<td>Bone morphogenetic protein</td>
</tr>
<tr>
<td>BSA</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>cDNA</td>
<td>Complementary DNA</td>
</tr>
<tr>
<td>CPG</td>
<td>Central pattern generator</td>
</tr>
<tr>
<td>CYP26A1</td>
<td>Cytochrome P450 26A1</td>
</tr>
<tr>
<td>DDX39A</td>
<td>DExD-box helices 39A</td>
</tr>
<tr>
<td>dI</td>
<td>Dorsal interneuron</td>
</tr>
<tr>
<td>DMSO</td>
<td>Dimethyl sulfoxide</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>dP</td>
<td>Dorsal progenitor</td>
</tr>
<tr>
<td>E8</td>
<td>Essential 8</td>
</tr>
<tr>
<td>EDTA</td>
<td>Ethylenediaminetetraacetic acid</td>
</tr>
<tr>
<td>fALS</td>
<td>Familial amyotrophic lateral sclerosis</td>
</tr>
<tr>
<td>FF</td>
<td>Fast-twitch fatigable</td>
</tr>
<tr>
<td>FFR</td>
<td>Fast-twitch fatigue resistant</td>
</tr>
<tr>
<td>FGF</td>
<td>Fibroblast growth factor</td>
</tr>
<tr>
<td>FUS</td>
<td>Fused in sarcoma</td>
</tr>
<tr>
<td>GRN</td>
<td>Gene regulatory network</td>
</tr>
<tr>
<td>H3K27me3</td>
<td>Histone 3 lysine27 trimethylation</td>
</tr>
<tr>
<td>HD</td>
<td>Homeodomain</td>
</tr>
<tr>
<td>hiPSC</td>
<td>Human induced pluripotent stem cell</td>
</tr>
<tr>
<td>HMC</td>
<td>Hypaxial motor column</td>
</tr>
<tr>
<td>hnRNPA1</td>
<td>Heterogenous nuclear ribonucleoprotein A1</td>
</tr>
<tr>
<td>IBM</td>
<td>Inclusion body myositis</td>
</tr>
<tr>
<td>IN</td>
<td>Interneuron</td>
</tr>
<tr>
<td>IR</td>
<td>Intron retention</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>IRT</td>
<td>Intron retained transcript</td>
</tr>
<tr>
<td>KCl</td>
<td>Potassium chloride</td>
</tr>
<tr>
<td>LMC</td>
<td>Lateral motor column</td>
</tr>
<tr>
<td>MAPT</td>
<td>Microtubule associated protein tau</td>
</tr>
<tr>
<td>mESC</td>
<td>Mouse embryonic stem cell</td>
</tr>
<tr>
<td>MMC</td>
<td>Median motor column</td>
</tr>
<tr>
<td>MN</td>
<td>Motor neuron</td>
</tr>
<tr>
<td>MND</td>
<td>Motor neuron disease</td>
</tr>
<tr>
<td>MOPS</td>
<td>3-(N-morpholino)propanesulfonic acid</td>
</tr>
<tr>
<td>MSP</td>
<td>Multisystem proteinopathy</td>
</tr>
<tr>
<td>OPC</td>
<td>Oligodendrocyte precursor</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>PBST 0.1%</td>
<td>Phosphate buffered saline – 0.1% tween</td>
</tr>
<tr>
<td>PCR</td>
<td>Polymerase chain reaction</td>
</tr>
<tr>
<td>PD</td>
<td>Parkinson’s disease</td>
</tr>
<tr>
<td>PGC</td>
<td>Preganglionic motor column</td>
</tr>
<tr>
<td>qICC</td>
<td>Quantitative immunocytochemistry</td>
</tr>
<tr>
<td>qPCR</td>
<td>Quantitative polymerase chain reaction</td>
</tr>
<tr>
<td>RA</td>
<td>Retinoic acid</td>
</tr>
<tr>
<td>RALDH2</td>
<td>Retinaldehyde dehydrogenase 2</td>
</tr>
<tr>
<td>RAN</td>
<td>Non-AUG-dependent</td>
</tr>
<tr>
<td>RAR</td>
<td>Retinoic acid receptor</td>
</tr>
<tr>
<td>RARE</td>
<td>Retinoic acid response element</td>
</tr>
<tr>
<td>RBP</td>
<td>RNA binding protein</td>
</tr>
<tr>
<td>RCF</td>
<td>Relative centrifugal force</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic acid</td>
</tr>
<tr>
<td>RNAseq</td>
<td>RNA sequencing</td>
</tr>
<tr>
<td>RT</td>
<td>Reverse transcriptase</td>
</tr>
<tr>
<td>RXR</td>
<td>Retinoid X receptor</td>
</tr>
<tr>
<td>sALS</td>
<td>Sporadic amyotrophic lateral sclerosis</td>
</tr>
<tr>
<td>SFPQ</td>
<td>Splicing factor proline and glutamine rich</td>
</tr>
<tr>
<td>SFR</td>
<td>Slow-twitch fatigue resistant</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>SHH</td>
<td>Sonic hedgehog</td>
</tr>
<tr>
<td>SMA</td>
<td>Spinal muscular atrophy</td>
</tr>
<tr>
<td>SOD1</td>
<td>Superoxide dismutase 1</td>
</tr>
<tr>
<td>TARDBP</td>
<td>TAR DNA binding protein</td>
</tr>
<tr>
<td>TDP-43</td>
<td>TAR DNA-binding protein 43</td>
</tr>
<tr>
<td>TGF-β</td>
<td>Transforming growth factor-beta</td>
</tr>
<tr>
<td>VCP</td>
<td>Valosin-containing protein</td>
</tr>
<tr>
<td>WNT</td>
<td>Wingless-related integration site</td>
</tr>
</tbody>
</table>
Chapter 1. General Introduction

1.1 Spinal cord development

The function of the spinal cord is to integrate sensory information from the periphery and generate an appropriate motor response (Sagner & Briscoe. 2019). Sensory information in the form of pain, touch, temperature, chemoreception and proprioception are relayed from peripheral sites including skin, muscles and internal organs, to the spinal cord (Lai et al. 2016). Cell bodies of these somatosensory neurons reside in the dorsal root ganglia and peripheral information is predominantly integrated in the dorsal horn of the spinal cord. Next, motor responses are either generated directly, as demonstrated with spinal reflexes, or the information is relayed to higher brain centres via ascending spinal tracts (Arber. 2012). Descending spinal tracts then relay motor responses that are mediated by ventrally positioned motor neuron (MN) effectors (Jessell. 2000). As such, the spinal cord is a complex structure comprised of heterogeneous populations of cells (Alaynick et al. 2011; Lu et al. 2015; Lai et al. 2016). Despite this complexity, research predominantly in mice has detailed a developmental logic underlying the organisation of the spinal cord that is based on a modular organisation (Jessell. 2000). Subsequently, cells with similar functional properties occupy stereotypical settling positions, forming these modules. This organisation is accomplished during embryonic development of the neural tube, whereby intricately regulated spatial and temporal cues first establish a matrix of regional identities, with the governing principle underlying the generation of neuronal diversity being that of positional identity. As a result, three main axes are prefigured from which regional identity in the developing neural tube emanates including the rostral-caudal and dorsal-ventral axes (Jessell. 2000; Sagner & Briscoe. 2019). Additionally, progenitors migrate laterally from initial medial locations in the ventricular zone of the neural tube, thus generating the third (medial-lateral) developmental axis. Subsequent characterisation of spinal cord populations has been achieved through the identification of molecular expression profiles, cell body settling positions, axonal trajectories and target cell types, neurotransmitter/s used and neuronal connectivity patterns (Alaynick et al. 2011; Lu et al. 2015; Lai et al. 2016).

1.1.1 Rostral-caudal patterning
Rostral-caudal patterning of the spinal cord is predominantly governed by the complex interplay between retinoic acid (RA), fibroblast growth factors (FGF), Wingless-related integration site (WNTs) and GDF11 that act to enhance/repress the expression of different HOX genes (Ensini et al. 1998; Liu et al. 2001; Bel-Vialar et al. 2002; Dasen et al. 2003). HOX genes are a highly conserved subset of homeobox genes defined by the presence of a unique 60 amino acid region that acts as a DNA binding motif (reviewed by Philippidou & Dasen. 2013). In vertebrates, a total of 39 HOX genes have been identified; although it should be noted that not all are present in each vertebrate species. These HOX genes can be pooled into four distinct clusters: HOXA, HOXB, HOXC and HOXD and each cluster be further separated into sub-classes containing 13 paralog groups (HOX1-13). However, not all paralogs are found in every cluster. Interestingly, HOX genes exhibit a property known as ‘spatial colinearity’, in which HOX genes are arranged in a contiguous cluster and their expression patterns along the rostral-caudal axis match the gene position along the chromosome (Figure 1.1) (Kmita & Duboule. 2003). In addition, HOX genes also display temporal colinearity, whereby HOX genes positioned at the 3’ end of the cluster become transcriptionally active earlier and at more rostral levels than those at the 5’ end; delineating more caudal positions (Gellon & McGinnis. 1998). This is thought to be a result of progressive chromosomol modifications (Soshnikova & Duboule. 2009). Overall, HOX genes display a remarkable level of spatial and temporal regulation culminating in their strict, but overlapping, domain expression profiles along the rostral-caudal axis. Broadly, HOX1-5 paralogs denote a hindbrain position, HOX4-7 cervical, HOX9 thoracic and HOX10-11 lumbar segments (Figure 1.1) (Dasen et al. 2003; Philippidou et al. 2012; Philippidou & Dasen. 2013). During gastrulation, the combinatorial effects of FGF and WNT signalling induce the formation of a proliferative ‘stem-zone’ at the posterior end of the embryo (Akai et al. 2005). Progenitors are maintained in a proliferative state within this ‘stem-zone’, and on exit; give rise to both mesodermal and neuronal derivatives. These progenitor populations are therefore termed the neuromesodermal stem cell population (Stern et al. 2006). Subsequently, as the spinal cord axis elongates, progenitors in the ‘stem-zone’ are exposed to a range of signalling molecules that progressively activate the expression of more caudal HOX genes located at more distal sites within the clusters (Philippidou & Dasen. 2013). HOX expression is therefore essential during axis elongation, in which the proliferative ‘stem-zone’ is
associated with the growth of the caudal tail bud, resulting from the removal of repressive chromatin marks from HOX loci and subsequent HOX gene activation (Soshnikova & Duboule. 2009). This leads to the establishment of distinct and overlapping domains of HOX expression profiles along the rostral-caudal axis.

The process of spinal cord axis elongation and the establishment of the HOX code stems from a complex interplay between FGF and RA signalling (Figure 1.1). Indeed, FGFs are directly responsible for maintaining the caudal ‘stem-zone’, actively establishing the caudal limit of RA signalling by inducing CYP26A1 and repressing RALDH2 expression (Diez del Corral & Storey. 2004). In turn, RA represses FGF signalling, thereby delineating the rostral limit of FGF and subsequent ‘stem-zone’ activity (Liu et al. 2001; Bel-Vialar et al. 2002; Sirbu & Duester. 2006; Kumar & Duester. 2014). Progenitors exiting the proliferative ‘stem-zone’ are exposed to high concentrations of RA secreted from the adjacent somites. It should be noted that FGF signalling plays a crucial role in the timing of somitogenesis from the presomitic mesoderm (Naiche et al. 2011). Indeed, somitogenesis occurs in the aftermath of high concentrations of caudal FGF4 and FGF8, when FGF signalling and respective motility have reduced to low levels. Furthermore; RA generated by RALDH2 in the presomitic mesoderm during the late primitive streak stage acts directly to confine the expression of FGF8 to the primitive streak tissue posterior to the node (Sirbu & Duester. 2006). Indeed, RALDH2 null mouse embryos exhibit ectopic expression of FGF8 in the neuroectoderm and node ectoderm lying just anterior to the epiblast ectoderm. This resulted in excessive FGF8 signalling in the presomitic mesoderm in RALDH2 null mice, leading to smaller somites and the induction of left-right asymmetry in the presomitic mesoderm, that does not normally occur (Meyers & Martin. 1999). RA signalling from adjacent pairs of somites acts by binding to heterodimers of retinoic acid receptors (RARs) and retinoid X receptors (RXRs), which then bind to specific DNA motifs called retinoic acid response elements (RAREs); often present in promoter regions of genes (Mahony et al. 2011). Indeed, a conserved RARE has been identified in the promoter region of FGF8 in human and rodents further supporting the direct repression of FGF8 by RA (Brondani et al. 2002; Balmer & Blomhoff. 2005; Kumar & Duester. 2014). Alternatively, liganded RAR-RXR also recruits histone acetylase complexes and trithorax proteins that promote chromatin relaxation and gene activation (Gillespie & Gudas. 2007; Mazzoni et al. 2013). This
rapidly induces the removal of polycomb repressive complex 1 (PRC1) and PRC2 and the repressive chromatin mark; histone 3 lysine27 trimethylation (H3K27me3) from HOX genes predominantly at the 3’ end (Mahony et al. 2011; Mazzoni et al. 2013). The actions of RA have been studied extensively in hindbrain development where RA signalling leads to a more caudal rhombomere identity (Marshall et al. 1992). Conversely, removing RA promotes a more rostral rhombomere identity (Niederreither et al. 2000). FGF signalling is mediated by the induction of the expression of Cdx proteins that are sufficient to induce caudal HOX gene expression (Bel-Vialar et al. 2002). Similar to RA, the combination of FGF and Cdx transcription factors function to remove H3K27me3 from posterior HOX paralogs (Mazzoni et al. 2013). Lastly, FGF acts in tandem with WNT and GDF11 signalling to induce HOX10 gene expression at lumbar levels (Liu et al. 2001; Gouti et al. 2014; Metzis et al. 2018).

Figure 1.1 Rostral-caudal patterning of the neural tube
Rostral-caudal patterning of the neural tube is established by the complex interplay of retinoid, FGF and GDF11 signalling and their effects on chromatin remodelling of HOX genes. These signals are predominantly secreted from surrounding mesodermal tissue such as presomitic mesoderm, somites and paraxial mesoderm. The subsequent HOX code delineates rostral-caudal regionality of the spinal cord and also contributes to the establishment of distinct motor columns at different rostral-caudal levels. This includes the presence of the lateral motor column (LMC) at brachial and lumbar levels, that is induced by retinoid signalling from adjacent somites. Figure created using BioRender. Retinoic acid (RA), fibroblast growth factor (FGF), growth differentiation factor 7 (GDF7), median motor column (MMC), lateral motor column (LMC), hypaxial motor column (HMC), preganglionic motor column (PGC).

1.1.2 Dorsal-ventral neural tube patterning

Dorsal-ventral patterning is mediated by the secretion of specific signalling molecules termed morphogens (Jessell. 2000; Briscoe & Small. 2015). These morphogens are distinct from other signalling molecules in their ability to induce distinct cellular responses in a concentration-dependent manner and are also able to exert their effects at a distance; acting in an autocrine and/or paracrine manner (Christian. 2011). Opposing gradients of diffusible morphogens, secreted from distinct ‘organising centres’, give rise to a matrix of regional identities which form discrete precursor domains, from which molecularly distinct subclasses of neurons emerge (Jessell 2000; Butler & Bronner. 2015). Sonic hedgehog (SHH) is secreted initially from the notochord and later by the floor plate and acts to induce a ventral subtype specification (Figure 1.2) (Marti et al. 1995; Roelink et al. 1995; Jessell. 2000; Ingham & McMahon. 2001). Conversely, bone morphogenetic proteins (BMPs), WNTs and transforming growth factor-beta (TGF-β) are secreted from the roof plate, establishing dorsal fate specification (Liem et al. 1997; Wodarz & Nusse. 1998; Lee et al. 2000; Massague & Chen. 2000; Wine-Lee et al. 2004). Spatial organisation of the neural tube stems from tight temporal regulation in the timing and concentration of these secreted morphogens, with autocrine and paracrine regulation providing further nuanced control. Anti-parallel morphogen gradients act to induce the expression of two classes of transcription factors: the homeodomain (HD) and basic helix-loop-helix (bHLH) classes (Briscoe et al. 2000; Alaynick et al. 2011). This multidimensional and stereotyped program of neural tube patterning yields eleven
progenitor domains in the spinal cord including six dorsal (dP1-6) and five ventral progenitor domains (P0, P1, P2, pMN and P3) from which neurons arise (Figure 1.2) (Alaynick et al. 2011; Lu et al. 2015; Lai et al. 2016). Progenitors then migrate laterally from the ventricular / progenitor zone of the neural tube, forming dorsal interneuron (dI) domains 1-6 (dI1-6) and ventral V0, V1, V2, pMN and V3 domains with discrete populations of post-mitotic neurons. Studies from mouse models show that spinal cord interneurons (INs) originate and migrate from the ventricular zone at e10.5-e11.5 (Lai et al. 2016). Following the first developmental ‘wave’ of interneuronogenesis, a subsequent wave (e11-13) yields two additional IN pools from the dI4 and dI5 progenitor domains, termed dIL\textsuperscript{A} and dIL\textsuperscript{B}. It is noteworthy that no IN populations derive from the pMN domain, from which MNs arise. Neurogenesis takes place for only a brief period of time before progenitors switch to give rise to glial populations (Rowitch & Kriegstein. 2010).

Spinal cord domains can be molecularly discriminated at the progenitor and post-mitotic stage through their differential expression of HD and bHLH transcription factors (Lu et al. 2015; Lai et al. 2016; Alaynick et al. 2011). Importantly, these transcription factors exhibit extensive cross-regulation, leading to the establishment of gene regulatory networks (GRNs) that modify gene expression and specify cell identity (Kutejova et al. 2016). During early development, neural tube progenitors possess multiple GRN components that are necessary to specify all progenitor fates (reviewed by Sagner & Briscoe. 2019). However, exposure to morphogens in a concentration and time-dependent manner results in the repression of specific GRN elements and the enhancement of others (Kutejova et al. 2016). This acts as a lineage restriction mechanism for a defined neural tube cell fate, with the active repression of alternate lineages. The ventral neural tube presents a typical example of this, where graded responses to SHH secreted from the notochord and floor plate establish class II (activated by high levels of SHH) and class I (repressed by high levels of SHH) transcription factors (Briscoe et al. 2000; Peterson et al. 2012; Nishi et al. 2015). As a result, the proximity of progenitors relative to the floor plate determines the level of exposure to SHH signalling and subsequently their identity (Dessaud et al. 2007; Balaskas et al. 2012; Cohen et al. 2014). Extensive cross-repression of GRN transcription factors in this region of the neural tube is essential for correct specification of the ventral-most P3, pMN and P2 domains. This is mediated through the actions of four main transcription factors (NKX2.2, OLG2, PAX6 and IRX3) whose
expression profiles can discriminate P3, pMN and P2 domain identities (Figure 1.2) (Alaynick et al. 2011; Lu et al. 2015; Lai et al. 2016). High levels of SHH signalling drive the expression of OLIG2 in the pMN domain and NKX2.2 in the P3 domain and these transcription factors in turn, actively repress the expression of IRX3 and PAX6 (Jeong & McMahon. 2005; Balaskas et al. 2012; Kutejova et al. 2016). This results in lower expression levels of PAX6 in the pMN and no expression in the P3 domain. In contrast, the P2 domain expresses high levels of PAX6 and IRX3, both of which act to repress OLIG2 and NKX2.2 expression in this domain. This highlights the key spatial and temporal dynamics of the ventral GRN; governed by SHH signalling, and the importance of cross-repressive transcription factors in the establishment of sharp boundaries between domains (Briscoe & Small. 2015; Cohen et al. 2013).

The dorsal neural tube is patterned by a structure called the roof plate, consisting of a group of glial cells positioned at the dorsal midline of the neural tube (Liem et al. 1997; Lee et al. 2000; Massague & Chen. 2000; Wine-Lee et al. 2004; Andrews et al. 2017). Importantly, these glial populations exit the cell cycle earlier than any other dorsal progenitor population, where they then secrete BMPs and WNTs that are crucial for the accurate patterning of the dorsal spinal cord (Parr et al. 1993; Liem et al. 1995). Indeed, genetic mouse models that lack roof plate-derived BMP and WNT signalling exhibit marked differences in dorsal domain specification, with the ablation of dI1 and dI2 domains and a dorsal shift in dI3, dI4, dI5 and dI6 (Lee et al. 2000; Muroyama et al. 2002; Wine-Lee et al. 2004). This has led to the classification of class A progenitors (dP1-3) that are defined by the expression of the bHLH transcription factor OLIG3 and are BMP/WNT-signalling dependent (Muller et al. 2005). In contrast, class B progenitors are BMP/WNT-signalling independent and constitute the ventrally adjacent dP4-6 domains that predominantly express LBX1 at post-mitotic stages (Gross et al. 2002; Muller et al. 2002). Indeed, WNT over-expression models expand the OLIG3 progenitor pool at the expense of class B populations (Zechner et al. 2007; Alvarez-Medina et al. 2008). Despite this, there is some debate as to whether BMPs act as diffusible morphogens. Indeed, multiple BMP members are present and influence patterning in the developing neural tube including BMP4, 5, 6, 7 and GDF7 (Andrews et al. 2017). This suggests that morphogen patterning, similar to diffusible SHH signalling in the ventral neural tube, would be more difficult to achieve. Furthermore, knockout studies of specific BMPs such
as BMP4, BMP7 and GDF7 were found to result in the targeted ablation of specific dorsal IN subtypes, depending on the BMP ligand (Lee et al. 1998; Butler & Dodd. 2003; Le Dreau et al. 2012). This implies that BMPs may have signal-specific effects, promoting the generation of specific dorsal subtypes, as suggested in a separate study (Andrews et al. 2017). However, evidence supporting the role of BMPs as morphogens include observations of the pattern of downstream BMP signalling effects in the developing neural tube. This, as assessed by levels of phosphorylated SMAD, indicated a dorsal-ventral gradient of BMP activity (Tozer et al. 2013; Zagorski et al. 2017). Furthermore, a temporal component to BMP signalling has been identified in BMP4, where longer exposure to this particular BMP ligand resulted in more dorsal progenitor identities in chicken neural plate explants (Tozer et al. 2013). A potential explanation for these contradictory findings stems from observations that the timing of exposure to BMP4, and therefore the competence of cells to respond to BMP4 signalling, underlies the response and subsequent neural tube subtypes specified (Duval et al. 2019).

**Figure 1.2 Dorsal-ventral patterning of the neural tube**

Dorsal-ventral patterning of the neural tube by WNTs, BMPs and TGF-β secreted from the roof plate and SHH from the floor plate. This establishes a gene regulatory network within the neural tube and the subsequent generation of 11 progenitor domains, whereby progenitors emerge from the ventricular zone. These progenitors then migrate laterally, giving rise to 11 domains from which neurons arise, with glia and oligodendrocytes generated at later timepoints. Progenitors and neurons can be molecularly distinguished by a transcription factor ‘postcode’. Figure created
using BioRender. Sonic hedgehog (shh), wingless-related integration site (Wnt), bone morphogenic protein (BMP), transforming growth factor-β (TGF-β).

1.1.3 Intra-domain diversity & temporal dynamics

Further complexity is introduced when one considers intra-domain in addition to inter-domain molecular and functional heterogeneity. Indeed, recent studies have employed more sensitive sequencing techniques in an attempt to resolve intra-domain heterogeneity with much greater sensitivity and resolution (Delile et al. 2019). This has revealed a large number of molecularly distinct neuronal subtypes present in the spinal cord that migrate laterally from common progenitor pools (Helms & Johnson. 2003; Le Dreau & Marti. 2013). For example, the pMN domain gives rise to over 50 pools of MNs with distinct molecular and target muscle innervation profiles at brachial levels (Dasen et al. 2005; Landmesser. 2001; Philippidou & Dasen. 2013). Furthermore, substantial heterogeneity has also been observed in the IN-producing V1 domain where over 50 transcriptionally distinct subtypes were found at limb-innervating levels and based on the combinatorial expression of 19 transcription factors (Bikoff et al. 2016; Gabitto et al. 2016). Whilst these studies provide evidence of the remarkable heterogeneity present in distinct neural tube domains, the mechanisms underlying this are yet to be elucidated. Indeed, in a subsequent study, Delile et al (2019) employed single cell RNA sequencing to capture intra-domain heterogeneity resulting from temporal dynamics, providing further resolution beyond bulk sample/tissue methods. In this manner, a highly coordinated programme of intra-domain neuronal subtype diversity was observed, dictated by the time of generation. This manifested through the sequential and modular expression of distinct transcription factors during neural tube development. Expression of Onecut transcription factors was able to delineate early-born neurons derived before E10. Furthermore, E10-E11 neurons were defined by Pou2f2 and Zfhx2-4 expression and late-born (E11.5 onwards) neurons expressed Nfia, Nfib, Neurod2 and Neurod6. Importantly, these expression patterns were maintained throughout the dorsal-ventral axis in multiple populations, demonstrating a shared intrinsic and temporally regulated mechanism. Furthermore, these findings share key similarities with studies of early- and late-born neurons in the retina, which also display temporally regulated expression of Onecut and Nfia and Nfib transcription factors, respectively (Clark et al. 2019; Sapkota et al. 2014).
This suggests a shared mechanism for temporally regulated neuronal diversity in the CNS. One possible mechanism for this temporal code is through the influence of extrinsic signalling factors. Indeed, downregulation of Onecut transcription factor expression at E10 coincides with the loss of RA signalling from adjacent somites that stems from the loss of key RA synthesising enzymes (Niederreither et al. 1997). Alternatively, a temporally regulated change in gene expression profile in progenitors could underline this subtype diversity. This is supported by the upregulation of Nfia and Nfib in progenitors at E10-11.5 that are known to be involved in the specification of glial cells at later timepoints (Deneen et al. 2006). Overall, the mechanisms underlying temporal regulation of intra-domain neuronal diversity are yet to be elucidated. However, the use of techniques including RNA sequencing will undoubtedly provide clear experimental utility in the elucidation of these complex mechanisms.

1.2 Spinal cord populations

1.2.1 Motor neurons

MNs consist of two populations found in layer V of the cerebral motor cortex (upper MNs) and the brainstem and spinal cord (lower MNs) (reviewed by Stifani. 2014). Despite both forming the basic neuronal circuit that is essential for driving motor output, there are key differences between upper and lower MNs. Indeed, some have suggested that the role of glutamatergic upper MNs does not reflect their actual biological role. This is because upper MNs provide the initial instructions to cholinergic lower MNs, which are the final neuronal component, projecting to peripheral muscles and directly stimulating muscle responses. This section will focus on lower MNs, since they form a major subject of this thesis. As mentioned previously, all lower MNs are derived from a common progenitor domain; the pMN domain (Jessell. 2000). In addition, MN diversity stems from the temporally controlled ventral-to-dorsal and rostral-caudal expansion within the pMN domain and throughout the body axis respectively (Sagner & Briscoe. 2019). This forms a temporal gradient of MN specification with those situated more ventral and rostral born earliest, and also contributes to the establishment of motor columns throughout the hindbrain and spinal cord and extending across the rostral-caudal axis (Nornes & Carry. 1978). Indeed, a critical component of motor column formation
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stems from the establishment of the rostral-caudal HOX code, involving extensive cross-regulation of HOX paralogs (Ensini et al. 1998; Lance-Jones et al. 2001; Philippidou & Dasen. 2013). This leads to the formation of four main motor columns that can be classified by anatomical position, gene expression profiles, uniform axonal projection patterns and target muscle types (Figure 1.3) (Shah et al. 2004; Dasen et al. 2005; Jung et al. 2010).

The median motor column (MMC) comprises medially positioned MNs that project to, and innervate epaxial muscles that predominantly control body posture (Tsuchida et al. 1994; Jessell. 2000; Francius & Clotman. 2014; Patani. 2016; Stifani. 2014). The MMC extends throughout the full rostral-caudal axis. As such, the MMC is speculated to be the evolutionary origin from which other motor columns were founded. MMC MNs are defined by their unique expression of the LIM domain protein LHX3 and its interaction with ISL1 is thought to underlie the independence of the MMC to rostral-caudal HOX patterning (Thaler et al. 2002; Song et al. 2009). Importantly, the LHX3-ISL1 complex, present in the pMN domain but not in the adjacent LHX3 positive IN producing V2 domain, is thought to underlie the transition of MN fate through the induction of cholinergic gene expression profiles (Cho et al. 2014; Kania. 2014). The lateral motor columns (LMC) constitute MNs responsible for the innervation of limb musculature and, as such, are present in brachial (C5-T1 innervating the arms) and lumbar (L1-L5 innervating the legs) spinal segments (Hollyday & Hamburger. 1977; Hollyday & Jacobson. 1990). As such, the LMC motor columns are highly dependent on local HOX gene expression, with HOX6 and HOX10 driving brachial and lumbar LMC specification respectively (Liu et al. 2001; Dasen et al. 2003). Further subdivision of the LMC motor columns include populations of medial (LMCm) and lateral (LMCl) MNs that can be defined molecularly and through their limb targets in ventral or dorsal regions respectively (Tosney et al. 1995). Interestingly, the mechanisms underlying LMCm and LMCl diversification are well understood and stem from RA secretion from the paraxial mesoderm (Niederreither et al. 1997). This stimulates the expression of RA synthesising enzymes and subsequent local production of RA from these early-born LMC neurons that eventually become LMCm MNs (Ensini et al. 1998; Sockanathan et al. 2003; Vermot et al. 2005). RA secreted from these cells acts in a paracrine manner to induce the expression of LHX1 and the downregulation of ISL1 in later-born LMC neurons that eventually give
rise to the LMCl subdivision. The hypaxial motor column (HMC) is present at thoracic levels, with MNs extensively innervating ventral hypaxial muscles controlling body wall musculature (Tsuchida et al. 1994; Sharma et al. 2000). Subsequently, HMC MNs have important roles in respiration. Lastly, preganglionic motor column (PGC) MNs are located in spinal segments T1-L2 and comprise the majority of visceral MNs providing CNS muscle control of the autonomic nervous system (Prasad & Hollyday. 1991; Thaler et al. 2004). Indeed, PGC MNs are the only MNs that do not innervate muscle targets, instead synapsing onto sympathetic ganglia. Beyond the columnar organisation, MNs are subdivided into pools that innervate individual muscles, with the LMC and HMC containing approximately 60 and 10 motor pools, respectively (Stifani. 2014).

Somatic MNs can be divided into three categories: alpha, beta or gamma, based on the fiber type of the muscle target they innervate (Stifani. 2014). The muscle fiber types that they innervate are termed extrafusal; providing the force generation of the muscle spindle through contraction, or intrafusal muscle fibers; mainly acting as specialised sensory organs and proprioceptors. Extrafusal muscle fibers can be further subdivided into fast-twitch fatigable (FF), fast-twitch fatigue resistant (FFR) and slow-twitch fatigue resistant (SFR) types (Burke et al. 1973). This is based on a number of physiological properties such as anatomical, physical and metabolic properties. Alpha MNs exclusively innervate extrafusal muscle fibers and therefore have large diameters to mediate high activity and muscle contraction. Similar to extrafusal muscle fibers, alpha MNs can also be categorised based on the type of extrafusal muscle fiber it innervates: FF, FFR or SFR alpha MNs (Burke et al. 1973). Beta MNs are more poorly characterised but are thought to innervate both intrafusal and extrafusal muscle fibers and therefore control aspects of contraction and sensory feedback (Bessou et al. 1965). Gamma MNs solely innervate intrafusal muscle fibers and therefore do not possess any input on motor function through contraction (Eccles et al. 1960).
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Figure 1. Lateral motor column diversity

All MNs arise from a common progenitor pool called the pMN domain of the neural tube. MNs then form motor columns, dependent on the spinal region they are located. These motor columns innervate distinct muscle types, for example the LMC; present at brachial and lumbar levels, innervates limb muscles of the arms and legs respectively. MNs from different motor columns can be molecularly distinguished by differential transcription factor expression profiles. Figure based on schematic from Alaynick et al. 2011 and created using BioRender. Median motor column (MMC), hypaxial motor column (HMC), lateral motor column (LMC), preganglionic motor column (PGC).

1.2.2 Interneurons

The term ‘spinal inter-neuron’ stems from the relative position of a highly specialised, but diverse set of neurons within the spinal cord circuitry. As such, the majority of INs are positioned as second order neurons, targeted by incoming sensory information from somatosensory neurons and synapsing onto third order neurons such as ventrally positioned spinal MNs or higher brain centres; that are able to elicit motor responses in peripheral muscle effectors (Arber. 2012; Lai et al. 2016). Consequently, INs are widely considered as the key integrators of somatosensory information within the spinal cord, further defining and shaping this activity into an appropriate motor response. However,
spinal INs also have additional roles in the modulation of the activity of MNs directly, playing key roles in complex motor outputs such as walking and breathing.

It is important to note that INs are the most abundant cell type within the spinal cord and as such, display a remarkable heterogeneity with differences in molecular, axonal projection, target innervation and functional profiles (Alaynick et al. 2011; Lu et al. 2015; Lai et al. 2016). As mentioned previously, this is achieved throughout neural tube development and across the dorsal-ventral axis, with heterogeneity achieved as a result of temporally and spatially regulated morphogenetic cues and extrinsic signalling factors (Jessell. 2000; Sagner & Briscoe. 2019). The dorsal INs (dIs) are represented by 6 IN domains (dI1-6) that are derived from common progenitor pools (dP1-6). dIs have distinct roles as somatosensory relay INs and as such, are the target of first order somatosensory neurons relaying sensory information from the periphery (Alaynick et al. 2011; Lu et al. 2015; Lai et al. 2016). Recently, many of these dorsal INs have been characterised, with dI1s largely mediating proprioception (Bermingham et al. 2001; Yuengert et al. 2015) and dI3s involved in mechanosensation and behaviours such as grasping (Bui et al. 2013; Goetz et al. 2015). dI4 and dI5 INs mediate multiple sensory modalities including itch, touch and pain (Abraira et al. 2017; Duan et al. 2014; Bourane et al. 2015) and dI6 INs are more involved in the regulation of motor output (Lai et al. 2016). The ventrally positioned V0, V1, V2 and V3 INs have more direct influence on complex motor behaviours (Gosgnach et al. 2017). V0 and V2 domains consist of a mix of excitatory and inhibitory INs with roles in left/right alternation of motor activities (Crone et al. 2008; Griener et al. 2015). However, the V2 domain has additional roles in the coordination of flexor/extensor activities, similar to the V1 domain (Zhang et al. 2014). The V1 domain consists of predominantly inhibitory INs including Renshaw cells that mediate reciprocal inhibition of ventral MNs and also have roles in modulating motor speed (Gosgnach et al. 2006). V3 INs have extensive roles in ensuring accurate motor activity and performance (Zhang et al. 2008).

INs also form a critical component of central pattern generators (CPGs) networks, being involved in their generation, maintenance and modification (Buchanan & Grillner. 1987; Friesen. 1994; Li & Moult. 2012). CPGs are neural circuits that can produce rhythmic network activity independent of sensory feedback and input from higher centres via
descending modulation. CPGs are essential for behavioural outputs such as locomotion, respiration and the generation of cardiac rhythmicity (Marder & Bucher. 2001). There are two proposed models whereby CPGs generate auto-rhythmicity: through the use of a pacemaker cell type that can generate membrane oscillations under endogenous conditions, or through a network of reciprocal inhibition (Kiehn. 2016). Pacemaker cells, due to their unique intrinsic membrane properties and subsequent resting membrane potential fluctuations; are able to fire in bursts, influencing second order neurons that they synapse onto (Feldman. 2013). CPG networks that do not rely on a cell-autonomous subset of pacemaker cells instead function through reciprocal inhibition, whereby inhibitory INs are the driving force, generating patterns of alternating rhythmic activity (Friesen. 1994; Kiehn. 2016). The complexity of even simple locomotor movements delineates a similar level of complexity in the patterning and configuration of CPG networks within the spinal cord. Indeed, sensory feedback plays a critical role in shaping motor output, especially where cycle-by-cycle corrections are required; such as with proprioceptive sensory feedback or walking (Pearson. 2004). Indeed, the process of walking requires exquisite control of flexor/extensor muscles and their antagonists along with the precise coordination between ipsi- and contralateral legs (Hinckley et al. 2015). This complex motor output is coordinated by multiple layers of spinal cord CPGs and is subject to constant cycle-by-cycle alterations (Kiehn. 2016). Sensory feedback in the form of proprioceptive and mechanical feedback from peripheral sensory afferents can influence and recruit adjacent CPGs and oscillators resulting in alterations to motor output (Pearson. 2004). These sensory afferents often synapse onto INs in the dorsal spinal cord that are subsequently able to induce these changes and recruit other CPGs. The fundamental role of INs in locomotion and sensorimotor integration commands a striking complexity both in their molecular diversity and functional circuitry. This also places INs at a precarious position whereby any slight interneuronal defect could lead to the potentiation of a host of motor abnormalities.

### 1.2.3 Non-neuronal cell types

Non-neuronal cell types constitute a significant proportion of cells within the spinal cord and have a range of diverse functions (Franklin et al. 2020; Clarke et al. 2021). Astrocytes are generated following the initial wave of neurogenesis within the neural tube. As
mentioned previously, this coincides with the upregulation of Sox9 and NFIA/B in ventricular zone progenitors (e11.5), but these markers do not become astrocyte-specific until later timepoints (e13.5-16.5) (Molofsky et al. 2012). Gain and loss of function experiments have indicated that Nfia/b and Sox9 are necessary and sufficient for astrocyte specification (Stolt et al. 2003; Deneen et al. 2006; Rakic. 2007; Kang et al. 2012). Astrocytes have crucial homeostatic functions within the spinal cord, along with roles in synapse formation and maintenance and providing metabolic support (Chung et al. 2013; Clarke & Barres. 2013; Vasile et al. 2017). Astrocytes also respond to stimuli such as injury, undergoing context-dependent alterations in gene expression profile and leading to the induction of a ‘reactive’ phenotype (Anderson et al. 2016; Liddelow et al. 2017). The precise effects of this change in state are yet to be elucidated, particularly with regards to whether the resultant phenotype is detrimental or protective.

Oligodendrocyte production is also regulated by Nfia/b and Sox9 expression in neural precursors; however, this only takes place in the OLIG2-expressing pMN domain (Stolt et al. 2003; Deneen et al. 2006; Kang et al. 2012). As with astrocytes, a comparative ‘gliogenic switch’ occurs in the pMN domain causing a shift from the production of MN precursors, to oligodendrocyte precursors (OPCs) (Lu et al. 2002; Takebayashi et al. 2002; Zhou & Anderson. 2002). These oligodendrocytes are involved in ensheathing CNS axons, and in particular those with diameters above 0.2μm, with myelin; drastically enhancing action potential conduction velocities (Yu et al. 1994).

In contrast to astrocytes and oligodendrocytes that have ectodermal lineages, microglia are derived from the mesodermal yolk sac and from primitive macrophages (Ginhoux et al. 2010; Clarke & Patani. 2020). Subsequently, microglia are highly motile cells that constitute part of an immune defence system for the CNS. This includes their ability to function in infection protection, but also in other diverse roles such as synapse regulation (Davalos et al. 2005; Nimmerjahn et al. 2005; Schafer et al. 2013).

1.3 Amyotrophic lateral sclerosis

1.3.1 ALS aetiology
Amyotrophic lateral sclerosis (ALS), also known as motor neuron disease (MND), Charcot’s disease or Lou Gehrig’s disease, is the most common form of motor neuron disease, first identified in studies conducted by Jean-Martin Charcot between 1865-69 (Goetz. 2000; Kumar et al. 2011). These ultimately led to the identification of a specific neurological disorder with distinct pathology, manifesting through progressive muscle weakness and paralysis (Kumar et al. 2011). It was subsequently determined that lesions within the lateral column and anterior horn of the spinal cord were the underlying causes. Indeed, these distinct features led to the naming of this neurological disease as ALS by Charcot in 1874, where ‘a-myo-trophic’ has Greek origins meaning a lack of (‘a’) muscle (‘myo’) nutrients (‘trophic’), ‘lateral’ signifying the presentation of pathology in the lateral spinal columns, and ‘sclerosis’; also with Greek origins meaning a hardening of tissue that is often seen in the focal regions. The pioneering studies of Jean-Martin Charcot have formed the basis of ALS research to date, including notable observations of the separation of the motor system into two components.

ALS is subsequently characterised by initial dysfunction, followed by degeneration and ultimately death of MNs (Cleveland and Rothstein 2001) within the cerebral cortex (upper MNs), brainstem and spinal cord (lower MNs) (Hughes. 1982; Hammer et al. 1979; Maekawa et al. 2004). Symptoms manifest as progressive muscle weakness, spasticity and paralysis from somatic muscle denervation, leading to death, which normally occurs within 3-5 years of diagnosis (Brown & Al-Chalabi. 2017). The leading cause of death stems from breathing difficulties resulting from the degeneration of MNs innervating breathing apparatus (Logroscino et al. 2010). There is remarkable phenotypic heterogeneity between ALS cases represented by typical and atypical ALS-associated symptoms (Brown & Al-Chalabi. 2017; Connolly et al. 2020). This variability has been hypothesised to stem from the multiple mechanisms that have been implicated in ALS and also through the range of mutations that cause ALS. Indeed, heterogeneity has even been observed within members of the same family harbouring the same mutation. This has led to hypotheses suggesting that ALS is actually a multi-system disorder caused by many underlying pathological mechanisms (Grossman. 2019). Phenotypic heterogeneity has been well documented to manifest through differences in focal initiating sites, the progression pattern and relative speed of progression and which body regions are affected (Brown & Al-Chalabi. 2017). Clinically, this is observed through a striking dissimilarity
in the degree of upper and lower MN involvement (Ravits & La Spada. 2009). Typical ALS cases present with simultaneous upper and lower MN involvement at disease onset with a focal anatomical starting point normally within the arms, legs or face; manifesting as muscle weakness (Brown & Al-Chalabi. 2017). Indeed, initial onset presenting in the limbs occurs in 2/3rds of ALS cases making this the most common form, and is subsequently termed limb-onset ALS. It should be noted that focal onset is rarely exhibited in muscles of the trunk or respiratory system, where only 3-5% of ALS patients exhibit this phenomenon (Kiernan et al. 2011; Baumer et al. 2014). Furthermore, some patients present with ALS phenotypes that are not represented by components of motor pathways. This includes a decline in cognitive ability that is associated with fronto-temporal dementia (FTD) (Lillo & Hodges. 2009). Indeed, the two conditions are now considered to have a well-established genetic overlap with 15% of FTD patients presenting with symptoms of motor decline; synonymous with ALS. Conversely, 20.5% of ALS patients exhibit FTD-like symptoms with around 31% overall exhibiting cognitive dysfunction and behavioural impairment (Chio et al. 2019).

### 1.3.2 ALS epidemiology

ALS is the most common neurodegenerative disease of mid-life and has a prevalence of between 4.1 and 8.4 per 100,000 (Longinetti & Fang. 2019), but a life-time prevalence of around 1 in 400 (Johnston et al. 2006; Ingre et al. 2015). The incidence rates of ALS are between 0.6-3.8 per 100,000 per year, but this is highly variable per country. Indeed, in European countries, ALS incidence is much higher, averaging between 2.1-3.8 per 100,000 (Longinetti & Fang. 2019). Furthermore, time-course studies of ALS incidence rates have revealed significant upward trends, including a 36% increase in ALS incidence over a 25-year window in Scotland (Leighton et al. 2019). As a consequence, disease projection modelling has indicated a dramatic increase in the number of ALS cases; with one study predicting an increase of 69% by 2040 (Arthur et al. 2016). A significant gender bias is also found in ALS, with males displaying a significantly higher prevalence (Logroscino et al. 2010). Indeed, some studies have indicated a risk factor ratio of 1 and 2 between males and females (Leighton et al. 2019; Longinetti & Fang. 2019). The median age of onset is between 51 and 66 years (Longinetti & Fang. 2019), but this varies greatly between familial (genetically linked) and sporadic (no known genetic link) ALS
cases, with familial patients exhibiting a much lower age of onset (Camu et al. 1999; Kiernan et al. 2011).

1.3.3 ALS genetics
ALS has a strong genetic component to its aetiology, with around 10% of cases being familial (fALS) and therefore harbouring a known genetic link (Table 1.1) (Mezini et al. 2019). These fALS mutations are primarily autosomal dominant mutations passing through Mendelian-inherited patterns of transmission. The remaining 90% of cases have no known genetic history of ALS and are termed sporadic (sALS). It should be noted that fALS and sALS are clinically indistinguishable. The first gene identified to harbour ALS-causing mutations linked to the onset of fALS was in the superoxide dismutase 1 gene (SOD1) (Rosen et al. 1993). Since this study, mutations in over 30 genes have been linked to ALS and as shown in Table 1 (Zou et al. 2017; Vijayakumar et al. 2019; Mezini et al. 2019; Connolly et al. 2020). Interestingly, these mutations only account for around 70% of fALS and 10% of sALS cases, leaving a large percentage of patients with unknown ALS causes.
<table>
<thead>
<tr>
<th>Gene</th>
<th>Protein</th>
<th>Year Discovered</th>
<th>% of fALS cases</th>
<th>Endogenous Role</th>
<th>Original Publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOD1</td>
<td>Superoxide dismutase</td>
<td>1993</td>
<td>14.8%</td>
<td>Cytosolic antioxidant</td>
<td>Rosen et al. 1993</td>
</tr>
<tr>
<td>ALS2</td>
<td>Alsin</td>
<td>2001</td>
<td>&lt;1%</td>
<td>Endosomal dynamics</td>
<td>Yang et al. 2001</td>
</tr>
<tr>
<td>PRPH</td>
<td>Peripherin</td>
<td>2004</td>
<td>&lt;1%</td>
<td>Cytoskeletal roles</td>
<td>Gros-Louis et al. 2004</td>
</tr>
<tr>
<td>SETX</td>
<td>Senataxin</td>
<td>2004</td>
<td>&lt;1%</td>
<td>RNA/DNA metabolism</td>
<td>Chen et al. 2004</td>
</tr>
<tr>
<td>ANG</td>
<td>Angiogenin</td>
<td>2004</td>
<td>&lt;1%</td>
<td>RNA processing/stress granules</td>
<td>Greenway et al. 2004</td>
</tr>
<tr>
<td>VAPB</td>
<td>Vesicle-associated membrane protein-</td>
<td>2004</td>
<td>&lt;1%</td>
<td>endoplasmic reticulum/unfolded protein response</td>
<td>Nishimura et al. 2004</td>
</tr>
<tr>
<td></td>
<td>associated protein B/C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCTN1</td>
<td>Dynactin subunit 1</td>
<td>2005</td>
<td>&lt;1%</td>
<td>Axonogenesis, Endoplasmic reticulum and Golgi functions</td>
<td>Munch et al. 2005</td>
</tr>
<tr>
<td>CHMP2B</td>
<td>Charged multivesicular body protein 2b</td>
<td>2006</td>
<td>&lt;1%</td>
<td>Lysosome/protein trafficking</td>
<td>Parkinson et al. 2006</td>
</tr>
<tr>
<td>TARDBP</td>
<td>TAR DNA-binding protein 43</td>
<td>2008</td>
<td>4.2%</td>
<td>RNA/DNA binding protein</td>
<td>Van Deerlin et al. 2008</td>
</tr>
<tr>
<td>FUS</td>
<td>Fusined in sarcoma</td>
<td>2009</td>
<td>2.8%</td>
<td>RNA/DNA binding protein</td>
<td>Kwiatkowski et al. 2009</td>
</tr>
<tr>
<td>FIG4</td>
<td>Polyphosphoinositide phosphatase</td>
<td>2009</td>
<td>&lt;1%</td>
<td>Vesicle trafficking/autophagy</td>
<td>Chow et al. 2009</td>
</tr>
<tr>
<td>OPTN</td>
<td>Optineurin</td>
<td>2010</td>
<td>4.0%</td>
<td>Membrane trafficking/autophagy</td>
<td>Maruyama et al. 2010</td>
</tr>
<tr>
<td>SPG11</td>
<td>Spatacsin</td>
<td>2010</td>
<td>&lt;1%</td>
<td>Lysosomal/cytoskeletal functions</td>
<td>Orlacchio et al. 2010</td>
</tr>
<tr>
<td>VCP</td>
<td>Valosin-containing protein</td>
<td>2010</td>
<td>2.0%</td>
<td>Ubiquitination and protein degradation</td>
<td>Johnson et al. 2010</td>
</tr>
<tr>
<td>ATXN2</td>
<td>Ataxin 2</td>
<td>2010</td>
<td>&lt;1%</td>
<td>RNA stability/translation</td>
<td>Elden et al. 2010</td>
</tr>
<tr>
<td>SIGMAR1</td>
<td>Sigma non-opioid intracellular receptor 1</td>
<td>2010</td>
<td>&lt;1%</td>
<td>Endoplasmic reticulum/mitochondrial axonal transport</td>
<td>Luty et al. 2010</td>
</tr>
<tr>
<td>Gene</td>
<td>Function</td>
<td>Year</td>
<td>Prevalence</td>
<td>Location</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------------------------------</td>
<td>------</td>
<td>------------</td>
<td>-------------------------------</td>
<td></td>
</tr>
<tr>
<td>DAO</td>
<td>D-amino-acid oxidase</td>
<td>2010</td>
<td>&lt;1%</td>
<td>D-serine metabolism</td>
<td></td>
</tr>
<tr>
<td>UBQLN2</td>
<td>Ubiquilin 2</td>
<td>2011</td>
<td>&lt;1%</td>
<td>Proteasomal functions</td>
<td></td>
</tr>
<tr>
<td>SQSTM1</td>
<td>Sequestosome 1</td>
<td>2011</td>
<td>&lt;1%</td>
<td>Unfolded protein response/autophagy</td>
<td></td>
</tr>
<tr>
<td>C9orf72</td>
<td>Guanine nucleotide exchange C9orf72</td>
<td>2011</td>
<td>33.7%</td>
<td>Transcription and RNA splicing</td>
<td></td>
</tr>
<tr>
<td>TAF15</td>
<td>TATA-binding protein associated factor 2N</td>
<td>2011</td>
<td>&lt;1%</td>
<td>Transcription initiation</td>
<td></td>
</tr>
<tr>
<td>EWSR1</td>
<td>EWS RNA binding protein 1</td>
<td>2012</td>
<td>&lt;1%</td>
<td>RNA splicing</td>
<td></td>
</tr>
<tr>
<td>PFN1</td>
<td>Profilin 1</td>
<td>2012</td>
<td>&lt;1%</td>
<td>Cytoskeletal roles/actin polymerisation</td>
<td></td>
</tr>
<tr>
<td>hnRNPA1</td>
<td>Heterogeneous nuclear ribonucleoprotein A1</td>
<td>2013</td>
<td>&lt;1%</td>
<td>RNA splicing</td>
<td></td>
</tr>
<tr>
<td>TUBA4A</td>
<td>Tubulin alpha-4A chain</td>
<td>2014</td>
<td>&lt;1%</td>
<td>Cytoskeletal/microtubule roles</td>
<td></td>
</tr>
<tr>
<td>MATR3</td>
<td>Matrin 3</td>
<td>2014</td>
<td>&lt;1%</td>
<td>RNA metabolism/splicing</td>
<td></td>
</tr>
<tr>
<td>CHCHD10</td>
<td>Coiled-coil-helix-coiled-coil-helix domain</td>
<td>2014</td>
<td>&lt;1%</td>
<td>Mitochondrial protein</td>
<td></td>
</tr>
<tr>
<td></td>
<td>containing 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TBK1</td>
<td>Coiled-coil-helix-coiled-coil-helix domain</td>
<td>2015</td>
<td>1-3%</td>
<td>Autophagy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>containing 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEK1</td>
<td>Never in mitosis gene A-related kinase 1</td>
<td>2015</td>
<td>&lt;1%</td>
<td>Endosomal trafficking</td>
<td></td>
</tr>
<tr>
<td>KIF5A</td>
<td>Kinesin family member 5A</td>
<td>2018</td>
<td>&lt;1%</td>
<td>Neuronal microtubule dynamics</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1 Genes associated with ALS, their functions and prevalence.
1.3.4 ALS pathology

In addition to the wide range of genes that have been linked to ALS, these genes encode proteins that are involved in a variety of different cellular processes. As detailed in Table 1, this includes functions ranging from RNA metabolism and splicing to protein homeostasis, mitochondrial functions and autophagy. This genetic and phenotypic variation further emphasises how multifactorial ALS is as a disorder and justifies the difficulties in i) elucidating unifying mechanisms underlying pathogenesis and ii) designing effective therapeutics for the treatment of ALS. Subsequent research has focused predominantly on fALS and has revealed key cellular processes that are aberrant in ALS such as impaired protein homeostasis, RNA metabolism and splicing dysfunction, DNA damage and impaired repair mechanisms, axonal transport deficits and mitochondrial dysfunction, amongst many others (Mejzini et al. 2019).

RNA metabolism and splicing dysfunction have long been considered a pathological hallmark of ALS, providing a unifying pathomechanism of ALS in the majority of ALS-causing gene mutations (Butti & Patten. 2018). Indeed, many of the proteins encoded by genes harbouring ALS-causing mutations are directly involved in key aspects of RNA homeostasis and/or splicing. This includes TARDBP, FUS, hnRNPA1, MATR3, SETX, ATXN2, TAF15, EWSR1 and TIA1, all of which serve as a family of proteins called RNA binding proteins (RBPs) (Zhao et al. 2018). As their name suggests, they share a common property in that they all contain one or more RNA binding domain. However; in addition, RBPs also possess a low-complexity domain, which is essential for their ability to associate with stress granules following cellular stress (Jain et al. 2016; Monahan et al. 2016). Furthermore, low-complexity domains are a requisite for these RBPs to undergo a phenomenon called liquid-liquid phase separation (LLPS), allowing the transition between a liquid and gel-like state and the formation of stress granules or to aggregate (Purice & Taylor. 2018). Stress granules are cytoplasmic membrane-less organelles that contain a mixture of RBPs, polyadenylated mRNAs, translation initiation factors and small ribosomal subunits (Protter & Parker. 2016). Whilst the mechanisms of stress granule assembly and their function are yet to be fully elucidated, they are generally thought to be a neuroprotective mechanism in response to stress (Buchan & Paker. 2009; Monahan et al. 2016). Interestingly, mutations in the low-complexity domains of ALS-related RBPs have been extensively documented. This results in altered stress granule
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dynamics, stemming from an increased aggregative and fibrillar propensity of RBPs, leading to dysregulated RBP homeostasis and linked to ALS pathogenesis (Zhao et al. 2018). However, it should be noted that ALS pathogenesis can proceed in the absence of stress granule pathology (Mann et al. 2019; Gasset-Rosa et al. 2019). Perhaps more poignant is the shift in RBP LLPS dynamics from that of a reversible to irreversible state in disease conditions, with subsequent fibrillisation and aggregation of RBPs occurring independent of stress granule formation (Patani. 2020). Overall, RNA and protein homeostatic dysregulation are key unifying concepts underlying ALS pathogenesis and are highly correlated. This is evidenced in C9orf72 ALS patients where a hexanucleotide C4G2 repeat expansion undergoes bidirectional transcription, resulting in the generation of RNA foci. Essential RBPs are then sequestered into these intra-nuclear RNA foci (Gendron et al. 2013). In addition, these hexanucleotide repeats can undergo unconventional non-AUG-dependent (RAN) translation. This highlights the link between RNA and protein homeostatic dysfunction in ALS.

TDP-43 is a highly conserved RNA and DNA binding protein, involved in a number of cellular processes that are predominantly related to RNA metabolism and alternative splicing (AS) (Buratti & Barelle. 2001; Polymenidou et al. 2011). TDP-43 exhibits a nuclear localisation under endogenous conditions but in 97% of all ALS cases, including ALS-causing TARDBP mutation, exhibits a nuclear-to-cytoplasmic mislocalisation where it then forms hyperphosphorylated and ubiquitinated cytoplasmic aggregates (Neumann et al. 2006; Buratti & Barelle. 2008). The formation of cytoplasmic inclusions of TDP-43 is closely linked to changes in its preference for a liquid or gel-like state, favouring the latter in ALS (Conicella et al. 2016). These cytoplasmic aggregates are highly targeted to MNs in ALS patients and correspond to a nuclear loss-of-function or cytoplasmic gain-of-toxic function (Suk & Rousseaux. 2020). Indeed, TDP-43 is known to be involved in a number of alternative splicing mechanisms, including its role in hnrNPA1 pre-mRNA splicing (Deshaiies et al. 2018). Here, it was shown that depletion of nuclear TDP-43 resulted in alternative splicing of hnrNPA1, resulting in the inclusion of exon 7B and the generation of an alternate isoform. This altered isoform was found to be more prone to aggregation and subsequently induced toxicity (Deshaiies et al. 2018). This offers an intriguing ALS-related pathomechanism, whereby TDP-43 nuclear loss-of-function leads to alternative splicing defects in another associated RBP, subsequently
causing toxicity. It should be noted that TDP-43 mislocalisation and aggregation is not a unique feature of ALS. Indeed, TDP-43 pathology has been observed in around 57% of Alzheimer’s disease (AD) patients (Matej et al. 2019), 45% of FTD cases (Neumann et al. 2006) and other motor neuropathies such as inclusion body myositis (IBM) (Weihl et al. 2008; Huntley et al. 2019) and Paget’s disease (Nalbandin et al. 2011). Furthermore, TDP-43 pathology is also observed within the lifespan of healthy individuals and as a product of aging, providing alternative theories that ALS represents a state of early induced ageing (Pandya & Patani. 2020).

Whilst TDP-43 exhibits cytoplasmic mislocalisation and aggregation in 97% of ALS patients, FUS mislocalisation was thought to be a targeted pathology of only FUS-mutant ALS patients (Neumann et al. 2006). Recently; however, FUS mislocalisation was observed as a widespread pathology across a range of ALS-causing mutations including a human induced pluripotent stem cell (hiPSC) model of VCP-mutant ALS, VCP mouse transgenic mice and in sporadic ALS post-mortem tissue, but not in a SOD1 mouse model (Tyzack et al. 2019). Interestingly, whilst FUS mislocalisation was a prominent feature of these ALS models (not including the SOD1 mouse model), inclusions positive for FUS were not observed. Since inclusions positive for FUS are often found in FUS-mutant ALS patients, this could be a product of FUS-mutant ALS where FUS aggregation leads to severe phenotypes, often presenting with earlier-onset ALS (Huang et al. 2010; Liu et al. 2017). Similar to TDP-43, FUS is an RNA and DNA binding protein with many functions including neuronal maintenance and survival, splicing regulation and stress granule assembly (Lagier-Tourenne et al. 2012; Sama et al. 2013). Furthermore, FUS has also been observed to associate with stress granules following cellular stress (Sama et al. 2013). In addition, FUS has thousands of RNA targets and plays an essential role in their splicing regulation (Hoell et al. 2011; Colombrita et al. 2012). This includes the direct involvement of FUS in the removal of minor introns (Lagier-Tourenne et al. 2012; Zou et al. 2013; Reber et al. 2016). Interestingly, FUS has also been found to associate with hnRNPA1 (Kamelgarn et al. 2016), with further roles in cytoskeletal and axonal growth cone functions in neurons; key processes disrupted in ALS (Boillee et al. 2006; Nijsse et al. 2017). This is mediated through the regulation of alternative splicing (AS) of microtubule-associated protein tau (MAPT) by FUS (Ishigaki et al. 2012). FUS plays an active role in exon 10 exclusion from MAPT and this is significantly affected following
knockdown, leading to detrimental MAPT loss of function with cytoskeletal dysfunctions and axonal growth impairment (Orozco et al. 2012).

1.4 VCP

Valosin-containing protein (VCP) is a highly conserved and ubiquitously expressed hexameric AAA+ ATPase with myriad cellular functions (Sun & Qiu. 2020). As such, VCP contains 2 ATPase domains (D1 and D2) that can hydrolyse ATP, thereby generating energy (predominantly through the D2 ATPase) for its multicellular functions. These functions are mainly associated with protein homeostasis and degradation processes, such as endoplasmic reticulum-associated protein degradation and mitochondrial protein degradation pathways, autophagy, ubiquitination and apoptosis (Braun & Zischka. 2008; Ju et al. 2009; Meyer et al. 2012; Xia et al. 2016). The N-terminal domain acts as a co-factor binding domain whereby VCP can interact with a range of co-factor substrates in order to carry out these myriad functions (Meyer et al. 2012).

A prominent role for VCP has also been found in disease, whereby autosomal dominant mutations lead to a host of disorders under the collective label of VCP disease or VCP-related multisystem proteinopathy (MSP) (Ikenaga et al. 2020). VCP-related MSP is the most common form of MSP and patients present with symptoms pertaining to IBM, Paget’s disease of bone, FTD, ALS and Parkinson’s disease (PD). VCP-related MSP prevalence is 0.66 per 100,000 people and the phenotypic diversity was recently documented, with the vast majority reporting with IBM (90%), 29% with Paget’s disease of bone, 14% with dementia and 3% with ALS (Ikenaga et al. 2020). Separately, ALS-causing VCP mutations were first discovered in whole exome sequencing studies and are thought to account for around 2% of all fALS cases (Johnson et al. 2010). Subsequent mutations have also been identified in sporadic patients, although to a lesser extent (Abramzon et al. 2012). However, the mechanisms underlying VCP-mutant ALS pathogenesis are yet to be elucidated. VCP has been demonstrated to play a role in stress granule assembly, maintenance and clearance, particularly in response to specific stressors (Buchan et al. 2013; Turakhiya et al. 2018). Subsequently, knockdown of VCP was found to impair stress granule assembly (Seguin et al. 2014; Turakhiya et al. 2018). Interestingly, the VCP protein has also been observed to directly interact with both TDP-
43 and FUS (Gitcho et al. 2009; Liu et al. 2020). Furthermore, VCP-mutant ALS patients exhibit TDP-43 mislocalisation and aggregation, demonstrating RBP mislocalisation and RNA dysfunction as critical mediators of VCP-mutant ALS pathogenesis (Neumann et al. 2007; Inoue et al. 2018). Mouse models of VCP-mutant ALS have also been generated in order to elucidate the role of VCP in ALS. Indeed, Nalbandian et al (2013) generated an R155H knock-in transgenic mouse model that recapitulated key features of VCP-mutant ALS pathology including muscle weakness, polyubiquitination and TDP-43 pathology. Moreover, R155H and R191Q ALS-causing mutations were also assessed in hiPSC-derived MNs (Hall et al. 2017). This revealed a host of ALS-related pathologies in VCP-mutant MNs, manifesting in a temporally regulated sequence of pathological events starting with primary cytoplasmic TDP-43 mislocalisation and ER stress, followed by mitochondrial dysfunction and oxidative stress and culminating in cell death in VCP-mutant MNs. Furthermore, a novel pathological hallmark of ALS was identified in the same hiPSC-derived VCP-mutant MNs involving aberrant AS events (Luisier et al. 2018). Consequently, a program of AS was identified during early neural differentiation for hiPSC-derived MN specification in VCP, FUS and SOD1 lines. These early AS events were predominated by intron retention (IR) events, which were found to be aberrantly increased in VCP-mutant lines, when compared to control. Further assessment revealed that the most significantly differential IR transcript (IRT) was in intron 9 of the splicing factor proline and glutamine rich (SFPQ) transcript, which was subsequently found to be bound by the SFPQ protein itself. Furthermore, SFPQ protein was found to be mislocalised from the nucleus to the cytoplasm in hiPSC-derived VCP-mutant MNs, MNs from VCP and SOD1 mouse models and also in post-mortem tissue from sporadic ALS patients. Indeed, the SFPQ IRT, along with others identified in VCP-mutant ALS MNs, were found to exhibit an increased binding affinity for RBPs that are commonly mislocalised in ALS, including TDP-43 and FUS (Tyzack et al. 2021). These findings were further validated in VCP-mutant fibroblasts and post-mortem tissue from patients with ALS, AD or ageing patients (Adusumalli et al. 2019; Hogan et al. 2020). Taken together, these studies support an intriguing hypothesis that stems from an increased abundance of IRTs, such as with SFPQ intron 9 and DDX39A intron 6. These retained introns are bound by RBPs, forming complexes that are subsequently translocated from
the nucleus, which might lead to a nuclear loss of function and/or altered cytoplasmic function.

1.5 Cell type-specific vulnerability

Selective vulnerability is a critical aspect of neurodegenerative diseases where pathologies manifest in stereotypical and predictable fashions (reviewed by Fu et al. 2018). The clinical presentation of neurodegenerative diseases reflects the underpinning deterioration of the specific subsets of cells and, as pathology worsens over time, this degeneration then spreads to other regions. A good example of this is in ALS where MNs from the specific MN-producing pMN domain within the ventral spinal cord are predominantly affected, whereas cell-types produced in adjacent or more dorsally situated domains remain largely unaffected. In addition, MNs themselves also display a level of selective vulnerability, with FF MNs being particularly vulnerable when compared to SFR MNs (Kanning et al. 2010; Nijssen et al. 2017). How apparently similar neighbouring populations of cells do not show stereotypical hallmarks of that neurodegenerative disease remains a critical question. This could help us explain the molecular features of neurodegenerative diseases and could also shed light on the basic biology and complexity of neuronal subtypes.

1.6 Human induced pluripotent stem cells

The revolutionary technology that accompanies the ability to generate hiPSCs has transformed the landscape of scientific research and the methods by which we model development and disease and the generation of therapeutic interventions. hiPSCs were first generated by Takahashi & Yamanaka et al in 2007 and are defined by their ability to self-renew and differentiate into any of the three primary germ layers of the early embryo: the endoderm, mesoderm or ectoderm. Cells of these layers give rise to all of the cells in the adult body including some extra-embryonic mesoderm derived tissues, but not the placenta. It should be noted; however, that the concept of pluripotent stem cells predates the advent of iPSCs. Indeed, the pioneering work of Gurdon et al (1962) paved the way for the notion of what is achievable via ‘reprogramming’. Gurdon et al (1962) was able to generate tadpoles from enucleated unfertilised frog egg cells by transplanting the
nucleus of intestinal epithelial somatic cells from tadpoles. This revolutionary work was able to demonstrate not only that somatic cells contain all of the necessary genetic information required to facilitate the generation of a whole living organism, but the egg cell itself also contains the necessary factors required for this ‘reprogramming’. Additional work centred on testicular teratocarcinomas in male mice, revealed similar stem-cell-like properties including their immortalisation (Stevens & Little. 1954; Kleinsmith and Pierce. 1964; Solter et al. 1970). Subsequent experiments performed by Gail and Martin (1975) revealed the ability of testicular teratocarcinoma cells to form each of the three germ layers following transplantation. This led to the isolation of the first pluripotent stem cells from mouse embryos (Gail & Martin. 1975). Research into generating embryonic stem cells (ESCs) from humans (hESCs) has been marred by ethical and legal issues. Despite this, methods for the first successful generation of hESC cell lines from humans was achieved by harvesting cells from the inner cell mass of the blastocyst and growing them on a feeder cell layer (Thomson et al 1998). Nearly 2 decades later, Yamanaka et al (2006 & 2007) identified 4 transcription factors: Oct3/4, Sox2, c-Myc and Klf4, also known as the Yamanaka Factors that, when introduced into mouse and human fibroblasts, were sufficient to reprogram their genetic material and induce them to revert to a pluripotent-like state, and thus these cells are known as induced PSCs. Together, these studies all led to paradigm-shifting advancements for stem cell research.

hiPSCs offer a virtually inexhaustible source of patient-specific cells, providing a powerful model system to study developmental mechanisms of cell differentiation, function and dysfunction (reviewed by Haston & Finkbeiner. 2016). Furthermore, hiPSCs provide a more physiologically relevant experimental system, recapitulating patient-specific genomic differences and therefore providing a powerful disease modelling and drug discovery tool. Whilst the potential of hiPSCs appears limitless, there are a number of limitations to consider. This includes the loss of donor age status and respective epigenetic markers of aging following reprogramming. This means that the respective age of hiPSCs and hiPSC-derived cell types represent that of a fetal age. As a result, using hiPSCs to model diseases of aging such as ALS could have respective drawbacks. However, as demonstrated recently, hiPSC-derived VCP-mutant MNs were found to exhibit extensive ALS-related pathology (Hall et al. 2017) and a novel developmental
ALS phenotype was identified using this culture system (Luisier et al. 2018). A key requisite for maximising the potential of hiPSCs is the ability to reliably differentiate enriched cultures of hiPSC-derived cell types (Thiry et al. 2020). Studies of these specialised cell-types hold the greatest potential for disease modelling and drug discovery research. Therefore, deep phenotyping of hiPSC-derived cultures is a necessity for maximising the potential of hiPSCs.

1.7 Aims

It is clear that ALS is a multi-factorial disease, with multiple pathways involved; culminating in the primary pathology – the death of motor neurons. Recently; however, research has shifted away from the ‘motor neuron-centric’ views of ALS, with the elucidation of cell autonomous and non-cell autonomous effects in alternate neighbouring cell types. Indeed, the concept of cell type-specific vulnerability is hugely important to neurodegenerative diseases, where distinct populations of cells exhibit vastly different disease severity. The full spectrum and roles of neighbouring cell types in the pathophysiology of ALS remains unresolved.

Therefore, the specific aims of this Thesis are to:

1) Investigate hiPSC-derived directed differentiation strategies to generate disease relevant motor neuron subtypes.
2) Establish novel hiPSC-derived differentiation strategies for generating spinal cord interneuron populations.
3) Investigate cell type-specific vulnerability in ALS with regards to hiPSC-derived spinal interneurons and motor neurons.
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2.1 hiPSC culture

2.1.1 Ethics statement

Informed consent was obtained from all patients for human iPSC work performed in this study. Experimental protocols were all undertaken in compliance with approved regulations and guidelines set by UCLH’s National Hospital for Neurology and Neurosurgery and UCL’s Institute of Neurology joint research ethics committee (09/0272).

2.1.2 Fibroblast reprogramming & hiPSC lines

Experimental work on hiPSC lines consisted of the use of 6 control lines, 4 of which were commercially available and purchased from Coriell (ND41866*C), ThermoFisher Scientific (A18945), Cedars Sinai (CS02iCTR-NTn4) and NIH CRM (CRM003-A). The other 2 control lines were reprogrammed by the lab of Professor Selina Wray, and by Luke Hill from the Patani lab using episomal reprogramming methods with the following plasmids: pCXLE hOct4 shp53, pCXLE hSK and pCXLE hUL (Addgene) on patient fibroblasts obtained by skin biopsy (Okita et al. 2011). hiPSCs were subsequently assessed for episomal plasmid integration using RT-PCR and upregulation of pluripotency markers such as OCT4, SSEA4 and NANOG by immunocytochemistry, as shown in Figure 2.1. Karyotyping was also carried out in order to assess for chromosomal abnormalities. Experiments on VCP-mutant ALS lines involved the use of 4 lines derived from 2 patients (2 clones per patient) harbouring an R155C or R191Q mutation in the VCP gene. These lines were also reprogrammed by the lab of Professor Selina Wray using methods described above.
Figure 2.1 Authentication of hiPSC lines generated by episomal plasmid reprogramming.

All hiPSC lines that were reprogrammed from fibroblasts (see section 2.12) in this study were extensively validated by the lab of Professor Selina Wray. (A) Representative images of G-banding karyotype analysis conducted on episomally reprogrammed hiPSC lines. (B) All hiPSC lines were observed to express a combination of pluripotency markers such as OCT4, SSEA4 or NANOG. (C) Although episomal reprogramming is reported as an integration-free method, episome integration has been reported on occasion. Therefore, specific primers, designed against a section of the episomal plasmids, were tested by PCR on extracted hiPSC DNA and visualised using DNA gel electrophoresis. Plasmid integration was assessed in all clones by the absence of a band at 666bp representing the target weight of the episome fragment. Arrows represent picked clones that were expanded for use. This Figure displays example images that were provided by Dr Christopher Lovejoy.

2.1.3 hiPSC maintenance and cryo-preservation

All cultures were maintained at 37°C in 5% carbon dioxide humidified incubators. hiPSCs were cultured on feeder-free Nunc treated plates coated with 150 µg/ml Geltrex
(ThermoFisher Scientific, A1413302) in Essential 8 (E8) media (ThermoFisher Scientific, A1517001). E8 media was changed daily and hiPSCs were passaged using 0.5 mM ethylenediaminetetraacetic acid (EDTA) (Life Technologies, 15575038) every 2-3 days when cultures reached a confluency of 60-90%. hiPSCs were cryopreserved in freezing medium containing 90% E8 and 10% dimethyl sulfoxide (DMSO) (Sigma-Aldrich, D2650). Briefly, hiPSCs were washed in phosphate buffered saline (PBS) (Life Technologies 14190144), before incubation for 5 minutes in EDTA. hiPSCs were then carefully lifted from the plates using a P1000 pipette and centrifuged at 270 relative centrifugal force (rcf) for 5 minutes in 10 ml PBS in 15ml falcon tubes. The supernatant was then aspirated and the pellet resuspended in freezing medium and placed into cryovials within Mr Frosty cryo-containers and placed in a -80°C freezer overnight. Cryovials were subsequently removed and transferred to liquid nitrogen storage for long term storage. Thawing of hiPSCs from cryopreserved stock involved maintaining the vial of cells at room temperature until mostly thawed. hiPSCs were then resuspended in 10 ml PBS and centrifuged at 270 rcf for 5 minutes to dilute the toxic DMSO. The supernatant was then removed and hiPSC pellets were gently resuspended in E8 containing 10 μM ROCK inhibitor (Y-27632) (Tocris, 129830-38-2) for one day before media was changed to E8 only.

2.1.4 hiPSC-directed motor neuron differentiation protocol

hiPSC-directed differentiation strategies were initiated once hiPSCs had reached a confluency of 95-100%. From this point onwards, media was changed from E8 to 1:1 N2-B27 containing DMEM-F12 GlutaMAX (ThermoFisher Scientific, 10565018), Neurobasal Media (ThermoFisher Scientific, 12348017), B27 supplement (ThermoFisher Scientific, 17504044), N2 supplement (ThermoFisher Scientific, 17502048), 100 μM 2-mercaptoethanol (ThermoFisher Scientific, 21985023), 100 μM MEM-non essential amino acids (ThermoFisher Scientific, 11140050), 2 mM L-glutamine (ThermoFisher Scientific, 25030024) and 5 μg/ml Human Insulin Solution (Sigma-Aldrich, I9278), which constituted the base media throughout the differentiation process. First, confluent hiPSCs underwent a process of neural induction through the addition of 1:1 N2-B27 media supplemented with 3.3 μM CHIR9902 (Miltenyi Biotech, 130-104-172), 2 μM SB431542 (Tocris, 1614) and 1 μM Dorsomorphin (Tocris, 3093) for 7 days, with daily
media changes. Additionally, cells were passaged between day 4-5 using 10 mg/ml of the enzyme dispase (ThermoFisher Scientific, 17105041) and split at a 1:2 or 1:3 ratio onto freshly coated Geltrex plates (see section 2.1.3) in neural induction media supplemented with 10 μM ROCK inhibitor for one day to aid in cell survival, before being replaced with neural induction media the following day. On day 7, cells were patterned in 1:1 N2-B27 media supplemented with 0.5 μM Retinoic acid (Sigma-Aldrich, R2625) and 1 μM Purmorphamine (Merck, 540220) for a further 7 days, with daily media changes. Cells were passaged between day 12-13 using 10 mg/ml dispase enzyme and split at a 1:2 or 1:3 ratio onto freshly coated Geltrex plates (see section 2.1.3) in patterning media supplemented with 10 μM ROCK inhibitor for one day to aid in cell survival, before being replaced with neural induction media the following day. On day 14, cells were patterned in 1:1 N2-B27 media supplemented with 0.1 μM Purmorphamine for a further 4 days until day 18, with daily media changes. Next, cells were either expanded in 1:1 N2-B27 supplemented with 10 ng/ml FGF (PeproTech 100-18B) or plated out for terminal differentiation. For terminal differentiation, cells were passaged using the enzyme Accutase (ThermoFisher Scientific A1110501) and plated onto plates coated overnight with Poly(ethyleneimine) (Sigma-Aldrich, 408727) dissolved in 0.1 M Sodium Borate pH 8.4 (Sigma-Aldrich, 221732) and then Geltrex. Cells were plated in 1:1 N2-B27 media supplemented with 10 μM ROCK inhibitor, which was replaced with terminal differentiation media containing 1:1 N2-B27 and 0.1 μM Compound E (Enzo Life Sciences, ALX-270-415-M001).

### 2.1.5 Alternative hiPSC-directed differentiation protocols

In order to generate different spinal cord populations, two separate phases within the hiPSC-derived differentiation protocol for generating spinal cord motor neurons, detailed in 2.1.4, were modified and assessed. Motor column diversity was evaluated following addition of 0.5 μM Retinoic acid to 1:1 N2-B27 + 0.1 μM Compound E during terminal differentiation between days 18 and 25 and following the final passaging and plating.

Dorsal interneuron specification was assessed following changes to the patterning phase of the protocol between days 7 and 18. This involved patterning in 1:1 N2-B27 supplemented with 0.5 μM Retinoic acid and 10 ng/ml BMP4 (R&D, 314-BP) between days 7 and 18. Separately, an additional paradigm involving the patterning of cells in 1:1
N2-B27 supplemented with 0.5 µM Retinoic acid between days 7 and 18 was also assessed. Lastly, attempts to derive dorsal spinal populations of cells involved their patterning in 0.5 µM Retinoic acid and 5 µM Cyclopamine between days 7 and 18 (Sigma-Aldrich, C4116).

2.2 Transcriptomics

2.2.1 RNA extraction and RT-qPCR analysis

RNA extraction from snap frozen cell pellets was carried out using either the Qiagen RNeasy Mini Kit (Qiagen, 74104) or the Maxwell RSC 48 instrument, employing the Promega Maxwell RSC simplyRNA cells kit (Promega, AS1390) and including DNase treatment, as per manufacturer instructions. Reverse transcription cDNA synthesis was performed using the Revert Aid First Strand cDNA Synthesis Kit (ThermoFisher Scientific, K1621) using 0.5-1 µg of total RNA and 5 µM random hexamers. RT-minus samples were used as negative controls lacking reverse transcriptase enzyme. qPCR was performed using the PowerUP SYBR Green Master Mix (Applied Biosystems, A25778), 0.5 µM primer pairs and cDNA diluted 1:30. Samples were run in duplicate or triplicate alongside an RT-negative and H2O control, using an Agilent Mx3000P qPCR System or the QuantStudio 6 Flex Real-Time PCR System (Applied Biosystems). Target-specific amplification was determined by melt curve analysis and agarose gel electrophoresis of the PCR products. Primer pairs with 90-110% efficiency were used and are listed in Table 2.1. Expression levels of each individual gene were measured using the ddCt method and normalised to GAPDH as a housekeeping gene.

<table>
<thead>
<tr>
<th>Target</th>
<th>Forward 5’-3’</th>
<th>Reverse 5’-3’</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOXA1</td>
<td>CCCTACCGCTTTAATCAGGA</td>
<td>AAAAGTCTGCGCTGGAGAAG</td>
</tr>
<tr>
<td>HOXA2</td>
<td>GCTTGCCCTCAGCCACAAA</td>
<td>TTGGGTGAAGCAGTTCCTCAGG</td>
</tr>
<tr>
<td>HOXA3</td>
<td>ACCAGCAGCTCCAGCTCA</td>
<td>CTCTTTCTCCAGCTCCACCA</td>
</tr>
<tr>
<td>HOXA4</td>
<td>CCCTGGATGAAGAAGATCCA</td>
<td>GGTGTAGGCGGTTCGAGAG</td>
</tr>
<tr>
<td>HOXA5</td>
<td>GCGAAAGCTGACATAAGTC</td>
<td>TCTTCCAGCTCCAGGTCTCT</td>
</tr>
<tr>
<td>HOXA6</td>
<td>ATGCAGCGGATGAACTCCT</td>
<td>CCTTCTCCAGCTCCAGTGTG</td>
</tr>
<tr>
<td>HOXA7</td>
<td>ATGCAGCGGATGAACTCCT</td>
<td>AGTGTCTGGTAGCGGAGTGA</td>
</tr>
<tr>
<td>Gene</td>
<td>Forward Primer</td>
<td>Reverse Primer</td>
</tr>
<tr>
<td>--------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>HOXA9</td>
<td>GCGCCTTCTCTGAAAACAAT</td>
<td>GAAGCCAGTTGGCTGCTG</td>
</tr>
<tr>
<td>HOXB1</td>
<td>CCTCGACTGGATGAAGGTT</td>
<td>AGCTGCCTTGGTGGTAAGT</td>
</tr>
<tr>
<td>HOXB2</td>
<td>AATCCGCACTGCTCTCTT</td>
<td>CAGCTGCGGTGGGTGGTAAG</td>
</tr>
<tr>
<td>HOXB4</td>
<td>CTGGATGCCAAGATCCCAC</td>
<td>CTGGATGCCAAGATCCCAC</td>
</tr>
<tr>
<td>HOXB6</td>
<td>ACAAAGGCTCTTCCACACCT</td>
<td>CGACTTCTTCGCCGGTAG</td>
</tr>
<tr>
<td>HOXC4</td>
<td>CGACCTTCTCGCAGGTAG</td>
<td>ACTTGCTGCCGGGTATAGG</td>
</tr>
<tr>
<td>HOXB1</td>
<td>CCTTCGACTGGATGAAGGTT</td>
<td>AGCTGCCTTGGTGGTAAGT</td>
</tr>
<tr>
<td>HOXB2</td>
<td>AATCCGCACTGCTCTCTT</td>
<td>CAGCTGCGGTGGGTGGTAAG</td>
</tr>
<tr>
<td>HOXB4</td>
<td>CTGGATGCCAAGATCCCAC</td>
<td>CTGGATGCCAAGATCCCAC</td>
</tr>
<tr>
<td>HOXB6</td>
<td>ACAAAGGCTCTTCCACACCT</td>
<td>CGACTTCTTCGCCGGTAG</td>
</tr>
<tr>
<td>HOXC4</td>
<td>CGACCTTCTCGCAGGTAG</td>
<td>ACTTGCTGCCGGGTATAGG</td>
</tr>
<tr>
<td>HOXB1</td>
<td>CCTTCGACTGGATGAAGGTT</td>
<td>AGCTGCCTTGGTGGTAAGT</td>
</tr>
<tr>
<td>HOXB2</td>
<td>AATCCGCACTGCTCTCTT</td>
<td>CAGCTGCGGTGGGTGGTAAG</td>
</tr>
<tr>
<td>HOXB4</td>
<td>CTGGATGCCAAGATCCCAC</td>
<td>CTGGATGCCAAGATCCCAC</td>
</tr>
<tr>
<td>HOXB6</td>
<td>ACAAAGGCTCTTCCACACCT</td>
<td>CGACTTCTTCGCCGGTAG</td>
</tr>
<tr>
<td>HOXC4</td>
<td>CGACCTTCTCGCAGGTAG</td>
<td>ACTTGCTGCCGGGTATAGG</td>
</tr>
<tr>
<td>HOXB1</td>
<td>CCTTCGACTGGATGAAGGTT</td>
<td>AGCTGCCTTGGTGGTAAGT</td>
</tr>
<tr>
<td>HOXB2</td>
<td>AATCCGCACTGCTCTCTT</td>
<td>CAGCTGCGGTGGGTGGTAAG</td>
</tr>
<tr>
<td>HOXB4</td>
<td>CTGGATGCCAAGATCCCAC</td>
<td>CTGGATGCCAAGATCCCAC</td>
</tr>
<tr>
<td>HOXB6</td>
<td>ACAAAGGCTCTTCCACACCT</td>
<td>CGACTTCTTCGCCGGTAG</td>
</tr>
<tr>
<td>HOXC4</td>
<td>CGACCTTCTCGCAGGTAG</td>
<td>ACTTGCTGCCGGGTATAGG</td>
</tr>
<tr>
<td>HOXB1</td>
<td>CCTTCGACTGGATGAAGGTT</td>
<td>AGCTGCCTTGGTGGTAAGT</td>
</tr>
<tr>
<td>HOXB2</td>
<td>AATCCGCACTGCTCTCTT</td>
<td>CAGCTGCGGTGGGTGGTAAG</td>
</tr>
<tr>
<td>HOXB4</td>
<td>CTGGATGCCAAGATCCCAC</td>
<td>CTGGATGCCAAGATCCCAC</td>
</tr>
</tbody>
</table>
Table 2.1 List of primers used for RT-qPCR

<table>
<thead>
<tr>
<th>Gene</th>
<th>Primer Sequence 1</th>
<th>Supplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEA3</td>
<td>H_ETV4_1</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>LBX1</td>
<td>H_LBX1_1</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>CHAT</td>
<td>TGGAAATGTCCACACCTCTGC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CCCAAACTGCTGCACAATG</td>
<td></td>
</tr>
<tr>
<td>LHX5</td>
<td>CCGGAAGCAACTACGACTT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATCATGTCGGTGAACCTGGG</td>
<td></td>
</tr>
<tr>
<td>SOX1</td>
<td>H_SOX1_1</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>OCT4</td>
<td>H_POU5F1_1</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>β3-tubulin</td>
<td>H_TUBB3_1</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>GFAP</td>
<td>GAAGCAGATGAAGCCACCCT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CATTGCCTACATACTGGTGCGTC</td>
<td></td>
</tr>
</tbody>
</table>

2.2.2 Intron retention

Primers employed to measure intron retention are listed in Table 2.2 and were validated previously (Luisier et al. 2018; Tyzack et al. 2021). Specific amplification was determined by melt curve analysis. Three primer pairs were used to validate intron retention within a specific target and are depicted in Figure 2.2 and Table 2.2. The F1 R1 primer pairs were used to measure gene expression levels and, as such, were designed as intron spanning primers, across the exon-exon junction of a constitutive exon. Primer pair F2 R2 was used to measure intron retention and was designed against the exon flanking the intron to be analysed, the other primer was targeted on the intron. Primer pair F2 R3 was used to measure levels of the spliced transcript for the same exon, designed with both primers annealing to the exons flanking the intron of interest and, if possible, designed across the exon-exon junction. RT-minus samples and H2O were used as negative controls. Levels of IR (F2 R2) were normalised over the expression level of each individual gene (F1 R1) and then normalised over the average of the control lines. Levels of spliced transcript (F2 R3) were normalised over the expression level of each individual gene (F1 R1) and then normalised over the average of the control lines. Total gene expression levels were measured using the ddCt method with F1 R1 primers normalised to GAPDH as a housekeeping gene and then normalised over the average of the control lines. IR/spliced ratio was calculated by normalising the levels of IR (F2 R2) over the levels of spliced transcript (F2 R3), and then further normalised over the average of the control lines.
Chapter 2. Materials and Methods

Figure 2.2 Primer design for assessing intron retention by RT-qPCR

Schematic depicting primer design for assessing levels of intron retention (IR) by qPCR using three primer pairs. The F1 R1 primer pair was designed against a constitutive exon flanking the intron of interest and was intron spanning, across the exon-exon junction. F2 R2 primers were designed to measure levels of IR, with one primer targeting the exon flanking the intron and the other primer targeting the intron. F2 R3 primers were designed to measure levels of spliced transcript and were subsequently designed with both primers targeting the exons flanking the intron of interest, and preferably exon-spanning. Image taken from Luisier et al. 2018.

<table>
<thead>
<tr>
<th>Target</th>
<th>Forward 5’-3’</th>
<th>Reverse 5’-3’</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFPQ constitutive</td>
<td>GCCGAATGGGCTACATGGAT</td>
<td>TCAGTACGCTATGGCTACTTCCC</td>
</tr>
<tr>
<td>SFPQ intron 9 retained</td>
<td>GTGGATCGACTCATGGGTGA</td>
<td>TTCCTCTAGGGACCTCTGGCCA</td>
</tr>
<tr>
<td>SFPQ intron 9 spliced</td>
<td>GATGGGAAGTGACATGCGTA</td>
<td>TTCCTCTAGGGACCTCTGGCCA</td>
</tr>
<tr>
<td>FUS constitutive</td>
<td>GGAAGTGTCCTATCCCTACCT</td>
<td>TAGGGGCCCTACACTGGTTG</td>
</tr>
<tr>
<td>FUS intron 6/7 retained</td>
<td>AGCAGTGGTGCTATGAACC</td>
<td>GCACTAGGGGACTGCTTTCAG</td>
</tr>
<tr>
<td>FUS intron 6/7 spliced</td>
<td>AGCAGTGGTGCTATGAACC</td>
<td>GGGCCACCAAATTTATGGAA</td>
</tr>
<tr>
<td>DDX39A constitutive</td>
<td>GCAGATTGACCTGTCAACG</td>
<td>ACACAGACACCTTGACGCTG</td>
</tr>
<tr>
<td>DDX39A intron 6 retained</td>
<td>ACAAGGAGTCGCCACTG</td>
<td>CTTGACGAAGATTATCACCTTG</td>
</tr>
<tr>
<td>DDX39A intron 6 spliced</td>
<td>CAGGATCCATGGAGGTG</td>
<td>CTTGACGAAGATTATCACCTTG</td>
</tr>
</tbody>
</table>

Table 2.2 List of primers used for intron retention analysis.


2.2.3 RNA sequencing

RNA was extracted from frozen cell pellets as detailed before using the Qiagen RNeasy Mini Kit (Qiagen, 74104) or the Maxwell RSC 48 instrument, employing the Promega Maxwell RSC simplyRNA cells kit (Promega, AS1390). Poly(A)+ selected reverse stranded RNA sequencing libraries were prepared from samples at day 18 neural precursor and day 25 terminally differentiated cultures from three control cell lines using the KAPA mRNA HyperPrep Library kit for Illumina®, with 50 ng of total RNA as input. Libraries were sequenced on a HiSeq 4000 platform at the Francis Crick Institute. All samples passed quality control thresholds. A total of 25 million 100 bp paired-end strand-specific reads were sequenced per sample split over 2 lanes. All libraries generated in this study had <1% mtDNA, >90% strandedness and >70% exonic reads.

Raw mRNA sequencing reads were aligned to hg38 human reference genome using splice-aware aligner, STAR v2.6.1. Aligned reads were quantified with HTseq v0.12.4 at gene-level based on Ensembl GRCh 38.99 annotation. Detailed quality control of the raw RNAseq was assessed utilising the nf-core/rna-seq pipeline (Table 2.3). Differential gene expression was measured using DESeq2 in R v4.0.3. results were generated by comparing patterning conditions and a gene was considered significantly differentially expressed if false discovery rate (FDR) < 0.05.

Note: For the RNAseq described in this thesis, the cells were generated, RNA extracted and cDNA libraries synthesised by myself, sequencing was undertaken by the Advanced Sequencing STP at the Francis Crick Institute and RNAseq analysis by Dr Oliver Ziff, a PhD student in the labs of Professor Rickie Patani and Professor Nicholas Luscombe. RNAseq data analysed by this colleague is indicated in the relevant figure legends.
Table 2.3 Detailed quality control of raw RNAseq data.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>% rRNA</th>
<th>dupInt</th>
<th>5′-3′ bias</th>
<th>M Aligned</th>
<th>% Assigned</th>
<th>M Assigned</th>
<th>% Aligned</th>
<th>M Aligned2</th>
<th>% Trimmed</th>
<th>% GC</th>
<th>M Seqs</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAonly_d18_ctrl1_lane7</td>
<td>0.00%</td>
<td>0.03%</td>
<td>1.16</td>
<td>10.9</td>
<td>63.10%</td>
<td>7.6</td>
<td>92.10%</td>
<td>10.5</td>
<td>4.10%</td>
<td>46%</td>
<td>11.4</td>
</tr>
<tr>
<td>RAonly_d18_ctrl1_lane8</td>
<td>0.00%</td>
<td>0.06%</td>
<td>1.17</td>
<td>9.5</td>
<td>63.10%</td>
<td>6.6</td>
<td>92.00%</td>
<td>9.1</td>
<td>2.90%</td>
<td>46%</td>
<td>9.9</td>
</tr>
<tr>
<td>RAonly_d18_ctrl2_lane7</td>
<td>0.00%</td>
<td>0.04%</td>
<td>1.14</td>
<td>9.8</td>
<td>63.30%</td>
<td>6.8</td>
<td>92.50%</td>
<td>9.4</td>
<td>4.40%</td>
<td>45%</td>
<td>10.3</td>
</tr>
<tr>
<td>RAonly_d18_ctrl2_lane8</td>
<td>0.00%</td>
<td>0.06%</td>
<td>1.15</td>
<td>8.6</td>
<td>63.40%</td>
<td>5.9</td>
<td>92.40%</td>
<td>8.2</td>
<td>4.10%</td>
<td>45%</td>
<td>8.9</td>
</tr>
<tr>
<td>RAonly_d18_ctrl3_lane7</td>
<td>0.00%</td>
<td>0.04%</td>
<td>1.1</td>
<td>9.6</td>
<td>64.80%</td>
<td>6.8</td>
<td>93.20%</td>
<td>9.3</td>
<td>3.30%</td>
<td>46%</td>
<td>10.0</td>
</tr>
<tr>
<td>RAonly_d18_ctrl3_lane8</td>
<td>0.00%</td>
<td>0.06%</td>
<td>1.16</td>
<td>8.5</td>
<td>65.00%</td>
<td>6</td>
<td>93.30%</td>
<td>8.1</td>
<td>3.20%</td>
<td>48%</td>
<td>8.8</td>
</tr>
<tr>
<td>RAonly_d25_ctrl1_lane8</td>
<td>0.00%</td>
<td>0.07%</td>
<td>1.19</td>
<td>11.3</td>
<td>59.80%</td>
<td>7.4</td>
<td>92.20%</td>
<td>10.8</td>
<td>3.10%</td>
<td>44%</td>
<td>11.8</td>
</tr>
<tr>
<td>RAonly_d25_ctrl2_lane7</td>
<td>0.00%</td>
<td>0.05%</td>
<td>1.14</td>
<td>13.4</td>
<td>63.40%</td>
<td>9.2</td>
<td>92.70%</td>
<td>12.9</td>
<td>4.00%</td>
<td>45%</td>
<td>13.9</td>
</tr>
<tr>
<td>RAonly_d25_ctrl2_lane8</td>
<td>0.00%</td>
<td>0.08%</td>
<td>1.07</td>
<td>11.5</td>
<td>63.70%</td>
<td>7.9</td>
<td>92.80%</td>
<td>11.1</td>
<td>3.90%</td>
<td>44%</td>
<td>12.0</td>
</tr>
<tr>
<td>RAonly_d25_3_lane7</td>
<td>0.00%</td>
<td>0.04%</td>
<td>1.03</td>
<td>12.4</td>
<td>61.40%</td>
<td>8.2</td>
<td>92.50%</td>
<td>11.9</td>
<td>4.60%</td>
<td>46%</td>
<td>12.9</td>
</tr>
<tr>
<td>RAonly_d25_3_lane8</td>
<td>0.00%</td>
<td>0.07%</td>
<td>1.09</td>
<td>10.8</td>
<td>61.40%</td>
<td>7.2</td>
<td>92.30%</td>
<td>10.4</td>
<td>4.30%</td>
<td>46%</td>
<td>11.3</td>
</tr>
<tr>
<td>RA+Shh_d18_ctrl1_lane7</td>
<td>0.00%</td>
<td>0.04%</td>
<td>1.2</td>
<td>10</td>
<td>59.50%</td>
<td>6.5</td>
<td>92.40%</td>
<td>9.6</td>
<td>3.80%</td>
<td>46%</td>
<td>10.4</td>
</tr>
<tr>
<td>RA+Shh_d18_ctrl1_lane8</td>
<td>0.00%</td>
<td>0.06%</td>
<td>1.11</td>
<td>8.6</td>
<td>58.50%</td>
<td>5.6</td>
<td>92.40%</td>
<td>8.3</td>
<td>3.60%</td>
<td>46%</td>
<td>9.0</td>
</tr>
<tr>
<td>RA+Shh_d18_ctrl2_lane7</td>
<td>0.00%</td>
<td>0.06%</td>
<td>1.1</td>
<td>20.2</td>
<td>62.20%</td>
<td>13.7</td>
<td>91.70%</td>
<td>19.4</td>
<td>5.30%</td>
<td>42%</td>
<td>21.3</td>
</tr>
<tr>
<td>RA+Shh_d18_ctrl2_lane8</td>
<td>0.00%</td>
<td>0.06%</td>
<td>1.13</td>
<td>17.4</td>
<td>62.80%</td>
<td>11.8</td>
<td>91.80%</td>
<td>16.7</td>
<td>5.10%</td>
<td>43%</td>
<td>18.3</td>
</tr>
<tr>
<td>RA+Shh_d18_ctrl3_lane7</td>
<td>0.00%</td>
<td>0.04%</td>
<td>1.16</td>
<td>10.5</td>
<td>60.30%</td>
<td>7</td>
<td>92.60%</td>
<td>10.1</td>
<td>3.40%</td>
<td>47%</td>
<td>10.9</td>
</tr>
<tr>
<td>RA+Shh_d18_ctrl3_lane8</td>
<td>0.00%</td>
<td>0.06%</td>
<td>1.13</td>
<td>9.1</td>
<td>61.20%</td>
<td>6.1</td>
<td>93.10%</td>
<td>8.8</td>
<td>4.10%</td>
<td>46%</td>
<td>9.4</td>
</tr>
<tr>
<td>RA+Shh_d25_ctrl1_lane7</td>
<td>0.00%</td>
<td>0.04%</td>
<td>1.12</td>
<td>10.4</td>
<td>65.90%</td>
<td>7.5</td>
<td>92.40%</td>
<td>10</td>
<td>4.80%</td>
<td>47%</td>
<td>10.8</td>
</tr>
<tr>
<td>RA+Shh_d25_ctrl1_lane8</td>
<td>0.00%</td>
<td>0.07%</td>
<td>1.14</td>
<td>9.1</td>
<td>68.10%</td>
<td>6.5</td>
<td>92.40%</td>
<td>8.7</td>
<td>3.40%</td>
<td>47%</td>
<td>9.5</td>
</tr>
<tr>
<td>RA+Shh_d25_ctrl2_lane7</td>
<td>0.00%</td>
<td>0.04%</td>
<td>1.06</td>
<td>11.4</td>
<td>69.50%</td>
<td>8.5</td>
<td>93.30%</td>
<td>11</td>
<td>3.90%</td>
<td>47%</td>
<td>11.8</td>
</tr>
<tr>
<td>RA+Shh_d25_ctrl2_lane8</td>
<td>0.00%</td>
<td>0.07%</td>
<td>1.12</td>
<td>9.9</td>
<td>69.70%</td>
<td>7.4</td>
<td>93.30%</td>
<td>9.5</td>
<td>3.60%</td>
<td>47%</td>
<td>10.2</td>
</tr>
<tr>
<td>RA+Shh_d25_ctrl3_lane7</td>
<td>0.00%</td>
<td>0.23%</td>
<td>1.01</td>
<td>25.4</td>
<td>60.80%</td>
<td>17.1</td>
<td>85.10%</td>
<td>24.2</td>
<td>12.50%</td>
<td>41%</td>
<td>28.8</td>
</tr>
<tr>
<td>RA+Shh_d25_ctrl3_lane8</td>
<td>0.00%</td>
<td>0.22%</td>
<td>0.98</td>
<td>21.7</td>
<td>60.30%</td>
<td>14.8</td>
<td>85.00%</td>
<td>20.6</td>
<td>12.80%</td>
<td>42%</td>
<td>25.4</td>
</tr>
</tbody>
</table>
2.3 Protein analysis

2.3.1 Western blot

Immunoblotting was carried out on snap frozen cell pellets, which were resuspended in complete Lysis-M buffer, EDTA-free (Sigma-Aldrich, 15423520) containing a protease inhibitor cocktail (Merck, 4693159001); 1 tablet dissolved in 10 ml lysis buffer. Samples were then placed on a rotator at 4°C for 30 minutes to lyse, before being centrifuged at 20,000 g for 20 minutes at 4°C. The supernatant was next extracted for processing. The protein content of the soluble extract was then quantified using a Pierce™ BCA Protein Assay Kit (ThermoFisher, 23225). 10X SDS Reducing Agent (ThermoFisher Scientific, NP0007) and 4X XT Sample Buffer (Bio-Rad, 1610791) was added to each sample and placed at 100°C for 10 minutes to denature the protein. 10ug protein was then loaded per lane on a 4-12% Bis-Tris protein gel (Bio-Rad, 3450125) and run at 180V for 1-2 hours using MOPS running buffer (Bio-Rad, 161-0788). Protein was then transferred to a PVDF membrane (1704157) using a Trans-blot Turbo™ transfer system. The transfer membrane was then blocked in 5% milk diluted in 0.1% PBS-tween (PBST) for 1 hour, before incubation in primary antibody; also diluted in 5% milk PBST for 2 hours at room temperature or overnight at 4°C on a shaker. Membranes were then washed 3 times for 5 minutes each in PBST, before incubation in secondary antibodies IRdye 680RD and 800CW diluted in 5% milk PBST for 1 hour at room temperature on a shaker. Membranes were then washed 3 times for 10 minutes each in PBST before imaging using a LICOR FC Odyssey and bands were quantified using ImageJ. Relative differences in protein expression were determined following normalisation to a house keeping protein. Antibodies and their concentrations are displayed in Table 2.4.

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Species</th>
<th>Supplier</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>NKX6.1</td>
<td>goat</td>
<td>R&amp;D (AF5857)</td>
<td>1:500</td>
</tr>
<tr>
<td>β-actin</td>
<td>mouse</td>
<td>Sigma-Aldrich (A2228)</td>
<td>1:1000</td>
</tr>
</tbody>
</table>

Table 2.4 List of antibodies and concentrations used for western blot.
**2.3.2 Immunocytochemistry**

Cells plated on IBIDI 8 well chamber slides (IBIDI, 80826), round glass coverslips (13mm diameter) (ThermoFisher Scientific, 11588492) or clear bottom 96 well plates (Falcon, 353219) and were fixed in 4% paraformaldehyde (PFA) (Insight Biotechnology, AR1068) for 10 minutes at room temperature and stored in PBS at 4°C (wrapped in parafilm and covered in aluminium foil) for subsequent immunolabelling. For immunolabelling, cells were permeabilised and blocked in 5% Bovine Serum Albumin (BSA) (Sigma-Aldrich, A7030) diluted in 0.3% PBS-Triton (Sigma-Aldrich, Triton X-100) at room temperature for 30 minutes. Cells were then incubated in primary antibody diluted in 5% BSA and 0.3% PBS-Triton for 2 hours at room temperature or overnight at 4°C. Antibodies used for immunostaining and their concentrations are displayed in Table 2.5. Cells were then washed in PBS up to 3 times, depending on the fragility of the cultures, before being incubated for 1 hour with secondary antibodies diluted in 5% BSA and 0.3% PBS-Triton in the dark. Cells were then washed up to 3 times, depending on the fragility of the cultures, before being incubated with DAPI diluted in 5% BSA and 0.3% PBS-Triton for 10 minutes in the dark. Cells were then mounted using DAKO mounting medium (DAKO, S3023) or PBS was added to each well if plated on 96 well plates or IBIDIs.

**2.4 Image acquisition and analysis**

**2.4.1 Microscopy**

Coverslips and IBIDIs were imaged using a Zeiss 880 with Airyscan 2019 confocal microscope with a 63x, 1.4 N.A. oil objective. For each well a minimum of 5 images were acquired. Z series of images were acquired using a pinhole diameter of Airy units with a minimum of 5 slices per stack and images displayed as maximum projections. Settings for acquisition and thresholding were kept standard for each experimental set. Image analysis was performed in Fiji (ImageJ). 96 well plates were imaged using the Opera Phenix™ High Content Screening System (Perkin Elmer) with a 20x or 40x water objective. For each well a minimum of 5 fields were acquired. Z stacks of images were acquired with a minimum of 5 slices per stack with images displayed as maximum projections. Settings for acquisition and thresholding were kept standard for each
experimental set. Cells were analysed with the Columbus™ Image Data Storage and Analysis System version 2.8.0.

2.4.2 Nuclear/cytoplasmic ratio

In order to analyse the nuclear/cytoplasmic (N/C) ratio of RBPs, neural precursors were plated onto 96 well plates and terminally differentiated for 6 days in Compound E. Fixed neurons were stained for RBPs such as TDP-43 and FUS, β3-tubulin and DAPI (see Table 2.5) using an Opera Phenix High-Content Screening System (Perkin Elmer). Neurons were then analysed on a cell-by-cell basis using Columbus™ Image Data Storage and Analysis System (Perkin Elmer) software version 2.8.0 and an analysis pipeline was employed as previously demonstrated (Harley & Patani, 2020). This involved the application of a DAPI mask in order to define the nucleus of cells. Next, a supervised machine learning feature was implemented to identify neuronal populations and exclude dead and non-neuronal cells. This required a linear classification training phase, employing multiple parameters such as texture, morphology, nuclear roundness and intensity to classify sub-populations within the cultures. Background intensity was then removed from each channel and average nuclear intensities were then calculated for each channel. Average cytoplasmic intensities were calculated using a 1.5 µm cytoplasmic mask, defined by a cytoplasmic protein and excluding the nuclear area; defined by the nuclear mask. This yielded an average nuclear and cytoplasmic intensity measurement for each individual cell that was used to generate a N/C ratio. These individual N/C ratio values per cell were then averaged for each well and a minimum of 3 wells were measured per line. N/C values were then compared between control and VCP-mutant ALS lines.

2.4.3 Live cell imaging

For live imaging, cells were plated onto clear bottom 96 well plates and Fluo-4 AM (ThermoFisher Scientific, F14201) was added at a working concentration of 1 µM in Hank’s Basic Salt Solution (HBSS) (ThermoFisher Scientific, 24020141) along with silicon rhodamine (SiR) tubulin (Tebu-bio, SC002) at a working concentration of 0.1 µM. Neurons were incubated in Fluo-4 AM and SiR tubulin for 30 minutes. Following this, neurons were washed 3 times in HBSS and then left in HBSS throughout the imaging process. Neurons were imaged using a Nikon Ti Eclipse using a KiraLux 5 MP camera from Thorlabs with a pE4000 lightsource from CoolLED and a 20X brightfield air
immersion objective from Nikon. Neurons were imaged using Micro-manager 2.0-Gamma software at 200ms intervals over a period of 50 seconds. For KCl stimulations, KCl was diluted in HBSS and added during imaging to a final concentration of 50mM. Analysis of Fluo-4 AM live imaging was carried out using ImageJ with the TimeSeries Analyzer V3 plugin and ROIs were selected within the soma of neurons. Neurons were determined to have responded to KCl if their average fluorescence signal intensity for 1 second following KCl applied increased to 150% of the average fluorescence signal intensity analysed during the ‘quiescent’ period (average intensity preceding KCl stimulation). Time series calcium traces following KCl administration and when measuring spontaneous activity were calculated by the ΔF/ΔF₀ method where ΔF = (F-F₀)/F₀. F₀ is the median of the fluorescence distribution during quiescent timepoints.

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Species</th>
<th>Supplier</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMI-32</td>
<td>mouse</td>
<td>BioLegend (801701)</td>
<td>1:1000</td>
</tr>
<tr>
<td>MAP2</td>
<td>chicken</td>
<td>Abcam (ab5392)</td>
<td>1:1000</td>
</tr>
<tr>
<td>ChAT</td>
<td>goat</td>
<td>Millipore (AB144P)</td>
<td>1:100</td>
</tr>
<tr>
<td>β3-tubulin</td>
<td>chicken</td>
<td>Abcam (ab41489)</td>
<td>1:1000</td>
</tr>
<tr>
<td>β3-tubulin</td>
<td>rabbit</td>
<td>BioLegend (802001)</td>
<td>1:1000</td>
</tr>
<tr>
<td>β3-tubulin</td>
<td>mouse</td>
<td>BioLegend (801201)</td>
<td>1:1000</td>
</tr>
<tr>
<td>TDP-43</td>
<td>rabbit</td>
<td>ProteinTech (12892-1-AP)</td>
<td>1:400</td>
</tr>
<tr>
<td>FUS</td>
<td>mouse</td>
<td>Santa Cruz (sc-47711)</td>
<td>1:200</td>
</tr>
<tr>
<td>OLIG2</td>
<td>rabbit</td>
<td>Abcam (ab9610)</td>
<td>1:500</td>
</tr>
<tr>
<td>OLIG3</td>
<td>mouse</td>
<td>R&amp;D (MAB2456)</td>
<td>1:500</td>
</tr>
<tr>
<td>NKX6.1</td>
<td>goat</td>
<td>R&amp;D (AF5857)</td>
<td>1:1000</td>
</tr>
<tr>
<td>PAX7</td>
<td>mouse</td>
<td>Santa Cruz (sc-81648)</td>
<td>1:250</td>
</tr>
<tr>
<td>PAX3</td>
<td>mouse</td>
<td>R&amp;D (MAB2457)</td>
<td>1:250</td>
</tr>
<tr>
<td>LHX5</td>
<td>mouse</td>
<td>DSHB (PCRP-LHX5-1B7)</td>
<td>1:50</td>
</tr>
<tr>
<td>LHX3</td>
<td>rabbit</td>
<td>Abcam (ab14555)</td>
<td>1:500</td>
</tr>
<tr>
<td>LHX1</td>
<td>rabbit</td>
<td>Abcam (ab14554)</td>
<td>1:500</td>
</tr>
<tr>
<td>FOXP1</td>
<td>goat</td>
<td>R&amp;D (AF4534)</td>
<td>1:500</td>
</tr>
<tr>
<td>FOXP1</td>
<td>rabbit</td>
<td>Abcam (ab16645)</td>
<td>1:250</td>
</tr>
</tbody>
</table>
2.5 Statistical analysis

The data presented in this thesis are from a range of biological, technical and experimental repeats, which are stated in each figure legend. Data is presented as the mean ± SEM. Statistical analysis was conducted using GraphPad Prism 7.0. Differences between two datasets were assessed using unpaired two-tailed student’s t-test with Welch’s correction, assuming unequal variance and a Gaussian distribution. A one-way ANOVA with Tukey post-hoc comparison test was used when comparing differences between the means of more than two groups, assuming normal distribution. The statistical test is stated within each figure legend. A p-value of 0.05 or below was considered to be statistically significant (*≤0.05, **≤0.01, ***≤0.001 or ****≤0.0001).
Chapter 3. Generating motor neuron diversity using human induced pluripotent stem cells

3.1 Introduction

The ability to generate defined cellular subtypes from hiPSCs through application of neuro-developmental principles offers a unique experimental opportunity to interrogate the molecular mechanisms underlying human neuronal diversity (Davis-Dusenbery et al. 2014; Patani. 2016). Spinal motor neurons (MNs) are a collection of myriad neuronal subtypes located within the ventral region of the neural tube (Jessell et al. 2011). MNs have distinct connectivity patterns, extensively innervating distal muscle fibers, whereby they can carry out their primary function of muscle fiber contraction. This conveys their primary role in the spinal cord as essential mediators of complex motor behaviours such as breathing and walking (Stifani. 2014).

The molecular mechanisms that choreograph the effects of morphogenetic extrinsic signals with transcription factor expression / repression and subsequent neuronal subtype determination in the spinal cord have been studied extensively both in vivo using animal models and in-vitro using mouse embryonic stem cells (mESCs) and hiPSC (Li et al. 2005; Davis-Dusenbery et al. 2014). Indeed, application of developmental inductive signals, such as RA and SHH, has enabled directed differentiation of MNs from hiPSCs with a number of methods published (Amoroso et al. 2013; Maury et al. 2015; Du et al. 2015). These protocols attempt to mirror subtype specific generation of neurons during embryological development and necessitate sequential steps including neural induction from embryonic ectoderm, patterning along rostral-caudal and dorsal-ventral axes, and subsequently the terminal differentiation of regionally specified neural progenitors into diverse post-mitotic neuronal subtypes (Jessell et al. 2000; Davis-Dusenbery et al. 2014).

In vivo, it has been demonstrated that signalling pathways that operate along the rostral-caudal and dorsal-ventral neuraxes first establish a matrix of positional cues, which influence progenitor cell fate specification by orchestrating the identities and concentrations of morphogenetic signals to which they are subjected (Jessell et al. 2000). However, in addition to the neural diversity during precursor ‘patterning’, in vivo studies
have also demonstrated that extrinsic signalling post-mitotically is also a key determinant of neuronal subtype diversification (Sockanathan et al. 2003; Thaler et al. 2004).

Retinoid signalling is important in the diversification of MN subtypes from the common MN precursor pool and establishes spinal cord columnar organization (Novitch et al. 2003; Vermot et al. 2005). At limb-innervating levels (i.e. brachio-lumbar regions), spinal motor column precursor cells are allocated to lateral (LMC) and median (MMC) pools (Jessell et al. 2011). Precursors from these distinct pools acquire different fates with respect to axonal trajectory and target innervation, and can be discriminated based upon their gene expression profiles. The generation of LMC MNs is initially dependent on extrinsic RA signalling from adjacent somites, inducing local RA synthesis by subpopulations of MNs (expressing RALDH2), and this regulates the differentiation of migrating neurons into subsets of LMC neurons (Sockanathan & Jessell. 1998). The role of RA in MN subtype specification has been shown using heterotopic transplantation of RA synthesis ‘hotspots’ (brachial and lumbar neural tube/somites) with subsequent phenotyping of regional MN subtypes (Ensini et al. 1998). Additionally, ectopic RALDH2 expression in spinal neurons generates LMC MNs and RALDH2 knock down and knock outs cause a reduction, but not complete elimination, of both lateral and medial LMC neurons (Ensini et al. 1998; Vermot et al. 2005). Together these studies highlight distinct requirements for RA signalling in MN generation and organization.

Whilst much emphasis has been placed on developing shorter protocols with greater enrichment of spinal MN populations, these studies often use generic markers of MNs at both precursor (OLIG2) and post-mitotic (ChAT, HB9 and ISLET1) levels (Amoroso et al. 2013; Maury et al. 2015; Du et al. 2015; Thiry et al. 2020). Despite this, MNs display a remarkable level of heterogeneity beyond these pan-MN markers and this reflects the large amount of diversity in the functional properties of spinal MNs. Indeed, a recent study attempted to characterize the constituent populations of hiPSC-derived MN cultures using single-cell RNA sequencing and revealed a high level of heterogeneity in these MN populations (Thiry et al. 2020).

Spinal MNs have also been shown to exhibit selective vulnerability between different MN subtypes in ALS (Kanning et al. 2010; Nijsen et al. 2017; Tung et al. 2019). Indeed, 75% of ALS patients exhibit a limb-onset progression, thought to be a result of the early
and selective degeneration of FF alpha MNs within the LMC. Therefore, the establishment of hiPSC-derived MN protocols generating enriched populations of distinct motor column subtypes presents a tractable strategy for the elucidation of principles underlying selective vulnerability. Indeed, a mechanism underlying selective LMC MN vulnerability was recently linked to the loss of a specific microRNA (miRNA); mir-17-92 in a SOD1 G93A transgenic mouse model. Subsequent overexpression of mir-17-92 using an adenovirus was able to rescue motor deficits and SOD1 G93A mouse survival. As such, there is a pressing need for both deep phenotyping of current hiPSC-derived MN protocols, and further subtype specific MN differentiation protocols. This will then permit more accurate, and clinically relevant in-vitro model systems of motor neuronopathies.

3.2 Aims

Since there is a pressing need for deep characterisation of MNs derived from hiPSCs in order to allow generation of more clinically-relevant subtypes, the MN protocol commonly employed in the laboratory was dissected and assessed. Currently, no study has systematically studied the influence of a morphogenetic signal during both MN precursor ‘patterning’ and ‘terminal differentiation’ to establish the relative contribution of extrinsic signalling during these developmental stages in subtype diversification. Indeed, most protocols for motor neurogenesis from hiPSCs tend to focus primarily on manipulating extrinsic signals during precursor specification only.

Therefore, the specific aims of this chapter are to:

1. Assess the role of extrinsic signalling cues during precursor specification using the hiPSC-derived MN protocol commonly employed in the laboratory.
2. Examine the influence of extrinsic signalling cues during terminal differentiation and subsequent MN heterogeneity.

3.3 Results

3.3.1 Neural induction in hiPSCs
In order to generate hiPSC-derived spinal motor neurons, a previously published accelerated protocol for the efficient and robust conversion of hiPSC into enriched spinal cord motor neurons was employed and further characterised (Figure 3.1) (Hall et al. 2017; Luisier et al. 2018; Tyzack et al. 2019; Smethurst et al. 2020; Tyzack et al. 2021). Cultures were assessed at specific timepoints depicting key developmental stages of the protocol, as mentioned previously and shown in Figure 3.1. Following 7 days of neural induction using dorsomorphin (DM), SB431542 (SB) and CHIR99021 (CHIR), cells were assessed for pluripotency and neural lineage markers. qPCR analysis revealed the pluripotency marker OCT4 was significantly downregulated by day 7 when compared to hiPSC. Furthermore, OCT4 mRNA expression remained significantly low at additional timepoints including day 18 NPC and day 25 MN. This indicates a sustained loss of pluripotency and stem cell-like state during the timecourse of the protocol (Figure 3.2A). Conversely, expression of SOX1, a key marker of neural lineage; including neuroectodermal cells, was significantly upregulated following neural induction (Figure 3.2B). This included time points of day 7 neuroectodermal cells (~22 fold), day 18 NPCs (~16 fold) and day 25 MNs (~52 fold), when compared to hiPSCs. Lastly, SOX2 expression was assessed, showing a significant decrease in expression between hiPSC and D7 neuroectodermal cells, but only a trend towards a decrease was found when comparing hiPSC with D18 NPC and D25 MN timepoints respectively (Figure 3.2C). These expression patterns reflect the dual functions of SOX2 as both a marker of pluripotency and neural lineage. Taken together, these data strongly indicate a decrease in pluripotency markers following neural induction, coinciding with an upregulation of neurogenic markers.

**Figure 3.1** hiPSC-directed differentiation strategy for generating spinal cord motor neurons
Figure 3.2 Expression of neural lineage markers and pluripotency markers following neural induction

Bar plots depicting mRNA expression levels of (A) the pluripotency marker OCT4, (B) neuroectodermal and neural lineage marker SOX1 and (C) pluripotency and neural lineage marker SOX2 in hiPSC, day 7 neuroepithelial cells (D7) following neural induction, day 18 MN neural precursors (NPCs) (D18 RA + SHH) and day 25 MNs (D25 RA + SHH) following terminal differentiation, as assessed by qPCR. Each sample was normalised over its GAPDH expression level and each timepoint was normalised against hiPSC. n=2 per cell line with 3 independent control lines used (CTRL1-3). Error bars are displayed as mean ± SEM. p value calculated using one-way ANOVA with Tukey correction for multiple comparison, * represents p < 0.05, *** represents p < 0.001, **** represents p < 0.0001.

3.3.2 Precursor patterning from neuroectodermal lineage
As mentioned previously, spinal cord populations can be classified into distinct domains at both progenitor and post-mitotic stages of development (Lai et al. 2016). As such, a common method employed to distinguish neural tube domain populations is through the unique transcription factor ‘postcode’ that is expressed by cells within each domain (Figure 1.2). These transcription factors include specific basic helix loop helix (bHLH) and homeodomain (HD) factors. In order to characterise the accurate patterning of MNs to the ventral pMN domain of the spinal cord, day 18 NPCs were assessed for ventral neural tube markers spanning, or selective to, the pMN domain. It is important to note that the SHH agonist purmorphamine is crucial for ventralisation (Jessell et al. 2000) and as such, NPCs patterned in the absence of purmorphamine (RA only) were used as a negative control. qPCR analysis revealed significantly higher expression levels of NKX6.1 and OLIG2 in RA + SHH patterned NPCs, when compared to RA only conditions, indicating correct patterning to the ventral pMN domain of the neural tube (Figure 3.3). Interestingly, only an insignificant trend towards a decrease in the P3 ventral domain marker NKX2.2 was found. This suggests that RA + SHH treated NPCs were not ‘over-ventralised’ significantly to the ventral-most P3 domain that does not yield populations of MNs.

**Figure 3.3 Expression profiles of ventral and pMN neural tube domain markers in day 18 motor neuron precursors**

Bar plots depicting mRNA expression levels of (A) P3 domain marker NKX2.2, (B) ventral P3, pMN and P2 domain marker NKX6.1 and (C) pMN domain marker OLIG2 in day 18 MN NPCs (RA + SHH) and day 18 cultures patterned with RA but in the absence of SHH (RA only), as
assessed by qPCR. Each sample was normalised over its GAPDH expression level and each
timepoint was normalised against RA + SHH. n=3 per cell line with 3 independent control lines
used (CTRL1-3). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-
tailed t-test with Welch’s correction, * represents p < 0.05 and *** p < 0.001.

3.3.3 A Deeper evaluation of precursor patterning
As mentioned previously, the protocol for deriving spinal MNs involves 2 separate
patterning steps, the latter of which occurs between day 14 and day 18 with a reduction
in purmorphamine concentration and the removal of RA. The rationale behind this is to
mimic developmental signals encountered in vivo where progenitors emanating from the
ventral end of the ventricular zone are exposed to 2 sources of SHH; from the floor plate
and underlying notochord (Jessell et al. 2000). Furthermore, as the neural tube expands,
the distance between the pMN domain and SHH producing floor plate increases, reducing
the concentration of SHH that the pMN domain is exposed to (Sagner & Briscoe. 2019).
In order to investigate the effects of this 4 day period, day 14 and day 18 NPC timepoints
were assessed for neural tube progenitor markers. Interestingly, qPCR analysis of day 14
and day 18 samples revealed an insignificant difference between OLIG2, NKX6.1 and
NKX2.2 expression between these timepoints (Figure 3.4). Further immunolabeling also
showed an insignificant difference in OLIG2 expression between day 14 (~51%) and day
18 (~42%) NPCs (Figure 3.5). However, a significant increase in the number of NKX6.1
positive NPCs was found at day 18 (~93%), when compared to day 14 (~63%) (Figure
3.5). Taken together, these data suggest that the 4 day purmorphamine only period is not
necessary for further enrichment of MNs, but does significantly increase the proportion
of NKX6.1 and ventral class II SHH activated (i.e. P3, pMN and P2 domain) populations.
These data also suggest that there is a ventral shift in the progenitor populations between
day 14 and day 18 NPCs from more dorsal but still ventral (i.e. P0, P1) to further ventral
domains (P2, pMN and P3). Interestingly, immunolabeling for NKX2.2 revealed low /
negligible levels of NKX2.2 expression at both timepoints and in agreement with the
qPCR data shown in Figure 3.3A, suggesting that MN NPCs did not appear to acquire
characteristics of the ventral-most P3 domain (~0% at day 14, ~1% at day 18) (Figure
3.6).
Figure 3.4 Expression profiles of ventral and pMN domain neural tube markers in day 14 and day 18 motor neuron precursors

Bar plots showing mRNA expression levels of (A) pMN domain marker OLIG2, (B) ventral P3, pMN and P2 domain marker NKX6.1 and (C) P3 domain marker NKX2.2 in day 14 MN NPCs (D14) and day 18 MN NPCs (D18), as assessed by qPCR. Each sample was normalised over its GAPDH expression level and normalised to D18 timepoints. n=3 per cell line with 3 independent control lines used (CTRL1-3). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction.
Figure 3.5 Differential expression of ventral and pMN neural tube domain markers in day 14 and day 18 motor neuron precursors
Representative immunocytochemistry images of the CTRL1 line using the cellular marker of ventral spinal progenitors - NKX6.1 and pMN domain progenitors – OLIG2 in (A) day 14 MN NPCs and day 14 cultures patterned with RA but in the absence of SHH (RA only). Scale bar set at 20 μm. (B) Representative immunocytochemistry images using the cellular marker of ventral spinal progenitors - NKX6.1 and pMN domain progenitors – OLIG2 in day 18 MN NPCs and day 18 cultures patterned with RA but in the absence of SHH (RA only) and fibroblasts as a negative control. Scale bar set at 20 μm. Bar plots representing quantitative immunocytochemistry data for (C) percentage of cells expressing OLIG2 and (D) percentage of cells expressing Nkx6.1 in day 14 and day 18 MN NPCs. n=3 per cell line with 3 independent control lines used (CTRL1-3). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, *** represents p < 0.001.

Figure 3.6 Expression of P3 neural tube domain marker NKX2.2 in day 14 and day 18 motor neuron precursors

Representative immunocytochemistry images of the CTRL1 line using the cellular marker of ventral-most P3 domain progenitors – NKX2.2 in (A) day 14 MN NPCs. Scale bar set at 20 μm. (B) Representative immunocytochemistry images using P3 domain progenitor marker – NKX2.2 in day 18 MN NPCs and fibroblasts as a negative control. Scale bar set at 20 μm. (C) Bar plots representing quantitative immunocytochemistry data for percentage of cells expressing OLIG2 in day 14 and day 18 MN NPCs. n=3 per cell line with 3 independent control lines used (CTRL1-3).
3). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction.

### 3.3.4 Terminal differentiation of motor neuron precursors

In order to assess whether day 18 MN NPCs differentiate into highly enriched populations of MNs, 0.1µM CE was administered for 7 day and immunocytochemistry for the pan-motor neuronal markers ChAT and SMI32 was carried out. This revealed a robust enrichment of MN NPCs into MNs, with ~95% of neurons staining positive for ChAT and ~82% for SMI-32 (Figure 3.7). Spinal MNs display a remarkable heterogeneity that must account for their hugely complex and diverse roles in controlling and shaping motor output. This heterogeneity is partially achieved through a complex interplay between retinoids and HOX genes. As a result, distinct motor columns are patterned throughout the spinal cord and along the rostro-caudal axis (Dasen et al. 2008). In order to characterise the rostral-caudal position of MNs throughout the directed differentiation protocol, qPCR analysis of the HOX code was carried out (Figure 3.8). As mentioned previously (Chapter 1.1.1), the HOX code delineates the settling position of populations of cells between the rhombomeres of the hindbrain and the full length of the spinal cord. In this manner, it was shown that day 25 MNs appear to form a lower cervical/brachial rostral-caudal identity with the highest upregulation identified in HOXA4 and HOXA5 by qPCR (Figure 3.8). Supporting this, HOXA3, HOXB4, HOXC4, HOXD4 and HOXA5 were the most abundantly expressed HOX paralogs in day 25 MN cultures (data not displayed). It should be noted that, whilst also highly upregulated in day 18 NPCs and day 25 MNs; HOX6, 7 and 8 also delineate a lower cervical/brachial spinal position, whereas HOX9 paralogs are a prominent marker of thoracic spinal cord. Accordingly, low levels of HOXA9 were identified in cultures, suggesting that thoracic spinal cord identity was not specified. In addition, HOXD10 was not found to be highly upregulated, suggesting negligible lumbar spinal cord specification. Later HOX genes were not examined in this study because they were not expected to be upregulated in RA treated cultures. Rhombomere specification was also identified to be low, due to low levels of HOXB1 and HOXD1. Day 18 NPCs demonstrated similar trends to day 25 MNs, but at reduced expression levels. This suggests that the HOX code may become refined or potentially consolidated throughout terminal differentiation.
Figure 3.7 Enrichment of pan-motor neuronal markers in day 25 hiPSC-derived motor neurons

(A) Representative immunocytochemistry images of the CTRL3 cell line using the cellular marker of MNs – ChAT and (B) the MN neurofilament marker SMI-32, in day 25 MNs following terminal differentiation for 7 days. Scale bar set at 20 μm. (C) Bar plot representing quantitative immunocytochemistry data for the percentage of cells expressing ChAT or SMI32 in day 25 motor neurons. n=3 per cell line with 3 independent control lines used (CTRL1-3). Error bars are displayed as mean ± SEM.
Figure 3.8 Expression profiles of HOX genes during hiPSC-derived motor neuron differentiation

Bar plot depicting mRNA expression levels of an array of HOX genes delineating the full length of the human spinal cord in day 7 neuroepithelial cells (D7 NE), day 18 MN precursors (D18 NPC) and day 25 MNs (D25 MNs), as assessed by qPCR. Each sample was normalised over its GAPDH expression level and each individual timepoint was normalised against hiPSC. n=2 per cell line with 3 independent control lines used (CTRL1-3). Error bars are displayed as mean ± SEM.

3.3.5 Generating motor column diversity during terminal differentiation

An additional layer of complexity in the organisation of MNs stems from their arrangement into motor columns. Indeed, spinal MNs at limb-innervating regions of the spinal cord (brachial and lumbar) give rise to both median motor column (MMC) and lateral motor column (LMC) MNs. Specification of the LMC is imposed by retinoid signals that are derived initially from adjacent somites, and later by earlier-born LMC neurons that start to express the RA synthesising enzyme RALDH2. Subsequent
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production of retinoids in these early-born LMC neurons act in a paracrine manner to impose a lateral phenotype on later-born post-mitotic MNs. Importantly, the induction of LMC specification has been demonstrated to occur in MNs that have exited the cell cycle (Hollyday & Hamburger, 1977; Sockanathan & Jessell, 1998; Adams et al. 2015). Given the cervical/brachial position of MN cultures as shown previously, the assessment of motor column identity was next assessed in the presence or absence of RA to determine the importance of post-mitotic RA signalling in forming LMC populations. Thus, from day 18 onwards, 0.5 µM RA was added to the cultures in addition to Compound E during terminal differentiation (RA + CE) (Figure 3.9). qPCR analysis at day 25 timepoints revealed significant differences in MMC and LMC markers between RA + CE treated conditions and CE only treated cultures (Figure 3.10). Indeed, the addition of RA during terminal differentiation resulted in an increase in the LMC co-factor FoxP1 and also the lateral LMC (LMCI) LIM-HD transcription factor LHX1. This correlates with in vivo studies demonstrating that the generation of LMCI is dependent on retinoid signalling (Sockanathan & Jessell, 1998). Conversely, there was a significant decrease in expression of LHX3, the LIM-HD marker of the MMC in RA treated post-mitotic cultures. Importantly, no significant difference was found in the expression of MN markers (ChAT, HB9 and ISL1) or the pan-neuronal marker β3-tubulin (Figure 3.10).

Figure 3.9 hiPSC-directed differentiation strategy for generating post-mitotic motor column diversity
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Figure 3.10 mRNA expression levels of motor neuron and motor column markers in motor neurons exposed to retinoids or retinoid-independent during terminal differentiation

Bar plots depicting mRNA expression levels of (A) pan-neuronal marker - β3-tubulin, (B) MN and cholinergic marker - ChAT, (C) MN markers - HB9 and (D) ISLET1, (E) MMC subdivision marker – LHX3, (F) LMCl subdivision marker – LHX1, (G) LMC motor column marker – FOXP1 and (H) the specific LMCl MN subgroup marker – PEA3, in day 25 MNs terminally differentiated in 0.1µM compound E (CE) or 0.5µM retinoic acid and 0.1µM compound E (RA + CE), as assessed by qPCR. Each sample was normalised over its GAPDH expression level and each timepoint was normalised to either CE only or RA + CE conditions (as indicated on each graph). n=2 per cell line with 5 independent control lines used (CTRL1-5). p value calculated using unpaired two-tailed t-test with Welch’s correction, * represents p <0.05, ** represents p < 0.01, *** represents p < 0.001.

Immunolabeling revealed similar findings to the qPCR data, with no significant difference between the percentage of ChAT positive MNs between CE only (~98%) and RA + CE (~96%) conditions, indicating that MN specification was not altered (Figure 3.11). However, there was an increase in the number of FOXP1 positive MNs in RA + CE treated MNs (~45%) compared to CE only (~10%) (Figure 3.12). In contrast, the
number of MNs expressing the MMC marker LHX3 was significantly reduced with the addition of RA during terminal differentiation (RA + CE ~8% vs CE only ~51%) (Figure 3.13). As mentioned previously, the LMC is further subdivided into LMCl and LMCm, targeting ventral and dorsal limb muscles respectively. The lateral subdivision of the LMC (LMCl) and the medial subdivision of the LMC (LMCs) can be distinguished by their differential molecular expression profile, with the exception of FOXP1 as a generic LMC marker. Immunolabeling for LHX1 was therefore carried out in order to investigate the presence of LMCl in RA + CE treated cultures. Indeed, a significant increase in LHX1 positive MNs was identified in RA + CE conditions (~31%), when compared to CE only (~2%), indicating the presence of a small populations of LMCl MNs (Figure 3.14). However, low / negligible levels of PEA3, a specific LMCl pool marker of some brachial MNs such as the cutaneous maximus muscle, was found in RA + CE (~0%) vs CE only (~0%) cultures (Figure 3.15).

![Image](image.png)

**Figure 3.11 Expression of cholinergic and motor neuron marker ChAT in motor neurons exposed to retinoids or retinoid-independent signalling during terminal differentiation**

(A) Representative immunocytochemistry images of the CTRL5 cell line using the cellular marker of cholinergic neurons and MNs – ChAT in day 25 MNs terminally differentiated for 7 days in 0.1µM compound E (CE) or 0.5µM retinoic acid and 0.1µM compound E (RA + CE). Scale bar set at 20µm. (B) Bar plot depicting quantitative immunocytochemistry data for percentage of cells expressing ChAT in day 25 MNs terminally differentiated in CE or RA + CE. n=3 per cell line with 3-5 independent control lines used (CTRL1-5).
Figure 3.12 Expression of LMC motor column marker FOXP1 in motor neurons exposed to retinoids or retinoid-independent during terminal differentiation

(A) Representative immunocytochemistry images of the CTRL3 cell line using the cellular marker of LMC MNs - FOXP1 in day 25 MNs terminally differentiated for 7 days in 0.1µM compound E (CE) or 0.5µM retinoic acid and 0.1µM compound E (RA + CE). Scale bar set at 20 μm. (B) Bar plot depicting quantitative immunocytochemistry data for percentage of cells expressing FOXP1 in day 25 MNs terminally differentiated in CE or RA + CE. n=3 per cell line with 3-5 independent control lines used (CTRL1-5). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, **** represents p < 0.0001.

Figure 3.13 Expression of MMC motor column marker LHX3 in motor neurons exposed to retinoids or retinoid-independent during terminal differentiation
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(A) Representative immunocytochemistry images of the CTRL1 cell line using the cellular marker of MMC MNs - LHX3 in day 25 MNs terminally differentiated for 7 days in 0.1µM compound E (CE) or 0.5µM retinoic acid and 0.1µM compound E (RA + CE). Scale bar set at 20 µm. (B) Bar plot depicting quantitative immunocytochemistry data for percentage of cells expressing LHX3 in day 25 MNs terminally differentiated in CE or RA + CE. n=3 per cell line with 3-5 independent control lines used (CTRL1-5). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, **** represents p < 0.0001.

Figure 3.14 Expression of LMCl subdivision marker LHX1 in motor neurons exposed to retinoids or retinoid-independent during terminal differentiation

(A) Representative immunocytochemistry images of the CTRL1 cell line using the cellular marker of LMCl MNs – LHX1 in day 25 MNs terminally differentiated for 7 days in 0.1µM compound E (CE) or 0.5µM retinoic acid and 0.1µM compound E (RA + CE). Scale bar set at 20 µm. (B) Bar plot depicting quantitative immunocytochemistry data for percentage of cells expressing LHX1 in day 25 MNs terminally differentiated in CE or RA + CE. n=3 per cell line with 3-5 independent control lines used (CTRL1-5). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, ** represents p < 0.01.
Figure 3.15 Expression of LMC1 motor pool marker PEA3 in motor neurons exposed to retinoids or retinoid-independent during terminal differentiation

(A) Representative immunocytochemistry images of the CTRL1 cell line using the cellular marker of a branch of the LMC1 division of MNs – PEA3 in day 25 MNs terminally differentiated for 7 days in 0.1µM compound E (CE) or 0.5µM retinoic acid and 0.1µM compound E (RA + CE). Scale bar set at 20 µm. (B) Bar plot depicting quantitative immunocytochemistry data for percentage of cells expressing PEA3 in day 25 MNs terminally differentiated in CE or RA + CE. n=3 per cell line with 3-5 independent control lines used (CTRL1-5). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction.
Figure 3.16 Motor column diversity in the spinal cord

Schematic depicting MN subtype diversity as defined by motor column identity. Initially, either a medial or non-medial MMC phenotype is induced by ‘patterning’ pMN NPCs with or without retinoids, respectively. Following this, retinoid signalling during terminal differentiation in post-mitotic non-medial MMC MNs induces an LMC phenotype, with upregulation of FOXP1. This can cause a medial or lateral LMC fate, with upregulation of LHX1 indicating LMC1 specification. In the absence of retinoid signalling during terminal differentiation, this induces an HMC or PGC fate depending on the axial identity and expression of thoracic HOX genes.

3.4 Discussion

The advent of hiPSC technology has revolutionised disease modelling, providing a physiologically relevant human model system with enormous potential. The generation of ontogeny-driven directed differentiation strategies has yielded a vast array of hiPSC-derived cell types, and the drive for deriving novel populations with more refined lineages is ever-expanding. This system; however, is often limited by the ability to reliably generate specific cell types with defined phenotypic traits. As a consequence, deep characterisation and phenotyping of hiPSC-derived populations is a prerequisite for fundamental biological studies, disease modelling and drug discovery efforts (Thiry et al. 2020). Based on this information, a detailed characterisation of the hiPSC-derived MN protocol currently employed in the laboratory was undertaken. Moreover, the influence
of extrinsic morphogen signalling cues on MN subtype specificity was examined during 2 critical timepoints of the protocol: the NPC ‘patterning’ and terminal differentiation stages.

### 3.4.1 Neural induction of hiPSCs

BMP signalling during early gastrulation is essential for mesoderm and endoderm formation. Therefore, in order to generate neuroectodermal and spinal cord lineages the combined actions of DM and SB were used to block BMP type I receptor signalling, which inhibit the downstream BMP signalling through the inhibition of SMAD1, 5, 8 and 2, 3, 6, 7 phosphorylation respectively (Anderson et al. 2002; Chambers et al. 2009). As a result, hiPSCs are converted into multipotent neuroepithelial cells, downregulating the pluripotency marker OCT4 (Pan et al. 2002). In addition, the neuroectodermal marker SOX1 was significantly upregulated, indicating correct specification of neuroectodermal lineages (Suter et al. 2009). SOX2 has a more complex role as it is involved in both the maintenance of a pluripotent state and in neuronal fate specification (Zhang & Wei. 2014). Whilst the expression of SOX2 was decreased following neural induction, this matches its more convoluted roles. Morphologically, the switch from hiPSCs to a neuroepithelial sheet is visualised by a shrinking in cell size with more tightly packed cells and the presence of neural rosettes.

Whilst Chambers et al (2009) observed the conversion of hiPSCs into rostral neuroepithelial cells through upregulation of PAX6, nestin, OTX2 and FOXG1B, the WNT agonist CHIR99021 was administered in order to prevent this forebrain consolidation. This mimics the role of WNT signalling in the late blastula stage where WNTs and FGFs act in tandem to promote posteriorisation through the suppression of forebrain fates (Kudoh et al. 2002; Koshida et al. 2002; Diez del Corral et al. 2003). However, despite research showing that FGFs, and in particular FGF2, are able to promote the induction and survival of neural precursors (Streit et al. 2000; Joannides et al. 2007), they have numerous alternate roles such as establishing the extreme caudal boundary through functional antagonism of RA and were thus excluded but not blocked (Diez del Corral et al. 2003). WNT signalling is also thought to promote caudal fates through their actions in suppressing the cytochrome P450 family 26 (CYP26) and upregulating RALDH2 (Diez del Corral et al. 2003). CYP26 metabolises, whereas RALDH2 synthesises, RA. Therefore, the addition of CHIR as a WNT agonist can be
said to ‘prime’ neuroepithelial cells for caudalisation from the forebrain to the spinal cord by sensitising cells to RA signalling. Interestingly, WNT signalling has also been shown to act independently as a caudalising factor (Bel-Vialar et al. 2002; Nordstrom et al. 2002; Olivera-Martinez & Storey. 2007). This was observed through an upregulation in HOX factors at day 7, when compared to hiPSCs. Although it should be noted that HOX gene expression was further increased beyond day 7 timepoints.

### 3.4.2 Neural patterning during precursor specification

The initial patterning phase of the MN protocol takes place from day 7 until day 14 and utilises retinoid signalling in the form of RA and SHH signalling through the SHH agonist purmorphamine. The developmental rationale for the 4 day purmorphamine only phase stems from the presence of 2 sources of SHH in vivo; the floor plate and the notochord (Jessell et al. 2000). In addition, levels of SHH signalling are high in the pMN domain during the initial phases of neural tube development and pMN progenitor expansion, and lower towards the onset of neurogenesis. This is because SHH acts a mitogen, promoting the symmetric division and proliferation of cells through the expression of the docking protein pericentrin, thus expanding the pMN domain to match the growth of the neural tube (Saade et al. 2017). As the neural tube expands, morphogen signalling becomes increasingly refined to the poles (roof and floor plate) (Balaskas et al. 2012; Zagorski et al. 2017). The reduced purmorphamine phase during day 14 and 18 therefore acts to mimic these endogenous conditions whereby pMN precursors are initially exposed to high levels of SHH, followed by a reduction towards the onset of neurogenesis (Niederreither et al. 1997). The removal of RA from these timepoints also reflects endogenous conditions in which RA secretion from the somites is significantly reduced by E10 in mice. This was evidenced by the reduction in somite expression of the RA synthesising enzyme ALDH1A2. Interestingly, whilst this 4 day period did not influence the overall enrichment of MNs, as measured by OLIG2 immunolabeling, an increase in the proportion of NKX6.1 positive NPCs at day 18 was identified. This suggests that day 14 NPCs occupy a more dorsal settling position than their day 18 counterparts and that SHH signalling alone is sufficient to drive this ventralising effect. In addition, qPCR and immunolabeling also revealed no significant upregulation in P3 NPC domain marker NKX2.2 (<1%) at day 18, indicating that NPCs were not being ‘over-ventralised’ beyond the pMN domain. Interestingly, whilst the percentage of OLIG2 positive NPCs at day 18
was ~42%, these cultures produced highly enriched populations of MNs (>85%) following terminal differentiation using the notch antagonist CE. Whilst this presents an apparent discrepancy, a number of studies have published observations that neural tube NPCs are relatively plastic with regards to domain specification (reviewed by Sagner & Briscoe. 2019). Indeed, lineage tracing studies have often highlighted this phenomenon where cells in adjacent spinal cord domains are commonly co-labelled (Dessaud et al. 2007; 2010). Furthermore, a form of plasticity has been demonstrated as a key intra-domain characteristic of the pMN domain itself. This manifests as a developmental ‘switch’ that results in the production of later-generated oligodendrocytes, in place of earlier derived MNs (Wu et al. 2006; Ravanelli & Appel. 2015). Furthermore, a number of domain-restricted neural tube transcription factors, including OLIG3, DBX1, OLIG2 and NKX2.2 have been demonstrated to undergo a characteristic upregulation in expression at the onset of neurogenesis (Sagner et al. 2018; Delile et al. 2019). Therefore, a crucial property of the gene regulatory network (GRN), involved in establishing the neural tube domains, is that it must have some level of flexibility to allow for intra-domain cell-state transitions and also in response to the constantly changing extracellular cues as the neural tube grows. However, the GRN and neural tube must remain stable enough to allow for the establishment of sharp inter-domain boundaries, with little intermixing between these domains, and the subsequent differentiation of their respective and independent neuronal populations. Therefore, low-level expression of progenitor transcription factors appears to be crucial for facilitating these properties, where an upregulation immediately prior to the onset of neurogenesis could ensure a robust consolidation of NPCs into their respective and specific neuronal subtypes (reviewed by Sagner & Briscoe. 2019). This makes timing an important feature, particularly with regards to the transition between NPC and post-mitotic neuron and could explain the difference seen between the proportion of OLIG2 positive precursors in comparison to ChAT and SMI-32 positive neurons. A possible experiment that would address the hypothesis in our hiPSC-derived model would involve the assessment of OLIG2 expression immediately/shortly after CE administration.

3.4.3 Motor column diversification during terminal differentiation by retinoid signalling
Whilst retinoid signalling plays a crucial role in spinal cord MN specification, its functions extend far beyond this (Novitch et al. 2003). Indeed, RA signalling has also been implicated in the specification of numerous other neural tube cell types including roof plate, ventral and even some dorsal domain subtypes (Pierani et al. 1999; Niederreither et al. 2000; Wilson et al. 2003; 2004; Appel & Eisen. 2003; Novitch et al. 2003; Okada et al. 2004). This further emphasises its complex and often poorly understood role within the spinal cord. Retinoids also play an integral role in the establishment of the rostral-caudal axis, the basis of which is mediated through its complex interplay with HOX genes (Sockanathan & Jessell. 1998; Liu et al. 2001; Ji et al. 2009). Subsequently, this interaction is thought to be a key contributory factor to the generation of spinal MN heterogeneity. Analysis of the HOX code of spinal MNs generated using the hiPSC-derived MN protocol indicated a lower cervical/brachial positional identity. This was demonstrated by the induction of the highest mRNA expression levels in HOX4 and HOX5 as measured by raw cycle threshold values, with HOX6-8 also displaying high levels of upregulation, synonymous with cervical/brachial positional identity. Brachial spinal MNs can be further characterised based on their molecular expression profiles and settling positions, which delineate their segregation into motor columns. At brachial levels, MNs are segregated into MMC or medial or lateral LMC, each with distinct roles (Dasen et al. 2003; Vermot et al. 2005; Stifani. 2014). As mentioned previously, RA signalling plays a crucial role in LMC specification at brachial and lumbar spinal cord levels. Indeed, RA is secreted by adjacent somites, inducing the expression of the RA synthesising enzyme RALDH2 in a population of earlier-born LMC MNs; destined to become LMCm MNs. As a result, prospective LMCm MNs synthesise and secrete RA that acts in a paracrine manner to induce the specification of an LMCI MN phenotype in adjacent post-mitotic MNs as they migrate past these MNs to occupy a more lateral position (Sockanathan & Jessell. 1998; Sockanathan et al. 2003). In order to replicate this scenario in vitro and assess post-mitotic MN motor column plasticity, RA was added during the terminal differentiation period in combination with CE. Intriguingly, this resulted in a significant increase in the essential LMC cofactor FOXP1 at both mRNA and protein level, coinciding with a reduction in the MMC determinant LHX3. Importantly, the apparent shift in motor column subtype specification did not result in an expression change in the generic MN marker ChAT, demonstrating that MN
specification is unchanged by post-mitotic RA signalling. It is interesting to note the apparent MMC bias in MNs that were terminally differentiated in the absence of RA and CE only. Whilst this finding is in contrast to some hiPSC-derived MN studies detailing higher proportions of LMC populations (Thiry et al. 2020; Amoroso et al. 2013), others report either mixed MMC/LMC populations (Maury et al. 2015; Davis-Dusenbery et al. 2014; Du et al. 2014) or a shift towards MMC MN fate specification (Patani et al. 2011). Indeed, Patani et al (2011) demonstrated that MN specification can occur independently of RA signalling and with SHH alone. Further, this study demonstrated that in the absence of RA signalling during ‘patterning’, precursors revert to a ‘default’ MMC state. It is possible that, similar to the retinoid independent MN specification study, the removal of RA during day 14-18 timepoints is sufficient to provide similar patterning cues, thereby inducing this default MMC fate. Subsequently, with the addition of RA during terminal differentiation, an LMC phenotype is induced. This also conforms with studies suggesting that LHX3, a hallmark of MMC identity, is initially expressed in all MNs, but by an unknown mechanism is downregulated in future LMC MNs (Sockanathan & Jessell. 1998; Sharma et al. 1998; 2002; Thaler et al. 2002; Agalliu et al. 2009). Subsequently, LHX3 becomes a marker of mature MMC MNs (Thaler et al. 2002; Agalliu et al. 2009). The timing and plasticity of MNs to respond to RA signalling and generate LMC identity is therefore of huge importance. This has also been investigated, revealing that the competence of MNs to respond to RA signalling is lost following the generation of a LMCl phenotype (Sockanathan & Jessell. 1998). The importance of LHX3 for MMC generation is evidenced in a mouse model where misexpression of LHX3 results in MMCm formation (Sharma et al. 1998). FOXP1 is the earliest known determinant of LMC and PGC MN fates and is thought to promote the expression of the RA synthesising enzyme RALDH2 (Dasen et al. 2003; 2008; Amoroso et al. 2013). The importance of FOXP1 in LMC specification is highlighted in FOXP1-deficient mouse models where mice exhibit defects in LMC MN development (Vermot et al. 2005; Rousso et al. 2008). FOXP1 expression in turn, induces the expression of the LMCl determinant LHX1 (Sockanathan and Jessell. 1998). Interestingly, these findings are mirrored in hiPSC-derived MNs subjected to post-mitotic RA signalling. Whilst this was found to promote the expression of FOXP1, LHX1 was also significantly upregulated, suggesting that at least a proportion of these MNs acquire LMCl fate, which is in keeping with the fact that
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LMCl formation in vivo is influenced by retinoid signalling (Sockanathan & Jessell. 1998). However, little/no expression of the LMCl subdivision marker PEA3 was found in RA + CE treated MNs. PEA3 is a specific LMCl motor pool marker for MNs that innervate brachial muscle targets such as the cutaneous maximus muscle (Ladle & Frank. 2002; Haase et al. 2002; Livet et al. 2002). This poses the question of whether distinct muscle targets are required for further subdivision and refinement of motor column MNs into motor pools. Timing is also an important principle in LMC generation. LMCl MNs are born at a later stage than LMCm and MMC motor neurons, where they migrate in an inside-out arrangement, such that LMC neurons are born in the proliferative ventricular zone of the pMN domain and then migrate through the LMCm to form the LMCl (Sockanathan & Jessell. 1998). Therefore, the generation of LMC MNs may necessitate the presence of MMC MNs in cultures. It would also be interesting to evaluate whether further enrichment of post-mitotic MMC fate specification could be promoted through the inhibition of RA signalling using, for example, RAR antagonists.

Taken together, these findings support the view that the retinoid pathway is differentially relevant at distinct stages of motor neurogenesis. The functional implications of these findings are of considerable interest because motor column organisation in development forms the basis for motor pools and target innervation, and in diseases such as ALS and SMA, MNs have differential vulnerability to degeneration (Kanning et al. 2010; Nijssen et al. 2017). Therefore, it would be of interest to explore the behaviour of RA independent and dependent MNs in experimental models of disease such as ALS and SMA. Additionally, given the growing interest in the potential use of retinoid pathway manipulation as a neuroregenerative therapy, these findings may have implications for either chemical or cell-based therapeutic strategy (Ferreira et al. 2020).

3.5 Summary and conclusions

hiPSC technology has revolutionised our understanding of developmental and disease. Subsequently, a litany of hiPSC-derived protocols have been published detailing the specification of numerous cell-types. Using the hiPSC-derived MN protocol commonly employed in the laboratory, successful characterisation and manipulation of key developmental cues was undertaken and assessed at developmentally relevant timepoints. Crucially, these findings demonstrate:
1. Neural induction using DM, SB and CHIR induces a loss of pluripotency with an upregulation of neuroectodermal markers.

2. MN enrichment is not influenced by alterations in SHH and RA levels during precursor patterning.

3. hiPSC-derived MNs can be characterised into constitutive motor column derivatives.

4. Post-mitotic application of retinoids can bias LMC motor column specification.

5. Retinoid signalling is differentially relevant to distinct stages of the MN protocol.
Chapter 4. Interneuron specification from human induced pluripotent stem cells

4.1 Introduction

The somatosensory system is fundamental for organismal survival by allowing perception and reaction to the environment. Such information is registered peripherally but transmitted (and indeed deciphered) centrally, first by dorsal spinal interneurons (INs), which in turn relay the information to higher levels within the brain. The response to such stimuli is ultimately articulated as motor output through the cortico-spinal tracts. The somatosensory system coordinates the senses of nociception, thermosensation, proprioception and mechanosensation (Lu et al. 2015; Lai et al. 2016). These modalities are routinely examined as part of standard clinical neurology assessments, which further exemplifies their functional significance in human physiology. Studies from mouse models show that spinal cord INs originate and migrate from the ventricular zone at E10.5-E11.5 (Lai et al. 2016). Following the first developmental phase of interneurogenesis, a subsequent phase (mouse E11-13) yields two additional IN pools from the dP4 and dP5 progenitor domains, termed dIL\textsuperscript{A} and dIL\textsuperscript{B} (Müller et al. 2002; Glasgow et al. 2005). It is noteworthy that IN populations derive from all domains of the spinal cord except the pMN domain, from which MNs arise (Rowitch et al. 2002; Briscoe & Novitch. 2008). As such, INs display a high level of diversity, manifesting through their molecular expression profiles, axonal trajectory pathways, cell soma settling positions and overall functions in the spinal cord (Lu et al. 2015).

Whilst there is a host of research detailing methods for attaining efficient conversion of spinal cord MNs from hiPSC, protocols for generating enriched interneuronal populations remain largely understudied (White & Sakiyama-Elbert. 2019). Despite this, generation of INs from various stem cell models has been achieved and the strategy is based on altering developmental cues during dorsal-ventral patterning. As expected, attempts to shift the dorsal-ventral settling position away from the MN-producing pMN domain often involve manipulation/removal of SHH signalling and/or inclusion of dorsalising cues. Indeed, generation of SIM1 positive V3 commissural INs has been demonstrated in mESCs using varying concentrations of the SHH agonist smoothened (SAG), in
combination with RA (Xu & Sakiyama-Elbert. 2015). V3 INs are predominantly glutamatergic (Goulding et al. 2009), with essential roles in central pattern generation (CPG). They have extensive innervation patterns with targets including V1 Renshaw cells, LMC MNs and V2 INs (Zhang et al. 2008). Interestingly, Xu and Sakiyama-Elbert observed an increase in the proportion of SIM1-positive precursors using higher concentrations of SAG and lower levels of RA. This was similarly identified in a separate study by Sternfeld et al (2017) using a SIM1 driven fluorescent reporter line, also in mESCs. It should be noted that there was a low efficiency of conversion for generating SIM1 positive cells (~30%), with V1 and pMN derivatives also present. Furthermore, whilst a small population of V3 INs was observed with the generation of hiPSC-derived MNs (Luisier et al. 2018), no study has demonstrated the generation of highly enriched V3 INs in hiPSCs.

Populations of V2 INs have also been successfully generated through further adaptation of the patterning stages during MN derivation protocols (Brown et al. 2014; Iyer et al. 2016). V2 INs can be divided into excitatory glutamatergic V2a and inhibitory glyciner or GABAergic V2b subtypes, which extensively innervate adjacent MNs. As such, they have roles in locomotor function, left-right coordination through reciprocal inhibition, CPG and flexor-extensor motor activity (Wang et al. 2008; Crone et al. 2008; 2009, Zhang et al. 2014) V2a and V2b subtypes are specified through delta and notch signalling, respectively (Okigawa et al. 2014). Sinha and Chen (2006) employed a differentiation strategy using purmorphamine instead of SAG, noting that purmorphamine has a weaker potency for SHH agonism than SAG (Sinha and Chen. 2006) and was therefore ideal for providing a ‘weaker’ ventralising cue. Indeed, purmorphamine and RA were observed to drive the specification of more dorsal populations of ventral precursors from mESCs, resulting in the upregulation of CHX10/VSX2 positive cells representing V2a INs (Brown et al. 2014; Lyer et al. 2016). In addition, DAPT was used as a notch antagonist resulting in further enrichment of V2a INs with respective upregulation of CHX10, a V2a marker. Importantly, these findings were subsequently replicated in an hiPSC culture system. Butts et al (2017) were able to generate ~25-50% CHX10-positive precursors using a similar combination of purmorphamine, RA and the Notch antagonist DAPT. This reproducibility in hiPSC-
derived cultures provides key validation of intrinsic stem cell neurodevelopmental principles and their competence to derive spinal cord lineages.

The majority of V0 INs are inhibitory commissural INs with roles in the coordination of left-right alternation (Pierani et al. 2001; Grienner et al. 2015). V0 IN specification was demonstrated in a study by Kim et al (2009) using mESCs. In this study, RA signalling was employed alone and was found to result in an upregulation in the V0 domain marker EVX1. Furthermore, there was also a small population of dI4 and dI6 neuronal fates, evidenced through their expression of PAX2 and LIM1/2 in the absence of EVX1/2. A small proportion of neurons were immunopositive for EVX1 but did not co-express LIM1/2; indicating dI1 or dI2 domain specification. Overall, this study highlighted the potential role of RA signalling in mid-neural tube and also dorsal domain specification.

Most recently, Gupta et al. (2018) attempted to induce dorsal IN fate specification by employing a combination of RA and BMP4 as a dorsalising cue in hESCs and hiPSCs. Interestingly, it was found that RA + BMP4 conditions were able to specify dI1 and dI3 but not dI2 domains, as assessed through the expression profiles of LHX2 and ISL1/2 and TLX3 respectively. This was hypothesised to be the result of continued BMP4 signalling, acting to suppress dP2 and subsequent dI2 fate specification. RA signalling alone was found to induce a range of dorsal IN identities including dI1s, dI2s and dI4s. It should be noted, however, that this differentiation protocol was based on embryoid body formation, which often yields more heterogeneous cultures. Building on this, a study by Ogura et al. (2018) employed a 3D induction protocol for the generation of organoid-like spinal cord tissue derived from hiPSCs. A previously established 3D MN protocol was adapted in order to generate several types of ventral and intermediate domain spinal organoids. In this manner, Ogura et al (2018) were able to predictably manipulate the identity of spinal cord populations into dorsal (dI1-3) using BMP4 and intermediate and ventral (V0-V3) structures. dI1-3 INs have broad roles in somatosensory integration and relay circuits. Indeed, dI1 commissural INs are known to receive and relay proprioceptive inputs from the periphery via the spinocerebellar tract (Helms & Johnson. 1998; Bermingham et al. 2001). dI2 INs have been observed to relay signals through the spinothalamic tract to convey sensory information to higher brain centres (Gowan et al. 2001; Gross et al. 2002).
Lastly, dI3 INs have been shown to convey cutaneous input to motor neurons controlling grip movements (Bui et al. 2013).

Interestingly, no study has achieved an in vitro protocol for generating enriched 2D populations of dorsal spinal INs and including those of dI4-6 domains. Broadly, INs from dI4&5 are involved in somatosensation with regards to pain, temperature, itch and touch sensations (Gross et al. 2002; Glasgow et al. 2005; Pillai et al. 2007). dI6 INs have been demonstrated to comprise GABAergic inhibitory commissural neurons, with roles in left-right alternation (Goulding et al. 2009).

4.2 Aims

Against this background, these studies provide clear indication that the translation of in vivo developmental principles can be applied to in vitro stem cell-derived culture models with great success. These in vitro studies have established a template for predictable pan-spinal cord fate specification, involving key developmental patterning cues. This template is built on the establishment of extreme ventral identities being specified using potent SHH agonists at reduced concentrations, more dorsal but still ventral domains generated using less potent SHH agonists in combination with RA, intermediate/dorsal identities patterned using RA signalling alone and the most dorsal domains specified with the addition of BMP signalling. Whilst this sets the foundation for predictable manipulation of spinal cord fates in vitro, none have assessed these principles in detail in an hiPSC-derived 2D culture system, with the aim of deriving enriched interneuronal populations. Therefore, the specific aims of this chapter are to:

1. Recapitulate in vivo spinal cord IN differentiation using a 2D monolayer hiPSC culture system.
2. Evaluate the roles of BMP4, RA and SHH in establishing distinct progenitor domains in this hiPSC model.
3. Establish novel directed differentiation strategies for generating dorsal somatosensory interneuronal populations.

Note: For the RNAseq described in this chapter, the cells were generated by myself, sequencing was undertaken by the Advanced Sequencing STP at the Francis Crick Institute and RNAseq analysis by Dr Oliver Ziff, a PhD student in the Patani and
Luscombe lab. RNAseq data analysed by this colleague is indicated in the relevant figure legends.

### 4.3 Results

#### 4.3.1 BMP4 induces a dorsal neural tube identity

In order to generate hiPSC-derived spinal INs, a novel differentiation strategy was devised; using developmentally rationalised manipulation of the patterning phase of the MN protocol employed in the lab and described in Chapter 3 (Figure 4.1A). The rationale was based on the observations that INs are derived from all domains of the spinal cord excepting the pMN domain (Lai et al. 2016) and that dorsal dP1-3 neural tube fate specification necessitates BMP signalling from the roof plate (Liem et al. 1997; Wine-Lee et al. 2004) (Figure 4.1B). The patterning phase of the MN protocol was therefore altered through the removal of the SHH agonist purmorphamine and addition of 10ng/ml BMP4 (RA + BMP4). Cultures were assessed at day 18 NPC timepoints and day 18 MN NPCs (RA + SHH) were used as a negative control for dorsal neural tube specification (Figure 4.1A&B).

qPCR analysis of day 18 NPC cultures revealed a significant reduction in expression of ventral (NKX2.2, NKX6.1), pMN domain (OLIG2) and MN/mid-neural tube (PAX6) marker expression at day 18 NPC timepoints in RA + BMP4 conditions, when compared to RA + SHH (Figure 4.2A-D). Coinciding with this, RA + BMP4 day 18 NPCs showed an increase in mRNA expression levels of the dorsal neural tube progenitor markers PAX7 and OLIG3 (Figure 4.2E&F). Importantly, RA + BMP4 treated NPCs showed no difference in mRNA expression of the neural crest marker SOX10 at day 18, when compared to RA + SHH, suggesting that precursors were not ‘over-dorsalised’ towards a neural crest lineage (Figure 4.2G). qICC was next employed to further validate these findings. Affirming this, day 18 RA + BMP4 treated NPCs showed a small but significant increase in the proportion of NPCs expressing OLIG3 at day 18 (~27%), when compared to RA + SHH (~1%) NPCs confirming a modest dorsalisation of precursors to dP1-3 domains in BMP4 treated cultures (Figure 4.3A&B). Day 18 NPCs were then terminally differentiated for 7 days using 0.1μM Compound E, a notch antagonist that initiates
terminal differentiation of progenitors by promoting cell cycle exit. Interestingly, day 25 terminally differentiated RA + BMP4 cultures did not appear to acquire a neuronal morphology, when compared to RA + SHH and following 7 days of terminal differentiation (representative Brightfield images shown in Figure 4.4A). This was further confirmed through ICC staining for β3-tubulin demonstrating low/absent signal at day 25 (Figure 4.5B; images not quantified).

Figure 4.1 Protocol for hiPSC-derived motor neurons and strategy for generating dorsal interneurons
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(A) hiPSC-derived differentiation strategy for generating spinal cord MNs and separately, populations of dorsal INs using BMP4 in place of the SHH agonist purmorphamine.  (B) Schematic depicting predicted neural tube settling positions using dorsalisising (BMP4) and ventralising (SHH) signalling cues.

**Figure 4.2 NPCs patterned with BMP4 acquire dorsal precursor marker expression**

Bar plots depicting mRNA expression levels of the P3 domain marker - NNX2.2 (A), ventral P3, pMN and P2 domain marker - NNX6.1 (B), pMN domain marker - OLIG2 (C), pMN and mid-neural tube marker - PAX6 (D), dorsal neural tube marker - PAX7 (E), dP1-3 dorsal domain marker - OLIG3 (F) and neural crest marker - SOX10 (G) in day 18 NPCs patterned with RA + SHH or RA + 10ng/ml BMP4, as assessed by qPCR. Each sample was normalised over its GAPDH expression level and each condition was normalised against either RA + SHH or RA + 10ng/ml BMP4 (as indicated on each graph). n=2 per cell line with 3 independent control lines used (CTRL1-3). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, * represents p < 0.05, ** represents p < 0.01, *** represents p < 0.001, **** represents p < 0.0001.
Figure 4.3 Expression of dP1-3 neural tube marker OLIG3 in dorsal NPCs

Representative immunocytochemistry images of the CTRL1 cell line at day 18 NPC stage following patterning with RA + SHH or RA + 10ng/ml BMP4, using the cellular marker of dP1-3 neural tube progenitors - OLIG3 (A). Scale bar set at 20 µm. (B) Bar plot representing quantitative immunocytochemistry data for percentage of cells expressing OLIG3 in day 18 NPCs. n=2 per cell line with 3 independent control lines used (CTRL1-3). Error bars are displayed as mean ± SEM. Data is plotted per well. p value calculated using unpaired two-tailed t-test with Welch’s correction, * represents p < 0.05.

Figure 4.4 Dorsal NPCs are unable to terminally differentiate into neurons
(A) Representative brightfield images of day 25 cells patterned with RA + SHH or RA + 10ng/ml BMP4 and terminally differentiated for 7 days in compound E. n=2 per cell line with 3 independent control lines used (CTRL1-3). (B) Representative immunocytochemistry images using the cellular pan-neuronal marker - β3-tubulin. Scale bar set at 20 μm. n=1 across 3 different control lines.

4.3.2 Retinoic acid in the absence of SHH agonism generates a dorsal neural tube identity

Noting that BMP4 was only able to induce a modest upregulation in the percentage of dP1-3 NPCs, and was also unable to support their conversion into terminally differentiated neuronal populations. NPCs were next assessed following patterning in RA alone (RA only) and therefore in the absence of dorsalising (BMP4) and ventralising (SHH) cues (Figure 4.5A&B). Whole-cell RNAseq was employed, comparing RA only to RA + SHH cultures at day 18. Principal component analysis and unsupervised hierarchical clustering revealed that samples segregated primarily (PC1) based on differentiation strategy (RA + SHH versus RA only) but also by cell line (PC2) (Figure 4.6A&B). Gene clustering by the most highly variable genes in the dataset further confirmed segregation according to the differentiation strategy, with known key patterning markers found amongst the most variable (e.g. ZIC1, ZIC4, PAX3) (Figure 4.6C&D). Differential gene expression (DGE) analysis revealed 205 DEGs (FDR < 0.05) with 101 and 104 genes upregulated in RA only and RA + SHH conditions respectively (Figure 4.7A). Gene ontology analysis revealed upregulated (RA only) genes to be enriched for neuro-developmental, spinal cord and cellular metabolic processes, whilst downregulated (RA + SHH) genes were overrepresented in cytoskeletal, synaptic and neuronal pathways (Figure 4.7B). Amongst these were genes responsible for the patterning of various neural tube domains, with upregulation of dorsal patterning markers in RA only treated cells (MSX1, OLIG3, PAX7 and PAX3) coinciding with downregulation in motor and ventral domain markers (OLIG2, NKX6.1 and MNX1) (Figure 4.8A&B). Specific gene expression analysis across established neural tube progenitor markers confirmed clustering of samples according to dorsal and ventral regions, with significant differences between RA + SHH and RA only conditions (Figure 4.8A&B).
qPCR was next used to further validate RNAseq findings, using primers designed against typical markers of dorsal and ventral neural tube domains. Comparison of NPCs at day 18 NPC timepoints revealed an increase in expression of more dorsal genes (including PAX6, IRX3, DBX1, DBX2, PAX7) in RA only NPCs relative to cultures treated with RA + SHH, which induced ventral genes (including OLIG2, NKX2.2 and NKX6.1) (Figure 4.9A-I). Importantly, no difference in expression of neural crest marker SOX10 was found, consistent with dorsal neural tube specification (Figure 4.9J).

Figure 4.5 hiPSC-directed differentiation strategy for generating dorsal spinal cord interneurons using retinoid signalling alone
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(A) hiPSC-derived differentiation protocol for generating spinal cord MNs and separately, populations of dorsal INs using retinoid signalling alone during patterning. (B) Schematic depicting predicted neural tube settling positions using dorsalising (RA + BMP4) cues, retinoid signalling alone (RA only) or MNs using retinoid and ventralising SHH signalling cues (RA + SHH).
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Figure 4.6 Differential expression of neural tube domain markers in RA only patterned NPCs
(A) Dendrogram showing unsupervised hierarchical clustering of variance stabilised gene counts across all day 18 samples. RA + SHH labelled in black and RA only labelled red. (B) Principal component analysis (PCA) on variance stabilised gene counts across day 18 NPC samples plotted by their coordinates along the first two principal components. Samples are coloured by their patterning conditions (RA + SHH shown in black and RA only in red) and labelled by their cell line. (C) Heatmap showing hierarchical clustering based on the highest 25 variably expressed genes across all samples at day 18 NPC stage. (D) Volcano plot depicting differential gene expression between RA only and RA + SHH cells at day 18 NPC. Significantly up- or down-regulated genes are highlighted in red (FDR < 0.05) with traditional dorsal-ventral progenitor patterning genes annotated.

Figure 4.7 Differentially expressed gene and gene ontology analysis of RA only and RA + SHH treated NPCs
(A) Bar plot showing the number of differentially expressed genes (FDR < 0.05) that are up- and down-regulated in RA only vs RA + SHH conditions at day 18 NPC timepoints. (B) Gene Ontology terms enriched in up- and down-regulated differentially expressed genes in RA only vs RA + SHH conditions.
Figure 4.8 RA only signalling in the absence of SHH induces a dorsal precursor identity by day 18 NPC timepoint

(A) Heatmap showing the mean variance stabilised gene counts for established dorsal-ventral markers between RA + SHH and RA only conditions at day 18 NPC timepoints. (B) Bar plots showing the mean variance stabilised gene counts (y-axis) of specific dorsal-ventral progenitor markers between RA + SHH and RA only conditions (x-axis). Bulk RNA sequencing was performed on 3 independent control lines (CTRL1, 5 and 6). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, * represents p < 0.05, ** represents p < 0.01, *** represents p < 0.001.
Figure 4.9 Upregulation of dorsal dP4-6 markers in RA only patterned NPCs

(A) Schematic depicting transcription factor expression profile of the dorsal neural tube at the progenitor stage, with dP4-6 highlighted. Bar plots depicting mRNA expression levels of the mid-neural tube markers - DBX1 (B) and DBX2 (C), mid-neural tube and pMN domain marker - PAX6 (D), dorsal neural tube marker - PAX7 (E), dP1-3 domain marker - OLIG3 (F), P3 domain marker - NKX2.2 (G), ventral P3, pMN and P2 domain marker - NKX6.1 (H), pMN domain marker - OLIG2 (I) and neural crest marker - SOX10 (J) in day 18 NPCs patterned with RA + SHH or RA only, as assessed by qPCR. Each sample was normalised over its GAPDH expression level and each condition was normalised against either RA + SHH or RA only (as indicated on
each graph). n=3 per cell line with 3 independent control lines used (CTRL1-3). Data is plotted per line. Error bars are displayed as mean ± SEM. P value calculated using unpaired two-tailed t-test with Welch’s correction. * represents p < 0.05, ** represents p < 0.01, *** represents p < 0.001.

4.3.3 hiPSC-derived dorsal neural precursor characterization reveals a dP4-dP6 identity

qICC was then performed in order to validate precursor identity at the protein level, which confirmed significant upregulation of both PAX7 (~93%) (Figure 4.10A&B) and PAX3 (~84%) (Figure 4.11A&B), suggesting precursor patterning to the dorsal neural tube. In order to gain further insight into dorsal positional identity, qICC for OLIG3, a marker of dP1-dP3, was examined. Only a small but significant increase in expression was found in RA only compared to RA + SHH NPCs (~5%) (Figure 4.12A&B). Cumulatively, these data suggest that RA, in the absence of other extrinsic patterning cues, permits a dorsal-ventral identity of dP4-dP6 domains within the dorsal neural tube.

In order to assess the role of endogenous SHH signalling on cultures, and the effect of eliminating these endogenous ventralising cues that could potentially result in further dorsal specification of NPCs, cyclopamine was added as an antagonist of SHH signalling (RA + Cyclo) (Figure 4.13A). This was hypothesised to further enhance dorsal precursor specification in cultures by inhibiting the formation of ventral neural tube fates. Interestingly, a significant decrease in NKX2.2 and OLIG2 expression was observed in RA + cyclo conditions at day 18 NPC timepoints, when compared to RA only (Figure 4.13). However, no significant difference in expression of dorsal markers was observed between RA only and RA + Cyclo conditions (Figure 4.13). qICC at day 18 NPC timepoints revealed a significant downregulation in the expression of the ventral neural tube marker NKX6.1 between RA + SHH (~94%) and both RA only (~1%) and RA + Cyclo (~1%) conditions (4.14A&B). However, no difference in the expression of NKX6.1 was detected in either condition excluding SHH (i.e. RA only and RA + Cyclo) suggesting that there are low / negligible levels of endogenous SHH signalling in these conditions (Figure 4.14A&B). Western blotting also mirrored these findings, with an antibody targeting NKX6.1 showing strong protein bands in day 18 RA + SHH NPC conditions, but with negligible levels in RA only and RA + Cyclo (Figure 4.14C).
Collectively, these data suggest that removing the ventralising SHH cue leads to a loss of pMN domain specification and a subsequent increase in mRNA expression of dorsal neural tube markers.

Figure 4.10 Upregulation of dorsal marker PAX7 in RA only patterned NPCs
(A) Representative immunocytochemistry images of the CTRL1 cell line using the dorsal progenitor marker - PAX7 in day 18 NPCs patterned with RA + SHH or RA only. Scale bar set at 20 μm. (B) Quantitative immunocytochemistry for PAX7. n=2 per cell line with 3-5 independent control lines used (CTRL1-5). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, **** represents p < 0.0001.
Figure 4.11 Upregulation of dorsal domain marker PAX3 in RA only patterned NPCs
(A) Representative immunocytochemistry images of the CTRL3 cell line using the dorsal progenitor marker - PAX3 in day 18 NPCs patterned with RA + SHH or RA only. Scale bar set at 20 μm. (B) Quantitative immunocytochemistry for PAX3. n=2 per cell line with 5 independent control lines used (CTRL1-5). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, **** represents p < 0.0001.

Figure 4.12 Modest upregulation in dP1-3 dorsal domain marker OLIG3 in RA only patterned NPCs
(A) Representative immunocytochemistry images of the CTRL1 cell line using the dorsal dP1-3 progenitor marker - OLIG3 in day 18 NPCs patterned with RA + SHH or RA only. Scale bar set
at 20 μm. (B) Quantitative immunocytochemistry for OLIG3. n=3 per cell line with 3-5 independent control lines used (CTRL1-5). Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, **** represents p < 0.0001.

Figure 4.13 SHH signalling does not impact dorsal domain identity in RA only patterned NPCs

(A) Schematic depicting hiPSC-derived directed differentiation strategy for generating dorsal IN NPCs (RA only) and also in the presence of the SHH antagonist cyclopamine (RA + Cyclo) in order to eliminate endogenous SHH signalling. Bar plots depicting mRNA expression levels of...
the mid-neural tube markers - DBX1 (B) and DBX2 (C), mid-neural tube and pMN domain marker - PAX6 (D), dorsal neural tube marker - PAX7 (E), dP1-3 domain marker - OLIG3 (F), P3 domain marker - NKX2.2 (G), ventral P3, pMN and P2 domain marker - NKX6.1 (H), pMN domain marker - OLIG2 (I) and neural crest marker - SOX10 (J) in day 18 NPCs patterned with RA only or RA + Cyclo, as assessed by qPCR. Each sample was normalised over its GAPDH expression level and each condition was normalised against the RA only condition. \( n=3 \) across 3 different cell lines. Data is plotted per line. Error bars are displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, ** represents \( p < 0.01 \), **** represents \( p < 0.0001 \).

![Figure 4.14 SHH antagonism using cyclopamine does not alter ventral marker NKX6.1 in RA only patterned NPCs at the protein level](image)

Representative immunocytochemistry images of the CTRL1 cell line using (A) the cellular marker for p3, pMN and P2 domains - NKX6.1 and pMN domain marker - OLIG2 in day 18 NPCs patterned with RA + SHH, RA only or RA + Cyclo. Scale bar set at 20 μm. (B) Quantitative
immunocytochemistry for NKX6.1. n=3 per cell line with 3-5 independent control lines used (CTRL1-5). Error bars displayed as mean ± SEM. p value calculated using one-way ANOVA with Tukey correction for multiple comparison. **** represents p < 0.0001. (C) Western blot probing for NKX6.1 and β-actin in 3 control lines with hiPSC, day 7, day 18 RA + SHH, day 18 RA only and day 18 RA + Cyclo conditions. n=1 per cell line with 3 independent control lines used (CTRL1-3).

4.3.4 hiPSC-derived dorsal neural tube precursors differentiate into enriched spinal interneurons

Next, dP4-6 neural precursors were terminally differentiated and evaluated for enrichment of neuronal and post-mitotic domain markers. This was achieved using the notch antagonist CE to promote cell cycle exit and cultures were assessed at day 25 using RNA sequencing (Figure 4.15A&B). As with day 18 NPC samples, principal component analysis and unsupervised hierarchical clustering revealed segregation based on differentiation strategy (RA + SHH versus RA only) and cell line (Figure 4.15C&D). Gene clustering by the most highly variable genes in the dataset further confirmed segregation according to the differentiation strategy, with established markers ONECUT1, ONECUT3, ZIC1 and CRABP2 amongst the most variable genes (Figure 4.15E&F). Comparing RA only versus RA + SHH gene expression patterns, 402 DEGs were identified (FDR < 0.05) with 239 and 163 genes upregulated in RA only and RA + SHH conditions respectively (Figure 4.16A). Gene ontology analysis revealed upregulated (RA only) genes to be enriched for cell-matrix adhesion, neuronal development and DNA binding processes, whilst downregulated (RA + SHH) genes were overrepresented in synaptic, axonal and ALS pathways (Figure 4.16B). Amongst these were genes responsible for the patterning of various neural tube domains, with upregulation of post-mitotic dorsal markers in RA only cultures (ZIC1, ZIC4, POU4F1) coinciding with downregulation in motor and ventral domain markers (CHAT, ISL1, MNX1) (Figure 4.17A). Gene expression across established progenitor markers confirmed clustering of samples according to post-mitotic dorsal and ventral markers, with significant differences between RA + SHH and RA only conditions (Figure 4.17B).
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A. Flowchart showing the stages of development from iPSC to Neurons.

B. Diagram depicting the dorsal and ventral sides of the neural tube, with post-mitotic cells labeled.

C. Genes and gene expression levels under different conditions.

D. Principal Component Analysis (PCA) showing variance across different conditions.

E. Heatmap showing gene expression patterns across different samples.
Figure 4.15 Upregulation of dorsal post-mitotic expression markers in RA only patterned and terminally differentiated cultures

(A) Schematic depicting hiPSC-derived directed differentiation strategy for generating dorsal IN NPCs (RA only) and also incorporating terminal differentiation using the notch antagonist compound E. (B) Schematic illustrating the embryonic neural tube with its respective classification into domains, along with post-mitotic transcription factor expression profiles. Highlighted in red are the post-mitotic domains dI4-6 that are derived from dP4-6. (C) Dendrogram showing unsupervised hierarchical clustering of variance stabilised gene counts across all samples at day 25 post-mitotic stage. (D) Principal component analysis (PCA) on variance stabilised gene counts across day 25 samples plotted by their coordinates along the first two principal components. Samples are coloured by their patterning conditions (RA + SHH shown in black and RA only in red) and labelled by their cell line. (E) Heatmap showing the mean variance stabilised gene counts for established dorsal-ventral markers between RA + SHH and RA only conditions. (F) Volcano plot depicting differential gene expression between RA only and RA + SHH cells at day 25 post-mitotic stage. Significantly up- or down-regulated genes are highlighted in red (FDR < 0.05) with traditional dorsal-ventral progenitor patterning genes labelled.
Figure 4.16 Differentially expressed genes and gene ontology analysis of post-mitotic RA only patterned cultures

(A) Bar plot showing the number of differentially expressed genes (FDR < 0.05) that are up- and down-regulated in RA only vs RA + SHH conditions at day 25. (B) Gene Ontology terms enriched in up- and down-regulated differentially expressed genes in RA only vs RA + SHH conditions.

Figure 4.17 Upregulation of post-mitotic dorsal spinal cord markers in terminally differentiated RA only patterned cultures by RNA sequencing
(A) Heatmap showing the mean variance stabilised gene counts for established dorsal-ventral markers between RA + SHH and RA only conditions. (B) Bar plots showing the mean variance stabilised gene counts (y-axis of specific dorsal-ventral post-mitotic markers between RA + SHH and RA only conditions (x-axis). Bulk RNA sequencing was performed on 3 independent control lines (CTRL1, 5 and 6). p value calculated using unpaired two-tailed t-test with Welch’s correction, * represents p < 0.05, ** represents p < 0.01, **** represents p < 0.0001.

qPCR was next employed to examine the expression profiles of the dorsal neural tube markers LHX5 and LBX1 along with the pan-motor neuronal marker ChAT (Figure 4.18). Similar to RNAseq findings, a significant increase in mRNA expression levels of LHX5 and LBX1 was identified in RA only conditions, when compared to RA + SHH (Figure 4.18A&B). Furthermore, this increase in dorsal neural tube marker expression coincided with a significant decrease in ChAT expression (Figure 4.18C).

![Figure 4.18](#)

Figure 4.18 Upregulation of post-mitotic dorsal spinal cord markers in terminally differentiated RA only patterned cultures by qPCR

Bar plots depicting mRNA expression levels of post-mitotic neural tube transcription factors - LHX5 (A) and LBX1 (B) and pan-motor neuronal marker - ChAT (C) in day 25 terminally differentiated RA + SHH and RA only treated cultures, as assessed by qPCR. Each sample was normalised over its GAPDH expression level and each condition was normalised against either RA + SHH or RA only (as indicated on each graph). n=3 per cell line with 3-6 independent control
lines used (CTRL1-6). Error bars are displayed as mean ± SEM. Data is plotted per line. p value calculated using unpaired two-tailed t-test with Welch’s correction, * represents p < 0.05.

The rostral-caudal settling position and neuronal purity of dI4-6 terminally differentiated cultures were then assessed. It has previously been demonstrated that hiPSC-derived MNs (RA + SHH) occupy a lower cervical/brachial settling position (Chapter 3). Therefore, RNAseq was used in combination with qPCR for a spinal cord-spanning array of HOX genes. This revealed that the rostral-caudal identity of RA only and RA + SHH treated neurons was not altered post-mitotically, supporting a similar lower cervical/brachial rostral-caudal axial position (Figure 4.19A&B). Evaluation for neuronal enrichment and the efficiency of neuronal conversion in RA only treated cells was next assessed. qPCR analysis revealed a significant decrease in expression levels of the astrocyte marker GFAP, when compared to enriched astrocyte cultures obtained through protocols detailed elsewhere (Figure 4.20A) (Hall et al. 2017). Additionally, qICC using an antibody against GFAP confirmed this low / negligible expression levels (~2%) in RA only day 25 terminally differentiated cultures (Figure 4.20A&B). Overall, these data demonstrate that dorsal dP4-6 NPCs differentiate into highly enriched neuronal populations with low levels of glial specification.

In order to validate these data at the protein level, qICC was carried out using an antibody for LHX5, a dorsal IN marker. This revealed a significant increase in the specification of this molecular subtype of dorsal INs in RA only (~42%) compared to RA + SHH (~3%) (Figure 4.21A&B). In aggregate, these data are consistent with the specification of human dorsal spinal INs from hiPSCs, which originate from dP4-dP6 domains and ultimately specify ~41% LHX5 expressing INs consistent with derivatives from dI4 and dI6 domains.
Figure 4.19 Axial identity of RA only patterned and terminally differentiated neurons does not differ from RA + SHH MNs

(A) Heatmap depicting the mean variance stabilised gene counts for a range of HOX genes expressed throughout the spinal cord in RA + SHH and RA only samples at day 25. (B) Bar plot showing mRNA expression levels of a range of spinal cord-spanning HOX genes, each sample normalised over its own GAPDH level and further normalised against RA + SHH conditions, as assessed using qPCR. n=2 per cell line with 3-6 independent control lines used (CTRL1-6). Error bars displayed as mean ± SEM. Significance determined using unpaired two-tailed t-test with Welch’s correction.
Figure 4.20 Terminally differentiated cultures derived from RA only patterned NPCs generate enriched neuronal populations

(A) Bar plots showing the qPCR data for mRNA expression levels of the astrocyte marker GFAP in day 25 terminally differentiated RA + SHH and RA only populations, each normalised over GAPDH and additionally to hiPSCs as a control. n=3 per cell line with 3-6 independent control lines used (CTRL1-6). Error bars displayed as mean ± SEM. Significance determined using one-way ANOVA with Tukey correction for multiple comparison. **** represents p < 0.0001. (B) Representative immunocytochemistry images of the CTRL1 cell line using the astrocyte marker GFAP and neuronal marker MAP2. Scale bar set at 20 μm. (C) Quantitative immunocytochemistry for GFAP. Error bars displayed as mean ± SEM. n=3 per cell line with 3-6 independent control lines used (CTRL1-6).
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Figure 4.21 Upregulation of mid-dorsal neural tube marker LHX5 in terminally differentiated RA only patterned cultures

Representative immunocytochemistry images of the CTRL6 cell line using the post-mitotic dorsal neural tube domain marker - LHX5 in day 25 post-mitotic neurons patterned with RA + SHH or RA only. Scale bar set at 20 μm. (B) Quantitative immunocytochemistry for LHX5. n=3 for INs, n=2 for MNs, per cell line with 3-6 independent control lines used (CTRL1-6). Error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, **** represents p < 0.0001.

4.3.5 Terminally differentiated dorsal interneurons demonstrate functional calcium signalling

Since this differentiation protocol specified highly enriched neuronal populations, as determined by qICC and qPCR, evaluation of neuronal functionality was next employed to validate the functionality of neurons. Fluo-4AM was used as a calcium indicator in combination with a silicon-rhodamine dye to label the cytoskeleton. Calcium signalling was monitored following application of 50mM KCl. This live imaging paradigm is predicated on the presence of voltage gated calcium channels in active neuronal populations. The addition of KCl acts to reverse the concentration gradient of potassium between the intra- and extracellular space leading to depolarization. This in turn results in a large influx of calcium ions into the neuron that can be visualised using the Fluo-4AM dye. The proportion of cells that responded to KCl stimulation was 82% at day 39 (Figure 4.22), thus demonstrating that the vast majority of neurons within cultures exhibit cytosolic calcium responses to physiological calcium stimuli. The decline in calcium...
transient amplitude potentially reflects the de-esterification of the Fluo-4AM dye throughout the imaging process. Spontaneous activity is also a crucial characteristic of neuronal activity, particularly within the spinal cord where it has been demonstrated as a key feature of CPG activity and maintenance. Indeed, spontaneous activity was also observed within interneuronal populations at day 39 (Figure 4.23A&B) providing further functional validation of these IN populations. Importantly, the $\Delta F/F_0$ values reached similar amplitudes following KCl stimulation and during spontaneous spiking activity - both ~2.

Figure 4.22 RA only patterned neurons exhibit cytosolic calcium responses to KCl stimulation
Representative time series of the CTRL4 control cell line using Fluo-4AM calcium signalling in day 39 RA only treated cultures before and after KCl administration to a final concentration of 50mM. (B) Representative fluorescence intensity traces of INs at day 39 and following KCl administration. n=20 cells per line, from 3 independent control lines across 1 neuronal induction. Error bars are displayed as mean ± SD. (C) Quantification of the proportion of neurons that exhibited calcium spiking following 50mM KCl administration at day 39. n=~200 cells per line, from 3 independent control lines across 1 neuronal induction. Error bars are displayed as mean ± SEM. Data presented as ΔF/F₀, with F₀ calculated as the median of the initial 2.4s quiescent.

Figure 4.23 Terminally differentiated RA only patterned NPCs exhibit spontaneous calcium signalling

(A) Representative time series images of spontaneous Fluo-4AM calcium activity in IN populations from the CTRL4 cell line at day 39. (B) Example of spontaneous activity from a single interneuron highlighted in A and traced over the time course of the experiment. Data presented as ΔF/F₀, with F₀ calculated as the median of the initial 1.2s quiescent period where no activity was observed.
4.4 Discussion

Since the founding of hiPSC technology, myriad differentiation strategies have emerged to specify clinically relevant and region-specific neurons and glia (Zirra et al. 2016), including the generation of peripheral sensory neurons (Chambers et al. 2009) and a subset of spinal interneurons (dl1-dl3) (Gupta et al. 2018; Ogura et al. 2018). Additionally, a subset of last-order V2a interneurons has been successfully derived from hiPSCs (Butts et al. 2017). Although previous studies have demonstrated the generation of dorsal INs, no study has yet successfully generated dI4-6 domain human INs in adherent monolayer format. INs from these domains have crucial functions in pain, temperature, itch and touch sensations, the perturbations of which bear clinical significance (Lu et al. 2015; Lai et al. 2016). It follows that a cellular model of these IN subtypes has clear utility in developmental studies, disease modelling and drug screening. Beyond these uses, such cellular populations form powerful comparative standpoints for ventral spinal MNs to begin to address the basis of neuronal subtype selective vulnerability in disorders such as ALS. The results of this Chapter suggest that a more dorsal neural tube identity can be achieved through the exclusion of SHH signalling and by RA signalling alone, in comparison to ventrally derived pMN domain MNs that require SHH. The more dorsalisised populations acquire a dP4-6 IN precursor fate. Further dorsalisation likely requires the addition of additional TGF-β paralogs, as evidenced by the small upregulation of dP1-3 markers in BMP4 treated conditions that were unable to be terminally differentiated into neurons. Subsequently, dP4-6 IN precursors derived using RA only can be terminally differentiated into functionally active, but immature, interneuronal populations of corresponding dI4-6 domains.

4.4.1 BMP4 as a dorsalising cue

In order to generate neurons from dorsal domains of the neural tube, BMP4 was added to cultures in place of purmorphamine (RA + BMP4). BMP4 is secreted from the roof plate and is critical to dP1-3 domain specification, deficient mice exhibiting an almost complete ablation of these domains (Liem et al. 1997; Lee et al. 2000; Butler & Dodd. 2003). Whilst qPCR analysis of RA + BMP4 cultures demonstrated a significant
upregulation in both PAX7 and OLIG3, qICC showed only a modest increase in the percentage of OLIG3 positive precursors at day 18 timepoints. 2 separate studies by Gupta et al (2018) and Ogura et al (2018) have reported similar findings of increased dorsal fate specification using BMP4 in 3D embryoid body and organoid-like culture systems, respectively. Interestingly, a small upregulation in dI1-3 specification was also observed in these studies, although it should be noted that dorsal fate specification was assessed at the post-mitotic stage (i.e. not through OLIG3 expression). Furthermore, 3D culture models are known to have a significant increase in heterogeneity when compared to 2D, with cultures often unable to produce enriched populations of specific cell types (Gupta et al. 2018; Ogura et al. 2018). An additional finding of these studies was that exclusion of RA from BMP4 treated cultures led to an enrichment in dI1 and dI3 neuronal populations with an apparent and specific ablation of dI2 populations. These findings suggested an important role of RA signalling in dI2 domain specification. Therefore, one could speculate that the OLIG3 positive cultures generated from RA + BMP4 treatment in this 2D system could represent dP2 dorsal domain precursors, requiring both RA and BMP4 signalling. This could also explain the relatively small increase in dP1-3 fate specification, since RA and BMP have been demonstrated to have opposing roles in the activation/repression of PAX6 expression (Novitch et al. 2003; Timmer et al. 2002). Subsequently, dP1-dP3 enrichment may require the reduction or removal of RA signalling, as explored in a separate study (Ogura et al. 2018). Another factor to consider is the competence state of cells to respond to developmental cues. Indeed, BMP4 competence was shown to be lost after a specific period of time and importantly, this was further reduced in the presence of RA (Gupta et al. 2018). Whilst the effects of RA may have influenced the efficacy of BMP4 during neural patterning, RA has a significant role in rostral-caudal patterning and its use in these cultures is a requisite in order to specify cultures with the same axial identity as the hiPSC-derived MNs.

There are 15 known BMP members, many of which have important roles in early embryonic development during gastrulation and mesoderm formation (Wang et al. 2014). Whilst BMP4, 5, 6, 7 and GDF7 have been shown to play essential roles in patterning the dorsal-most dI1-3 domains of the neural tube (Liem et al. 1997; 2000), the efficacy by which they can each induce these fates has been suggested to vary greatly (Andrews et al. 2017). In vivo, dorsal precursors are subject to a range of signalling cues raising the
possibility that a combination of BMPs or other TGF-β family members may be required, or that the BMP4 concentration was insufficient for accurate in vitro specification and subsequent differentiation into interneuronal populations. Subsequently, it would be interesting to assess the endogenous levels of BMP and/or TGF-β signalling in these cultures.

Further analysis of the differentiation capacity of RA + BMP4 treated precursors highlighted the apparent inability of these cultures to terminally differentiate into neurons. This was evidenced through their flat morphology with little polarisation found following terminal differentiation in the notch antagonist CE. This could be due to the role of BMP4 in the promotion of the gliogenic switch (Bond et al. 2012). Indeed, a combination of BMP4 and leukemia inhibitory factor (LIF) is used to produce astrocytes from MN NPCs using the hiPSC-derived MN protocol detailed in Chapter 3 (Hall et al. 2017). The resultant population could therefore represent dorsal glial populations. However, this requires further experimentation. Interestingly, BMP4 signalling has been suggested to be unable to direct the differentiation of cells to a unique fate, instead driving an organised collection of distinct cell types. This stereotyped cell fate organisation within the dorsal neural tube is heavily influenced by concentration, timing and duration of BMP4 signalling. Therefore, additional temporal control could provide further nuance to the generation of dorsal interneuronal and glial populations, especially when considering that spinal cord dorsal sensory INs develop over a different timeline to MNs and also to glial derivatives (Andrews et al. 2017; Le Dreau & Marti. 2012).

4.4.2 Retinoic acid is sufficient for dorsal precursor specification

Noting that patterning in the presence of BMP4 did not induce the specification of an enriched population of dP1-dP3 precursors, nor were these cells able to terminally differentiate into neuronal populations, an alternate strategy was employed. This involved the removal of all exogenously administered dorsalising and ventralising cues and relying solely on RA signalling alone (RA only). It should be noted that this does not preclude from the possibility that endogenous TGF-β/BMP signalling could at sufficient levels to influence cultures. As such, additional experiments could have been employed in order to antagonise any potential endogenous dorsalising signalling cues, thereby revealing the precise role of RA signalling alone in neural tube dorsal-ventral patterning. Indeed, RA
is an important signalling cue during NPC patterning, with diverse roles in cell-fate specification across the neural tube (Pierani et al. 1999; Niederreither et al. 2000; Wilson et al. 2003; 2004; Appel & Eisen. 2003; Novitch et al. 2003; Okada et al. 2004). Whilst neural tube signalling molecules such as SHH and BMP are classified as morphogens and are thus limited by their diffusion-mediated concentration gradients, an essential property of RA signalling stems from the fact that it does not act as a typical diffusible morphogen. Instead, the competence of a cell to respond to RA depends on whether that cell has been ‘primed’ to respond to RA. This is mediated through the differential expression of retinol and retinaldehyde dehydrogenases (synthesising enzymes such as RALDH2) and levels of the cytochrome P450 family 26 (CYP26 - degrading enzymes) and subsequently not by its diffusion properties (Diez del Corral et al. 2003). Therefore, whilst RA signalling has been demonstrated to play an important role in MN specification, it can also mediate the specification of numerous other spinal cord cell types throughout the structure. Indeed, RALDH2 is expressed in populations of dorsal INs and even in the roof plate of the avian spinal cord (Wilson et al. 2004). Targeted deletion of RA signalling was found to promote a dorsal expansion of ventral domains, at the expense of roof plate and dorsal patterning transcription factors. Lastly, ablation of RA signalling was also found to promote selective loss of EN-1 positive V1 INs (Wilson et al. 2004). Overall, it appears that whilst the specification of numerous spinal cord subtypes may necessitate RA signalling, RA itself is not thought to directly contribute to the establishment of the neural tube domains. Instead, this is achieved by the secretion of diffusible morphogens from the roof/floor plate. However, it should be noted that the intermediate neural tube domains are exposed to relatively low levels of these morphogens. Therefore, the many roles of RA that have been demonstrated in multiple neural tube fates could be as a result of its combined effects with other morphogens across the neural tube. Spinal cord MN specification presents a good example of this, where RA is known to play an important role in spinal cord motor neurogenesis (Novitch et al. 2003). However, the predominant molecular cue required for MN specification is SHH. Motor neurogenesis cannot occur without SHH signalling, but retinoid independent motor neurogenesis has been shown (Patani et al. 2011). Despite this, RA is critical for enrichment of MNs in combination with SHH, and is also necessary for MN columnar subtype diversification.
In support of these findings and using hiPSC-derived MNs as a negative control in order to assess dorsal fate specification, removal of the SHH agonist purmorphamine and subsequent patterning in RA only resulted in significant differences based on differentiation strategy. This was assessed using principal component analysis and unsupervised hierarchical clustering from RNAseq datasets. Further analysis revealed that RA only treated conditions displayed a significant downregulation of pMN and MN markers at NPC stage, including NKX6.1 and OLIG2. Furthermore, although the addition of the SHH antagonist cyclopamine resulted in a significant decrease in mRNA expression of OLIG2 and NKX2.2, this was not accompanied by a detectable difference at the protein level. In addition, no difference in the mRNA expression profile of dorsal domain markers was found with the inclusion of cyclopamine. This suggests that endogenous SHH levels are low within cultures and at a level insufficient to direct fates to a ventral positional identity. Taken together, these findings demonstrate the prerequisite for SHH in motor neurogenesis in this 2D culture system.

RA only and RA + SHH samples also displayed a clear difference in dorsal transcription factor expression profiles. Indeed, RA signalling alone and in the absence of SHH signalling was found to be sufficient to positionally specify NPCs to a dorsal spinal identity, as evidenced by an upregulation in MSX1, PAX3 and PAX7, using bulk RNAseq. Importantly, these findings were further validated using qPCR and qICC for PAX3 and PAX7 indicating dorsal domain specification. A significant increase in the transcription factor PAX6 was also found in RA only conditions using qPCR. PAX6 is a transcription factor that is found most abundantly expressed between dP4-6 and P0 domains (Novitch et al. 2003), highlighting this region as a potential positional identity. Interestingly, a small but significant population of dP1-3 NPCs was identified in RA only treated cultures through their expression of OLIG3. These findings relate back to previous comments suggesting that dP2 cell fate specification is promoted by RA signalling in the absence/reduction of BMP4 (Ogura et al. 2018; Gupta et al. 2018). Subsequently, OLIG3 positive precursors could represent dP2 cells, although further characterisation is required. OLIG3 expression at the progenitor level has also been shown to repress the expression of the post-mitotic dI4-6 transcription factor LBX1. This, in part, leads to the establishment of a definitive boundary between dP1-3 and dP4-6 domains with subsequent cell-type differences (Gross et al. 2002; Müller et al. 2002; Müller et al. 2005).
Indeed, the addition of BMP4 to 3D neural tube cultures was found to significantly decrease the amount of LBX1 positive neurons (Ogura et al. 2018). Additionally, BMP signalling from the roof plate was found to repress the expression of PAX6, further contributing to the definitive boundaries between dP1-dP3 and dP4-dP6 domains (Timmer et al. 2002; Timer et al. 2005; Zechner et al. 2007). One possible explanation for the presence of OLIG3 positive NPCs in RA only conditions could stem from a low but significant level of endogenous BMP signalling within cultures. Indeed, this could have been evaluated by examining endogenous BMP/TGF-β levels through RNAseq and controlled for by administering BMP/ TGF-β antagonists during the patterning phase. Alternatively, CHIR-mediated WNT signalling from the neural induction phase of the directed differentiation protocol might also contribute to this small upregulation in dP1-dP3 fate (Zechner et al. 2003). Indeed, dorsal roof plate and dP1-dP3 (and subsequent dI1-dI3) specification has been demonstrated in the absence of BMP agonists but in the presence of WNT agonism in a 3D culture system (Ogura et al. 2018). Overall, these findings align with previous studies that have demonstrated a role for RA in dorsal spinal cord patterning. Indeed, RA signalling has been employed to specify dorsal spinal cord progenitor populations using human embryonic stem (hES) cells and hiPSC-derived 3D differentiation cultures (Appel & Eisen. 2003; Okada et al. 2004; Gupta et al. 2018; Ogura et al. 2018).

4.4.3 Dorsal precursors terminally differentiate into dI4-6 interneurons

Clear differences in the neurogenic capacity of hiPSC-derived NPC populations were observed when comparing RA only and RA + BMP4 patterned cultures. Indeed, bulk RNA sequencing analysis, qPCR and qICC were employed and yielded no significant difference in the pan-neuronal marker β3-tubulin between RA only and the highly enriched neuronal RA + SHH MN cultures. Additional evaluation of the astrocyte marker GFAP also revealed no significant difference in mRNA expression, nor significant upregulation by immunostaining. It is interesting to note that the combined signalling of RA + BMP4 appeared to reduce the propensity for post-mitotic neural conversion, whilst RA signalling alone was found to promote neurogenesis. RA has long been recognised as a potent neuralising signal. During axis elongation, cells that migrate out of an FGF-dependent proliferative stem zone are exposed to high levels of RA that induce the neuralisation of progenitors and terminal differentiation (Diez del Corral et al. 2003).
Taken together, these findings suggest that BMP4 could act to override the neuralising RA cue, thus preventing the terminal differentiation of cultures into post-mitotic neuronal cultures and driving alternative fates such as glial derivatives. This could have been assessed by using generic markers for glial/astrocytic populations such as GFAP or ALDH1A1.

Separately, and as mentioned in Chapter 3, 2 independent patterning phases are employed for the generation of hiPSC-derived spinal MNs. This includes a 4 day window between day 14 and 18 where RA is excluded and the purmorphamine concentration is reduced (RA present between days 8-14). Interestingly, the rostral-caudal position of RA only treated neurons (patterned with RA between days 8-18) was not significantly altered from RA + SHH MNs despite an additional 4 days exposed to RA signalling. This suggests that HOX dynamics and spinal position along the rostral-caudal axis could be established within the first several days of patterning (i.e. between days 8-14) and become further enhanced, but without significant axial identity changes during terminal differentiation.

Evaluation of the post-mitotic identity of terminally differentiated NPCs, previously shown to be derived from dP4-6 domains, once again revealed differences in clustering between differentiation strategies, and as assessed using principle component and unsupervised hierarchical clustering analysis. Amongst the differentially expressed genes, there was a significant reduction in MN markers such as ChAT, MNX1 and ISL1 in RA only treated cultures, when compared to RA + SHH. This coincided with a significant increase in dorsal dI4-6 markers in MSX1, LHX5, LBX1 and POU4F1. Importantly, these findings were further verified using qPCR, demonstrating a significant increase in LHX5 and LBX1 in RA only samples, along with an increase in LHX5 immunostaining by qICC.

It is interesting to note that ZIC1 and ZIC4 were identified as 2 of the most differentially expressed genes, being largely upregulated in IN cultures at both NPC day 18 and post-mitotic day 25 timepoints. ZIC1 has been shown to be important for the early specification of dorsal spinal cord neurons, but also acts as a negative regulator of the differentiation of dorsal horn neurons in mice (Aruga et al. 2000; 2002). Indeed, ZIC1 overexpression in a transgenic mouse model was found to inhibit neuronal differentiation, with the extension of a progenitor state in the dorsal spinal cord (Aruga et al. 2002). This
pathway was hypothesised to act through a cross-repressive interaction of ZIC1 with the 
transcription factor MATH1, expressed in the dorsal-most dP1 and corresponding dI1 
domain. Indeed, whilst both ZIC1 and MATH1 were found to be induced by BMP 
signalling, they exhibited cross-repressive actions on each other in a transgenic mouse 
model (Ebert et al. 2003). MATH1 was also shown to promote neuronal differentiation, 
as opposed to ZIC1. This was further evidenced in a zebrafish model where a role for 
both ZIC1 and ZIC4 was observed in promoting progenitor cell proliferation and also in 
dorsal roof plate specification (Elsen et al. 2008).

Taken together, these data indicate that hiPSC-derived dP4-6 precursors can be terminally 
differentiated into enriched post-mitotic dI4-6 IN cultures. Crucially, these INs 
maintained the same axial identity (lower cervical/brachial spinal cord level) as their 
ventral spinal MN counterparts, derived from the original differentiation paradigm. Live 
cell calcium imaging was used to functionally validate dorsal IN cultures and as such, it 
was demonstrated that the majority of cells exhibit cytosolic calcium responses to KCl 
stimulation. Importantly, these cultures also exhibited spontaneous activity.

4.5 Summary and conclusions

The generation of a novel hiPSC-derived protocol for the specification of an enriched 
population of neurons presents a unique opportunity to further our understanding of 
fundamental developmental principles and also provides clear utility as a disease 
modelling tool. The findings in this Chapter detail developmentally rationalised 
alterations to the hiPSC-derived MN protocol currently employed in the laboratory, in 
order to generate dorsally positioned and molecularly distinct IN cultures from dI4-6 
domains. Importantly, these hiPSC-derived INs possess the same axial identity as hiPSC- 
derived MNs. Subsequently, this model has clear utility for the elucidation of 
developmental principles underlying dorsal spinal cord fate specification. Furthermore, 
patient-specific disease modelling and drug screening for the central (spinal) component 
of sensory neurological disorders, including neuropathic pain, can be addressed using this 
differentiation paradigm. Lastly, the combination of MNs and INs that can be generated 
from this hiPSC-derived model present a unique opportunity to interrogate mechanisms 
of cell type-specific vulnerability in disease such as amyotrophic lateral sclerosis (ALS) 
and spinal muscular atrophy (SMA). Overall, these findings demonstrate that:
1. BMP4 can be employed to promote dorsal NPC specification in 2D hiPSC-derived cultures.

2. BMP4 patterned NPCs, however, do not appear to terminally differentiate into neuronal cultures in our 2D differentiation protocol.

3. Retinoid signalling, in the absence of any dorsalising and ventralising cues, leads to the specification of dP4-6 dorsal identities.

4. These dP4-6 NPCs can be terminally differentiated into corresponding dI4-6 domain neuronal cultures.

5. dI4-6 interneuronal cultures exhibit spontaneous and evoked calcium responses demonstrating their functional neuronal properties.
Chapter 4. Interneuron specification from human induced pluripotent stem cells
Chapter 5. Cell type-specific vulnerability in VCP-mutant ALS

5.1 Introduction

Amyotrophic lateral sclerosis (ALS) is a rapidly progressive adult-onset neurodegenerative disease that affects upper motor neurons (MNs) in layer V of the primary motor cortex and lower MNs in the brainstem and ventral pMN domain of the spinal cord (Hughes. 1982; Hammer et al. 1979; Maekawa et al. 2004). The disease is characterised by muscle weakness rapidly leading to paralysis and death within 2-5 years from diagnosis (Brown & Al-Chalabi. 2017). Typically, the cause of death in ALS patients is a direct result of the degeneration of MNs innervating the respiratory muscles (Niedermeyer et al. 2019). In recent years, animal models have provided a valuable resource underpinning research attempts aimed at elucidating pathomechanisms and testing novel therapeutics for treating ALS (Lutz. 2018). However, the limitations of animal models are demonstrated by the lack of clinically effective therapies. Riluzole and Edaravone remain the only viable therapeutic option but has modest efficacy, extending life by approximately 3 months only (Miller et al. 2012; Hinchcliffe & Smith. 2017; Jaiswal. 2019). Against this background, the emergence of patient-specific hiPSCs has transformed disease modelling, providing a virtually inexhaustible source of patient-, and therefore mutation-, specific human stem cells to model disease using ontogeny-driven directed differentiation strategies. For this reason, hiPSCs provide an attractive strategy as a complementary model in order to more precisely capture clinical pathophysiology, whilst avoiding interspecies differences and the need for artificial overexpression, knockdown or knockout models (Devine & Patani. 2017).

The concept of cell type-specific vulnerability is hugely relevant to neurodegenerative diseases, whereby pathologies manifest in stereotypical patterns (Fu et al. 2018; Pandya & Patani. 2021). Often, an initial focal cell type is affected and, as the disease progresses, pathology spreads to alternate cell types and regions (Pandya & Patani. 2020). As a result, the clinical presentation of these neurodegenerative diseases often correlates with the dysfunction / degeneration of the specific cell type that is predominantly affected. This property of pathological spread between cell types and anatomical regions raises a fundamental question as to how juxtaposed cells can exhibit such a substantial contrast...
in pathology and disease state. Indeed, ALS presents a perfect example of this, where clinico-pathological observations have identified the key cell type-specific hallmarks of ALS, manifesting through compensated dysfunction, followed by decompensated dysfunction and ultimately cell death of MNs of the corticospinal tract (Hardiman et al. 2017). As such, spinal cord ALS pathology is restricted to the MN-producing pMN domain, with neurons situated in adjacent domains remaining relatively unaffected until later stages in the disease. As a result, ALS is often considered a MN-centric disorder with a multitude of research directed towards the study of intrinsic MN dysfunction. Interestingly; however, wider research has started to unravel the roles of alternate cell types in the pathogenesis of ALS. Indeed, studies from this laboratory investigated the role of spinal cord astrocytes in an hiPSC-derived model of ALS, revealing striking cell autonomous and non-cell autonomous mechanisms of degeneration (Hall et al. 2017; Ziff et al. 2021).

INs are the most abundant cell type in the spinal cord, present in all domains excepting the pMN domain (Lu et al. 2015; Lai et al. 2016). As such, INs comprise the majority of CNS and peripheral nervous system (PNS) inhibition, thereby forming an essential component of the excitatory/inhibitory balance. This is highly relevant in ALS, where hyperexcitability is considered an important clinical symptom (reviewed by Gunes et al. 2020). Indeed, Cleveland and Rothstein (2001) postulated that excess glutamate signalling is a major cause of hyperexcitability in ALS, disrupting the excitatory/inhibitory balance that then leads to MN loss directly. In addition to their role in the excitatory/inhibitory balance, INs form critical components of all spinal networks, being involved in their generation, maintenance and modification whilst some also receive supra- and intra-spinal input, carefully orchestrating locomotor output (Guertin. 2013). Their fundamental role in locomotion and sensorimotor integration commands a striking complexity both in their molecular diversity and functional circuitry. However, this also places INs at a precarious position whereby any slight IN defect could lead to the potentiation of a host of motor abnormalities. As such, INs present an intriguing platform for the evaluation of cell type-specific vulnerability in ALS (Do-Ha et al. 2018; Crabé et al. 2020).
Against this background, interest in INs and their potential role in the pathogenesis of ALS has progressed from speculation. Whilst numerous studies have reported conditions of hyperexcitability in models of ALS, the mechanism and cell types involved in this phenomenon are yet to be fully elucidated (reviewed by Gunes et al. 2020). Evidence of IN dysfunction has been demonstrated in several studies employing transcranial magnetic stimulation (TMS) in order to measure short-intracortical inhibition (SICI) in the motor cortex (Ziemann et al. 1997). SICI is a measure of basal inhibition that is driven by IN circuitry within the motor cortex. Interestingly, a significant reduction and/or ablation of SICI was observed in 14 patients with clinically defined sporadic ALS, compared to 13 healthy and age-matched controls; suggesting either dysfunction or degeneration of inhibitory INs within the cortex (Ziemann et al. 1997). Similar findings were also demonstrated in studies by Vucic & Kiernan (2006), Kanai et al (2006) and Menon et al (2015) in 23, 24 and 24 ALS patients respectively. Furthermore, cortical hyperexcitability was also found to precede lower MN dysfunction, as assessed by compound muscle action potential (CMAP) amplitude recordings (Menon et al. 2015). A number of studies have also identified ALS-dependent alterations to reflex arcs, for which INs have a key role (Raynor & Shefner. 1994). Interestingly, a significant reduction in the density of parvalbumin staining was observed in the motor cortices of 13 patients with pathologically defined ALS, when compared to healthy patients (Nihei et al. 1993). INs are the most abundant parvalbumin expressing cell type within the motor cortex and were therefore proposed to be the predominant cell type affected. Moreover, IN loss was found to be independent of the degeneration of SMI-32 positive pyramidal Betz cells, which were also significantly reduced in ALS patients. A loss of the GABA receptor α1 subunit mRNA was also identified in the primary motor cortex of 5 ALS patients, when compared to age-matched control patient post-mortem tissue (Petri et al. 2003). However, levels of the GABA synthesizing enzyme glutamic acid decarboxylase (GAD) were unchanged. Reconfiguration of GABA subunit composition in ALS patients was suggested to be the cause of this.

One line of convincing evidence in favour of spinal cord interneuronopathy in ALS was reported in a study using a SOD1 zebrafish model (McGown et al. 2013). This model employed a heat shock protein 70 gene conjugated to a DsRed reporter that was inserted adjacent to the wild-type or mutant SOD1 gene. Interestingly, the earliest heat shock...
response was found in discrete populations of predominantly glycinergic spinal cord INs. Importantly, these stress events occurred even before MN stress was visualised and within a few days after birth. A loss of spontaneous glycinergic current input onto MNs was also identified, which preceded MN stress and neuromuscular junction degeneration. Whilst this study provides important evidence for interneuronopathy in ALS, the primary readout was heat shock response, which is unlikely to be the earliest pathological event observed in ALS.

Another important consideration is that selective vulnerability has also been observed within subsets of MNs themselves (Hedlund et al. 2010; Kanning et al. 2010; Brockington et al. 2013; Nijsen et al. 2017). In numerous models of ALS, it has been shown that FF MNs are the earliest and most affected MN subtype; displaying synaptic decoupling and loss at the NMJ even at pre-symptomatic stages and before onset in FFR or SFR MNs (Frey et al. 2000; Hegedus et al. 2007). Importantly, these FF MNs have a greater number of inhibitory pre-synaptic contacts than any other MN subtype (Allodi et al. 2020). Subsequent studies using SOD1 G93A transgenic mice revealed a pre-symptomatic decoupling of INs from these highly vulnerable MNs in the spinal cord (Casas et al. 2013). This was evaluated through a reduction in cholinergic C-boutons from INs onto MNs. Interestingly, synaptic decoupling was also temporally linked to the accumulation of TAR-DNA binding protein-43 (TDP-43) within the nucleus of MNs and the acquisition of an oxidative stress phenotype through iNOS upregulation in G93A mice (Casas et al. 2013). However, it should be noted that TDP-43 accumulation in the nucleus is not recognised as a pathological hallmark of ALS. Subsequent evaluation of this decoupling phenomenon was undertaken in a separate study, revealing that V1 domain glycinergic Renshaw cells were the predominant IN subtype affected in this G93A mouse model (Allodi et al. 2020). It was also determined that G93A mice exhibited specific locomotor defects manifesting as a loss of speed and reduction in stride length. Perhaps more intriguing was that these locomotor deficits were phenocopied with selective loss of V1 domain interneurons through the use of inhibitory DREADDs targeting the transcription factor EN-1. It is also important to note that V1 Renshaw cells did not display a death phenotype in the same G93A mouse model, even by late-stage disease. This is an important finding in itself as it provides evidence for a non-cell-autonomous effect of ALS mutant INs on MNs and also provides an example of neuronal subtype-
specific vulnerability in ALS. Furthermore, these studies give cause to re-evaluate the use of general excitability dampening drugs such as Riluzole, since their modest efficacy could be a result of non-specific dampening of spinal cord IN activity. It should be noted; however, that Riluzole and the antioxidant Edaravone are the only disease modifying therapeutics currently in use (Jaiswal. 2019).

VCP mutations account for ~2% of all fALS cases and have also been identified in sALS patients (Johnson et al. 2010; Abramzon et al. 2012). Importantly, patients harbouring ALS-causing VCP mutations display the key pathological hallmark of ALS, with TDP-43 mislocalisation from the nucleus to the cytoplasm where it then accumulates to form cytoplasmic aggregates (Neumann et al. 2007; Inoue et al. 2018). Indeed, TDP-43 pathology occurs in 97% of all ALS cases. A subsequent R155H N-terminal domain mutant knock-in transgenic mouse model displayed significant ALS-related TDP-43 pathology, with additional ALS-related behavioural phenotypes manifesting through significant and progressive muscle weakness (Nalbandian et al. 2013). Furthermore, using the hiPSC-directed MN differentiation strategy detailed in Chapter 3, ALS-causing R155C and R191Q VCP mutations were found to cause a significant nuclear-to-cytoplasmic mislocalisation of TDP-43 at day 21 (Hall et al. 2017) and day 24 MNs (Harley & Patani. 2020). FUS is another RBP that is mislocalised and forms cytoplasmic aggregates in FUS-mutant ALS patients (Vance et al. 2009; Kwiatkowski et al. 2009). Interestingly; cytoplasmic mislocalisation of FUS, but not aggregation was observed in day 7 and day 14 MNs using the same hiPSC-derived protocol detailed in Chapter 3 (Tyzack et al. 2019). FUS mislocalisation was also detected in a mouse model of VCP-mutant ALS and sporadic post-mortem tissue, indicating that this may be a more prevalent ALS-related pathology. Indeed, FUS mislocalisation was also identified at later timepoints in VCP-mutant MNs using this protocol and at day 24 (Harley & Patani. 2020; Harley et al. 2020).

An aberrant program of alternative splicing (AS) was also observed during early neural differentiation of hiPSC-derived MNs in VCP, FUS and SOD1 lines (Luisier et al. 2018. Indeed, these AS events predominantly manifested through intron retention (IR) events, that were aberrantly increased in ALS mutant, when compared to control lines. The most significantly differentially upregulated intron retained transcripts (IRT) s were found in
intron 9 of SFPQ, intron 6 of FUS and intron 6 of DDX39A. Interestingly, the SFPQ protein was subsequently found to directly bind to the SFPQ IRT (Tyzack et al. 2020), with the SFPQ protein exhibiting cytoplasmic mislocalisation from the nucleus (Tyzack et al. 2018). Furthermore, cytoplasmic IRTs were found to exhibit an increased binding affinity for RBPs that are commonly mislocalised in ALS, including TDP-43 and FUS (Tyzack et al. 2021). Separate studies have further validated this phenotype in ALS and Alzheimer’s disease post-mortem tissue, and as a product of normal aging (Tyzack et al. 2018; Adusumalli et al. 2019; Hogan et al. 2020). Taken together, these studies support an intriguing hypothesis, whereby an increased abundance of IRTs bind to and sequester RBPs, resulting in their translocation from the nucleus to the cytoplasm. Indeed, this could lead to a nuclear loss of function and/or altered cytoplasmic function. In a separate study, transcriptomic and proteomic analysis of nuclear and cytoplasmic fractions of control and VCP-mutant astrocytes revealed a striking decrease in IRTs in SOD1, C9orf72 and VCP-mutant ALS lines (Ziff et al. 2021). Furthermore, transcripts that exhibited a decrease in IRTs displayed a significant upregulation in translation and subsequent expression. This was especially prominent with nuclear IRTs that were significantly downregulated with ALS mutation, resulting in enhanced nonsense mediated decay and a subsequent increase in cytoplasmic transcripts expressing glial reactivity markers. Taken together, these findings highlight cell type-specific mechanisms of vulnerability in ALS mediated through AS and resulting in an altered cellular phenotype and/or vulnerability.

5.2 Aims

Against this background, hiPSC-derived cell types provide clear utility as a powerful disease modelling platform. More specifically within ALS research, this hiPSC-derived VCP-mutant model has been shown to recapitulate key pathological hallmarks of ALS that could be crucial for guiding the development of novel therapeutics (Hall et al. 2017; Tyzack et al. 2019). Furthermore, this model has also been used to identify a novel developmental pathological hallmark of ALS, that was subsequently validated in animal models and post-mortem tissue (Tyzack et al. 2018; Tyzack et al. 2020). In addition, non-cell autonomous mechanisms of degeneration were also revealed, implicating the role of astrocytes in ALS pathogenesis (Hall et al. 2017; Ziff et al. 2021). As such, the generation
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of hiPSC-derived INs, robustly characterised in Chapter 4, presents a unique opportunity to interrogate mechanisms of cell type-specific vulnerability in ALS, and in comparison to the previously studied hiPSC-derived MNs that display ALS-related pathology. Importantly, these hiPSC-derived INs have the same axial identity as their ventral MN counterparts, but are molecularly distinct, being derived from more dorsal neural tube domains.

Therefore, the specific aims of this chapter are to:

1. Examine whether VCP mutation disrupts the specification of dorsal INs, when compared to control counterparts.
2. Assess TDP-43 and FUS RBP mislocalisation in VCP-mutant and control INs and MNs.
3. Investigate SFPQ intron 9, FUS intron 6 and DDX39A intron 6 IRTs in VCP-mutant and control INs and MNs in a temporal manner.

5.3 Results

5.3.1 Altered specification of interneurons in VCP-mutant ALS lines

In order to assess cell type-specific vulnerability in ALS with regards to dorsal INs and ventral MNs, 4 VCP lines were employed from 2 separate patients (2 lines per patient), harbouring an R191Q or R155C mutation. Whilst the generation of hiPSC-derived INs was robustly demonstrated in control hiPSC lines in Chapter 4, detailed characterisation of dorsal IN specification was next carried out in these 4 VCP-mutant hiPSC lines, in comparison to controls and in order to assess any mutation-driven changes in subtype specification. qPCR analysis for dorsal neural tube precursor markers including DBX2, PAX3 and PAX7 at NPC day 18 NPC timepoints revealed no significant difference between control and VCP lines (Figure 5.1). However, a trend towards an increase in PAX6 mRNA expression was detected in VCP-mutant ALS lines, when compared to control. Conversely, no significant difference was observed in mRNA expression levels of the dorsal-most dP1-3 marker OLIG3.
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Figure 5.1 Control and VCP-mutant ALS lines acquire dorsal progenitor marker expression

Bar plots depicting mRNA expression levels of the mid-neural tube domain marker - DBX2 (A), dorsal domain markers - PAX3, PAX6 and PAX7 (B, C, D), and dorsal dP1-3 domain marker - OLIG3 (E) in control and VCP-mutant ALS lines in day 18 NPCs patterned with RA only, as assessed by qPCR. Each sample was normalised over its GAPDH expression level and control and VCP-mutant lines were normalised against the mean of the control lines (as indicated on each graph). n=2 per cell line with 5 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction.

Quantitative immunocytochemistry (qICC) was next employed to further validate these findings. Interestingly, whilst qICC results for the dorsal domain marker PAX3 revealed similar levels of upregulation in the percentage of PAX3 positive NPCs in VCP lines at day 18, there was a small but significant increase when compared to control (~85% in control, ~87% in VCP lines) (Figure 5.2). Moreover, no significant difference was observed in the proportion of cells expressing NKX6.1 (~4% in control, ~3% in VCP lines) indicating little / no ventralisation of RA only treated NPCs (Figure 5.2). In order to further assess differences in dorsal domain specification, immunostaining for the dP1-3 dorsal domain marker OLIG3 was carried out. This revealed low expression levels of OLIG3 in day 18 NPCs in both control (~4%) and VCP (~3%) lines that were not statistically different (Figure 5.3). Taken together, these data suggest that RA only treated control and VCP day 18 NPCs achieve a similar dorsal neural tube progenitor domain identity.
Figure 5.2 Expression of PAX3 and NKX6.1 in control and VCP-mutant NPCs

(A) Representative immunocytochemistry images of the CTRL3 control line and VCP-mutant ALS line GLiA in day 18 NPCs patterned with RA only, using the cellular marker of dorsal neural tube progenitors - PAX3 and the ventral P3, pMN and P2 domain marker - NKX6.1. Scale bar set at 20 μm. (B) Bar plot representing quantitative immunocytochemistry data for the percentage of cells expressing PAX3 in control and VCP day 18 NPCs. n=2 across 5 different control and 4 VCP lines. (C) Bar plot representing quantitative immunocytochemistry analysis for the percentage of cells expressing PAX3 in control and VCP day 18 NPCs. n=2 per cell line with 5 independent control lines (CTRL1, 3-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per well, with error bars displayed as mean ± SEM. p values calculated using unpaired two-tailed t-test with Welch’s correction, *** represents p < 0.001.
Figure 5.3 Expression of dP1-3 neural tube marker OLIG3 in control and VCP NPCs

(A) Representative immunocytochemistry images of the CTRL5 control line and VCP-mutant ALS line CB1D in day 18 NPCs patterned with RA only, using the cellular marker of dorsal dP1-3 domain progenitors - OLIG3. Scale bar set at 20 μm. (B) Bar plot representing quantitative immunocytochemistry data for the percentage of cells expressing OLIG3 in control and VCP day 18 NPCs. n=2 per cell line with 5 independent control lines (CTRL1, 3-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per well, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction.

Next, control and VCP lines were assessed for upregulation of rostral-caudal and post-mitotic IN markers at day 25 following terminal differentiation for 7 days in CE. qPCR analysis for HOX markers delineating different spinal regions revealed no significant differences between control and VCP lines, indicating similar rostral-caudal axial identities (Figure 5.4). Furthermore, no significant difference was found in mRNA expression levels of β3-tubulin, suggesting that control and VCP lines achieve similar levels of neuronal fate specification (Figure 5.5A). Interestingly; however, a significant increase in mRNA expression of the dorsal post-mitotic markers LHX5 and LBX1 was observed in day 25 post-mitotic VCP-mutant populations, when compared to control (Figure 5.5B&C). This was further validated using qICC, where a significant increase in the proportion of neurons expressing LHX5 was observed in day 25 post-mitotic VCP-mutant lines (~59%), when compared to control (~39%) (Figure 5.6). Collectively, these data suggest that, whilst dorsal NPC fate specification is not altered with VCP mutation,
there is a significant enrichment of LHX5 subpopulations of dorsal INs in VCP-mutant ALS lines following terminal differentiation, when compared to control.

Figure 5.4 Axial identity of terminally differentiated dorsal interneurons in control and VCP lines

(A) Bar plot showing mRNA expression levels of a range of spinal cord-spanning HOX genes in control and VCP-mutant lines in day 25 RA only patterned post-mitotic neurons, as assessed using qPCR. Each sample was normalised over its own GAPDH level and further normalised against the average of controls. n=2 per cell line with 5 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Error bars displayed as mean ± SEM. p value assessed using unpaired two-tailed t-test with Welch’s correction.
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Figure 5.5 Upregulation of post-mitotic dorsal spinal cord markers in control and VCP dorsal populations

(A) Bar plots depicting mRNA expression levels of the pan-neuronal marker - β3-tubulin (A) and post-mitotic dorsal domain markers - LHX5 (B) and LBX1 (C) in control and VCP-mutant ALS lines at day 25 following patterning with RA only and 7 days of terminal differentiation in CE, as assessed by qPCR. Each sample was normalised over its GAPDH expression level and control and mutant lines were normalised against the mean of the control lines (as indicated on each graph). n=2 per cell line with 6 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction * represents P < 0.05.

Figure 5.6 Protocol for hiPSC-derived motor neurons and strategy for generating dorsal interneurons

(A) Representative immunocytochemistry images of the CTRL5 control line and VCP-mutant ALS line GLiA using the mid-dorsal neural tube domain marker - LHX5 in control and VCP-mutant ALS lines at day 25 following patterning with RA only and terminal differentiation for 7 days in CE. Scale bar set at 20 μm. (B) Quantitative immunocytochemistry for LHX5. n=2 per cell line with 5 independent control lines (CTRL1, 3-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per well, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, *** represents p < 0.001.
5.3.2 RNA binding protein mislocalisation in VCP-mutant motor neurons and interneurons

RBP mislocalisation from the nucleus to the cytoplasm is a key pathological feature of ALS and has been observed in numerous ALS models and post-mortem tissue. The main RBPs implicated in ALS include TDP-43 and FUS, with TDP-43 exhibiting additional cytoplasmic aggregation in 97% of all ALS cases (Neumann et al. 2006). Most recently it was shown that FUS (Tyzack et al. 2019; Harley & Patani. 2020) and TDP-43 (Hall et al. 2017; Harley & Patani. 2020) were mislocalised from the nucleus to the cytoplasm in a VCP model of ALS using the hiPSC-derived MN protocol described in Chapter 3. Separately, a comprehensive characterisation of RBP mislocalisation, including their unique responses to heat, osmotic and oxidative stress was further detailed by Harley et al (2020). In this study, a novel analysis pipeline was employed by defining a nuclear and perinuclear region, restricted by a cell mask (detailed in Methods section 2.4.2). The mean average intensity within this perinuclear region was employed as a representative measure of the neuronal soma and enabled the calculation of a nuclear-to-cytoplasmic ratio (N/C). It was subsequently observed that TDP-43 and FUS exhibit a predominantly nuclear localisation under basal conditions in hiPSC-derived MNs using the differentiation protocol described in Chapter 3 (Harley & Patani. 2020). Furthermore, this analysis pipeline also revealed that VCP-mutant hiPSC-derived MNs exhibit a decrease in TDP-43 and FUS N/C ratio (Harley & Patani. 2020).

Therefore, in order to assess cell type-specific vulnerability in ALS with regards to RBP mislocalisation in INs, the same experimental design and analysis pipeline was applied to populations of control and VCP-mutant hiPSC-derived INs, with MNs used as a positive control (Harley & Patani. 2020). N/C ratios were assessed in >10,000 INs and MNs. Consistent with previous findings, a significant decrease in N/C ratio for TDP-43 was observed in VCP-mutant MNs at day 24 timepoints, when compared to control (Figure 5.7A&B). In contrast, no significant difference in N/C ratio was observed for TDP-43 in IN cultures between VCP-mutant lines and controls (Figure 5.7C&D). Furthermore, FUS also displayed a similar pattern of N/C mislocalisation in MN cultures, with a significant decrease in N/C ratio in VCP-mutant MNs at day 24 timepoints, when compared to controls (Figure 5.8A&B). However, as with TDP-43 in day 24 INs, no
significant difference in FUS N/C mislocalisation was also observed in these populations. Taken together, these data further validate and confirm that RBP mislocalisation can be identified in this VCP-mutant hiPSC-derived MN model. Moreover, these findings demonstrate that RBP mislocalisation at this timepoint is a selective pathology intrinsic to MNs and were subsequently not observed as a pathological feature of hiPSC-derived INs. This highlights the potential for hiPSC-derived culture models to recapitulate features of cell type-specific vulnerability in vitro and could provide an important platform to study this hallmark in further mechanistic detail.

Figure 5.7 TDP-43 nuclear/cytoplasmic localisation in control and VCP motor neurons and interneurons

(A) Representative immunocytochemistry images of the CTRL3 control line and VCP-mutant ALS line GLiA using the cellular marker of TDP-43 in control and VCP MNs at day 24, following patterning in RA + SHH and terminal differentiation for 6 days in CE. Scale bar set at 20 μm. (B) Box and whisker plot representing quantitative immunocytochemistry cell-by-cell analysis of the nuclear/cytoplasmic ratio of TDP-43 in >10,000 neurons. (C) Representative immunocytochemistry images using the cellular marker of TDP-43 in control and VCP INs at day 24, following patterning in RA only and terminal differentiation for 6 days in CE. Scale bar set
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at 20 μm. (D) Box and whisker plot representing quantitative immunocytochemistry cell-by-cell analysis of the nuclear/cytoplasmic ratio of TDP-43 in >10,000 neurons. Data is plotted per well, with error bars displayed as mean ± minimum and maximum values. n=3 for MNs and INs, per cell line with 5 independent control lines (CTRL1, 3-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. p value calculated using unpaired two-tailed t-test with Welch’s correction, ** represents p < 0.01.

Figure 5.8 FUS nuclear/cytoplasmic localisation in control and VCP motor neurons and interneurons

Representative immunocytochemistry images of the CTRL1 control line and VCP-mutant ALS line GLiA using the cellular marker of FUS in control and VCP MNs at day 24, following patterning in RA + SHH and terminal differentiation for 6 days in CE. Scale bar set at 20 μm. (B) Box and whisker plot representing quantitative immunocytochemistry cell-by-cell analysis of the nuclear/cytoplasmic ratio of FUS in >10,000 neurons. (C) Representative immunocytochemistry images using the cellular marker of FUS in control and VCP INs at day 24, following patterning in RA only and terminal differentiation for 6 days in CE. Scale bar set at 20 μm. (D) Box and
whisker plot representing quantitative immunocytochemistry cell-by-cell analysis of the nuclear/cytoplasmic ratio of FUS in >10,000 neurons. Data is plotted per well, with error bars displayed as mean ± minimum and maximum values. n=3 for MNs and INs, per cell line with 5 independent control lines (CTRL1, 3-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. p value calculated using unpaired two-tailed t-test with Welch’s correction, *** represents p < 0.001.

5.3.3 Intron retention in VCP-mutant motor neurons and interneurons
As mentioned previously, a recent study highlighted an aberrant program of alternative splicing (AS), driven by the upregulation of IRTs in hiPSC-derived MNs detailed in Chapter 3 (Luisier et al. 2018). These AS defects were found to be a dominant feature of the splicing programme during early neural differentiation. Importantly, this wave of IR was observed to occur prematurely in hiPSC-derived VCP-mutant MNs (between day 7 and day 14 of the protocol). The most differentially regulated IRTs in VCP MNs were observed in SFPQ intron 9, FUS intron 6 and DDX39A intron 6 (all IRTs upregulated). Therefore, experiments were next carried out in order to i) assess the persistence of the increase IRT phenotype beyond early developmental timepoints, and ii) evaluate differences in IRT expression between MNs and INs as a potential cause of selective vulnerability. Subsequently, SFPQ intron 9, FUS intron 6 and DDX39A intron 6 IRTs were assessed in day 7 cultures, day 18 IN and MN NPCs - representing the end of patterning, and day 25 post-mitotic INs and MNs. It should be noted that, since the protocols diverge from day 7 onwards, INs and MNs were assessed separately at day 18 NPC and day 25 timepoints only.

qPCR analysis for SFPQ IRTs within intron 9 at day 7 timepoints revealed similar findings to those seen in the original study (Luisier et al. 2018); with a significant increase in IRT observed in VCP-mutant lines, when compared to controls (Figure 5.9A). In addition, a significant decrease in spliced transcript levels was found in VCP lines, coinciding with a decrease in total SFPQ levels, when compared to controls (Figure 5.9B&C). A separate analysis was also carried out, assessing the ratio of IRT/spliced transcript in order to eliminate confounding variables such as changes in total gene or spliced transcript expression levels, that could affect measures of IRT. Subsequent analysis revealed a significant increase in SFPQ IRT/spliced transcript ratio further
validating previous findings (Figure 5.9D). Next, FUS intron 6 IRTs were assessed at day 7 timepoints, revealing a significant increase in VCP-mutant lines, when compared to controls and confirming previous findings (Figure 5.10A) (Luisier et al. 2018). This coincided with a trend towards a decrease in spliced transcript levels and a significant decrease in total FUS levels in VCP-mutant lines, when compared to controls (Figure 5.10B&C). However, adjusting for these variables, a significant increase in FUS IRT/spliced transcript ratio was observed in VCP lines, supporting findings of increased FUS intron 6 IRT levels in VCP-mutant ALS lines (Figure 5.10D). Assessment of IRTs in intron 6 of DDX39A yielded similar results; however, only a trend towards an increase in IRT was observed in VCP lines (Figure 5.11A). Additionally, no change in spliced transcript levels was found, along with a trend towards a decrease in total DDX39A transcript (Figure 5.11B&C). Interestingly, a significant increase in DDX39A IRT/spliced ratio was found in VCP lines, when compared to control suggesting an increase in IRTs in intron 6 of DDX39A (Figure 5.11D). Taken together, these data support the original findings identified by Luisier et al (2018) of early aberrant IRTs in SFPQ and DDX39A in neutrally induced VCP-mutant hiPSC-derived cultures.
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Figure 5.9 SFPQ intron retention in day 7 neuroepithelial cells

Bar plots quantifying mRNA expression levels of (A) SFPQ intron 9 retained transcript normalised over constitutive SFPQ expression and additionally to the average of controls. (B) SFPQ intron 9 spliced transcript normalised to constitutive SFPQ expression and to the average of controls. (C) Total SFPQ expression normalised to GAPDH and to the average of controls in day 7 neuroepithelial cells from control and VCP-mutant lines, as assessed by qPCR. (D) Bar plot depicting mRNA expression ratio of SFPQ intron 9 retained transcript over SFPQ spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. n=2 per cell line with 6 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, * represents p < 0.05 and ** p < 0.01.
Figure 5.10 FUS intron retention in day 7 neuroepithelial cells

Bar plots quantifying mRNA expression levels of (A) FUS intron 6/7 retained transcript normalised over constitutive FUS expression and additionally to the average of controls. (B) SFPQ intron 6/7 spliced transcript normalised to constitutive FUS expression and to the average of controls. (C) Total FUS expression normalised to GAPDH and to the average of controls in day 7 neuroepithelial cells from control and VCP-mutant lines, as assessed by qPCR. (D) Bar plot depicting mRNA expression ratio of FUS intron 6/7 retained transcript and FUS spliced transcript (both normalised over their GAPDH expression) and normalised to control lines. n=2 per cell line with 6 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, * represents p < 0.05 and ** p < 0.01.
Figure 5.11 DDX39A intron retention in day 7 neuroepithelial cells

Bar plots quantifying mRNA expression levels of (A) DDX39A intron 6 retained transcript normalised over constitutive DDX39A expression and additionally to the average of controls. (B) DDX39A intron 6 spliced transcript normalised to constitutive DDX39A expression and to the average of controls. (C) Total DDX39A expression normalised to GAPDH and to the average of controls in day 7 neuroepithelial cells from control and VCP-mutant lines, as assessed by qPCR. (D) Bar plot depicting mRNA expression ratio of DDX39A intron 6 retained transcript and DDX39A spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. n=3 per cell line with 6 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction, * represents p < 0.05.

Whilst the findings of the original study specified the aberrant program of AS between days 7 and 14, the end of patterning for IN and MN NPCs is at day 18, whereby NPCs are then terminally differentiate into neurons. Therefore, the same experimental paradigm
and analysis pipeline were applied to day 18 IN and MN NPC cultures, whereby the full course of NPC fate specification has taken place and ventral and dorsal NPCs fully characterised (see Chapters 3 and 4). In contrast to observations on day 7, day 18 IN NPCs displayed a seemingly reversed SFPQ IR profile. This included a trend towards a decrease in SFPQ intron 9 IRT, coinciding with an increase in spliced transcript and total SFPQ gene expression in VCP lines, when compared to controls (Figure 5.12A-C). Additionally, the IR/spliced transcript ratio was significantly decreased in VCP lines, when compared to controls (Figure 5.12D). Interestingly, the differences seen in day 18 IN NPCs appeared to be mirrored in day 18 MN NPCs with trends towards a difference in VCP and control lines, including a decrease in IR levels, increased spliced transcript expression, increased total SFPQ levels and IR/spliced transcript ratio (Figure 5.12E-H). However, these trends failed to reach significance. This could suggest some form of compensatory measure, following the earlier AS aberrancies. A similar pattern was also observed for FUS intron 6 IRT splicing events in day 18 IN NPCs. However, only a trend towards a decrease in FUS IRT was detected in VCP lines compared to control, along with no significant differences in spliced transcript, total FUS mRNA expression levels, and only a trend towards a decrease in FUS IRT/spliced ratio (Figure 5.13A-D). This was mirrored in day 18 MNs, which also displayed insignificant differences between VCP and control lines (Figure 5.13E-H). Assessment of DDX39A IRTs at day 18 NPC timepoints revealed a much ‘dampened’ response, with no significant differences between control and VCP lines in both INs and MNs and across all mRNA expression levels and ratios (Figure 5.11). This suggests that aberrant IRTs in DDX39A intron 6 appeared to normalise by day 18 NPC timepoints in both INs and MNs.
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Figure 5.12 SFPQ intron retention in day 18 motor neuron and interneuron NPCs

Bar plots quantifying day 18 IN NPC mRNA expression levels of (A) SFPQ intron 9 retained transcript normalised over constitutive SFPQ expression and additionally to the average of controls. (B) SFPQ intron 9 spliced transcript normalised to constitutive SFPQ expression and to the average of controls. (C) Total SFPQ expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (D) Bar plot depicting day 18 IN NPC mRNA expression ratio of SFPQ intron 9 retained transcript and SFPQ spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. Bar graphs quantifying day 18 MN NPC mRNA expression levels of (E) SFPQ intron 9 retained transcript normalised over constitutive SFPQ expression and additionally to the average of controls. (F) SFPQ intron 9 spliced transcript normalised to constitutive SFPQ expression and to the average of controls. (G) Total SFPQ expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (H) Bar plot depicting day 18 MN NPC mRNA expression ratio of SFPQ intron 9 retained transcript and SFPQ spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. n=2 per cell line with 6 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction * represents p < 0.05.
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Figure 5.13 FUS intron retention in day 18 motor neuron and interneuron NPCs

Bar plots quantifying day 18 IN NPC mRNA expression levels of (A) FUS intron 6/7 retained transcript normalised over constitutive FUS expression and additionally to the average of controls. (B) FUS intron 6/7 spliced transcript normalised to constitutive FUS expression and to the average of controls. (C) Total FUS expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (D) Bar plot depicting day 18 IN NPC mRNA expression ratio of FUS intron 6/7 retained transcript and FUS spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. Bar graphs quantifying day 18 MN NPC mRNA expression levels of (E) FUS intron 6/7 retained transcript normalised over constitutive FUS expression and additionally to the average of controls. (F) FUS intron 6/7 spliced transcript normalised to constitutive FUS expression and to the average of controls. (G) Total FUS expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (H) Bar plot depicting day 18 MN NPC mRNA expression ratio of FUS intron 6/7 retained transcript and FUS normally spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. n=2 per cell line with 6 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction.
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Figure 5.14 DDX39A intron retention in day 18 motor neuron and interneuron NPCs

Bar plots quantifying day 18 IN NPC mRNA expression levels of (A) DDX39A intron 6 retained transcript normalised over constitutive DDX39A expression and additionally to the average of controls. (B) DDX39A intron 6 spliced transcript normalised to constitutive DDX39A expression and to the average of controls. (C) Total DDX39A expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (D) Bar plot depicting day 18 IN NPC mRNA expression ratio of DDX39A intron 6 retained transcript and DDX39A normally spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. Bar graphs quantifying day 18 MN precursor mRNA expression levels of (E) DDX39A intron 6 retained transcript normalised over constitutive DDX39A expression and additionally to the average of controls. (F) DDX39A intron 6 spliced transcript normalised to constitutive DDX39A expression and to the average of controls. (G) Total DDX39A expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (H) Bar plot depicting day 18 MN NPC mRNA expression ratio of DDX39A intron 6 retained transcript and DDX39A normally spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. n=2 per cell line with 6 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction.

In order to assess the temporal manifestation of aberrant SFPQ, FUS and DDX39A IRTs and their persistence beyond embryonic timepoints, day 25 samples were assessed in INs and MNs following 7 days of terminal differentiation in CE. Following on from the mostly insignificant changes in aberrant IRTs observed at day 18 NPC stage in INs and MNs, a similar pattern was observed at day 25 timepoints in both MNs and INs. Indeed, no significant difference was observed in SFPQ intron 9 IRTs in INs or normally spliced transcript, coinciding with no change in total SFPQ or IR/spliced ratio (Figure 5.15A-D). Similar findings were also observed for day 25 MNs (Figure 5.15E-H). In addition, no significant difference in FUS intron 6 IRT was detected in INs between VCP-mutant and control lines at day 25 timepoints, coinciding with spliced and total FUS transcript levels and IR/spliced ratio, which were also not statistically different (Figure 5.16A-D). Interestingly; however, a significant decrease in FUS intron 6 IRT was observed in VCP...
MNs, when compared to control (Figure 5.16E). Whilst no significant difference was detected in spliced or total FUS expression levels, a trend towards a decrease was observed in IRT/spliced ratio in VCP lines, when compared to control (Figure 5.16F-H). Assessment of DDX39A intron 6 IRTs revealed insignificant differences in IRT, normally spliced and total DDX39A transcript levels, coinciding with no differences in IR/spliced ratio in both INs (Figure 5.13A-D) and MNs (Figure 5.13E-H). Interestingly, however, there was a trend towards an increase in DDX39A intron 6 IRT in INs at day 25, including measures by IR/spliced ratio (Figure 5.13A&D). Conversely, MNs at day 25 displayed an opposite trend towards a decrease in DDX39A intron 6 retention, also seen in the IR/spliced ratio. However, these data were not statistically significant.
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Figure 5.15 SFPQ intron retention in day 25 motor neurons and interneurons

Bar plots quantifying day 25 post-mitotic IN mRNA expression levels of (A) SFPQ intron 9 retained transcript normalised over constitutive SFPQ expression and additionally to the average of controls. (B) SFPQ intron 9 spliced transcript normalised to constitutive SFPQ expression and to the average of controls. (C) Total SFPQ expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (D) Bar plot depicting day 25 post-mitotic IN mRNA expression ratio of SFPQ intron 9 retained transcript and SFPQ normally spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. Bar graphs quantifying day 25 post-mitotic MN mRNA expression levels of (E) SFPQ intron 9 retained transcript normalised over constitutive SFPQ expression and additionally to the average of controls. (F) SFPQ intron 9 spliced transcript normalised to constitutive SFPQ expression and to the average of controls. (G) Total SFPQ expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (H) Bar plot depicting day 25 post-mitotic MN mRNA expression ratio of SFPQ intron 9 retained transcript and SFPQ normally spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. n=2 per cell line with 6 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction.
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Figure 5.16 FUS intron retention in day 25 motor neurons and interneurons

Bar plots quantifying day 25 post-mitotic IN mRNA expression levels of (A) FUS intron 6/7 retained transcript normalised over constitutive FUS expression and additionally to the average of controls. (B) FUS intron 6/7 spliced transcript normalised to constitutive FUS expression and to the average of controls. (C) Total FUS expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (D) Bar plot depicting day 25 post-mitotic IN mRNA expression ratio of FUS intron 6/7 retained transcript and FUS normally spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. Bar graphs quantifying day 25 post-mitotic MN mRNA expression levels of (E) FUS intron 6/7 retained transcript normalised over constitutive FUS expression and additionally to the average of controls. (F) FUS intron 6/7 spliced transcript normalised to constitutive FUS expression and to the average of controls. (G) Total FUS expression normalised to GAPDH and to the average of controls, in VCP-mutant lines compared to controls, as assessed by qPCR. (H) Bar plot depicting day 25 post-mitotic MN mRNA expression ratio of FUS intron 6/7 retained transcript and FUS normally spliced transcript (both normalised over their GAPDH expression) and normalised to control lines, as indicated on each graph. n=3 per cell line with 3-6 independent control lines (CTRL1-6) and 4 VCP-mutant cell lines (GLiA, GLiB, CB1D, CB1E) used. Data is plotted per line, with error bars displayed as mean ± SEM. p value calculated using unpaired two-tailed t-test with Welch’s correction.
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5.4 Discussion

The specification of hiPSC-derived spinal cord neurons from distinct regions of the neural tube has clear utility as a powerful model for elucidating mechanisms of cell type-specific vulnerability in disease (Pandya & Patani. 2020). This is particularly relevant to ALS where pathology manifests in a seemingly focal manner in the spinal cord, with pMN domain MNs exhibiting progressive loss throughout the disease timecourse (Brown & Al-Chalabi. 2017). In contrast, cell types situated in adjacent and further dorsal regions, of which INs comprise the majority, are not thought to be affected until late-stages of disease (Stephens et al. 2006; Hoissaini et al. 2011). However, the roles of alternate cell types in the pathogenesis of ALS are becoming increasingly scrutinised. Indeed, the results of this Chapter demonstrate an intriguing difference in the specification of dorsal subtypes of INs in VCP-mutant ALS lines. Furthermore, aberrant AS programs present...
in VCP-mutant MNs during neurogenesis, were found not to manifest beyond these early timepoints in MNs and INs, suggesting that this could indeed be a pathological feature during early embryonic development. However, it should be noted that increased SFPQ intron 9 IRT has been observed in later post-mitotic timepoints using independent RNAseq datasets on hiPSC-derived SOD1 and FUS-mutant MNs and also in ALS post-mortem tissue, indicated additional nuance and complexity (Luisier et al. 2018; Hogan et al. 2020). Finally, hiPSC-derived dorsal INs were not found to exhibit RBP mislocalisation from the nucleus to the cytoplasm, an ALS pathology that was observed in striking contrast to VCP-mutant hiPSC-derived MNs.

**5.4.1 Specification of dorsal interneurons in VCP lines**

Experiments to address VCP mutation-specific changes in dorsal IN specification from hiPSCs (see Chapter 4) were first undertaken. This revealed no difference in the generation of dorsal precursors between control and VCP lines, with similar proportions of OLG3 and PAX3 expressing NPCs, indicating similar dorsal progenitor fate specification. Additionally, there were negligible levels of NKX6.1 positive NPCs in VCP-mutant and control lines demonstrating little / no ventralisation of NPCs. Interestingly, a trend towards an increase in PAX6 expression was observed by qPCR in VCP-mutant NPCs, when compared to control. PAX6 has a gradient of expression within the neural tube, with highest levels found in the dP4-6 and P0 domains. Furthermore, assessment at day 25 timepoints following 7 days of terminal differentiation in CE revealed a significant upregulation in the number of LHX5 positive neurons in VCP-mutant lines, when compared to controls; with a coincidental increase in LBX1 mRNA expression. LHX5 has an expression profile similar to PAX6, being expressed by dP4, dP6 and P0 domain NPCs but absent from dP5 NPCs. This; in itself, is an intriguing observation, particularly when considering that no differences was observed in the specification of post-mitotic MNs (both >85%) between control and VCP-mutant lines (Hall et al. 2017; Luisier et al. 2018). Indeed, these data highlight a potential defect in IN subtype specification, or a compensatory change in specification towards an IN subtype/s less vulnerable to ALS pathology (noting that hiPSC-derived INs did not display RBP mislocalisation). Although more experiments are needed to characterise this difference, one could speculate at a dysregulation in the generation of dP5 domain NPCs in VCP-mutant lines. dI5 INs are known to be involved in somatosensory relay of itch, touch and
pain in particular (Abraira et al. 2017; Duan et al. 2014; Bourane et al. 2015). Further disruption of IN circuitry during development could have a detrimental effect on MNs, altering motor output and even MN excitability, as demonstrated in SOD1 G93A mice (Allodi et al. 2020). Moreover, LHX5 expression in the dorsal neural tube delineates INs of dI4 and dI6 identity (Alaynick et al. 2011; Lai et al. 2016). Whilst INs with dI4 domain identity convey somatosensory pain, touch, itch and temperature sensations, dI6 INs comprise GABAergic inhibitory commissural with direct synaptic contact onto ventral MNs (Gross et al. 2002; Glasgow et al. 2005; Pillai et al. 2007; Goulding et al. 2009). As a result, dI6 INs have roles relating to the maintenance of left-right alternation, similar to the juxtaposed V0 INs that also comprise Renshaw cells. There is little / no literature citing a role of VCP in the development of neural tube subtypes, or any role involving spinal cord domain specification. However, one could speculate that, should a difference in constituent spinal cord INs be present in VCP-mutant ALS patients, this could directly impact MN output, particularly in dI6 IN subtypes that innervate ventral MNs. An important factor to consider is that this phenotypic observation in IN subtype specification may not be caused by the ALS-related VCP mutations, but as a result of genetic background differences between lines. Therefore, in order to address this, a set of isogenic knock-in lines has been generated with a R191Q VCP point mutation inserted. Employment of these lines would enable a direct genotype-phenotype link, thereby providing evidence for causality.

5.4.2 RBP mislocalisation in interneurons and motor neurons

Whilst ALS is widely considered a heterogeneous disorder with a range of multifactorial pathologies, many causative ALS mutations have been identified in genes encoding RBPs (Mejzini et al. 2019). Subsequent studies have detailed changes in RNA metabolism, cytoplasmic mislocalisation, dysfunction in stress granule dynamics and increased propensity for aggregation in RBPs. As such, RBPs are a key research focus aimed at both elucidating ALS-related neurodegenerative mechanisms and providing tractable targets for therapeutic intervention (Xue et al. 2020). RBP mislocalisation from the nucleus to the cytoplasm has been described as a key pathological hallmark of ALS. Indeed, many RBPs are mislocalised in ALS including TDP-43, FUS and SFPQ (Neumann et al. 2006; Vance et al. 2009; Hall et al 2017; Luisier et al. 2018; Tyzack et al. 2019). Most of these RBPs share common properties, not only in their ability to bind
to RNA, they also possess an intrinsically disordered low complexity domain that underpins their ability to associate with stress granules (Jain et al. 2016; Monahan et al. 2016). Importantly, in the presence of ALS-causing mutations, these RBPs undergo increased cytoplasmic mislocalisation and an increased propensity for fibrillar aggregation, coinciding with dysregulation of stress granule dynamics. The ability to model this in hiPSC-derived cultures represents a unique opportunity to interrogate the mechanisms underpinning these pathologies. Moreover, the incorporation of alternative cell types with altered pathological state in ALS-mutant lines, could be crucial in elucidating ALS-related pathomechanisms.

TDP-43 is a highly conserved and ubiquitously expressed DNA and RNA binding protein encoded by the TARDBP gene and is predominantly localised in the nucleus (Suk & Rosseaux. 2020). Importantly, TDP-43 pathology, in the form of mislocalisation from the nucleus and subsequent formation of cytoplasmic inclusions, provides a crucial link between sporadic and familial ALS (Neumann et al. 2006). Indeed, it is thought that 97% of all ALS patients present with TDP-43 pathology including VCP, but SOD1- and FUS-mutant ALS cases being notable exceptions (Arai et al. 2006; Neumann et al. 2006). Interestingly, TDP-43 pathology is not restricted to ALS; with mutations in the TARDBP gene also being linked to fronto-temporal lobar dementia (FTLD) where 45% of FTLD cases present with TDP-43 pathology (Arai et al. 2006; Neumann et al. 2006; Le et al. 2016). Recently, a study in this laboratory demonstrated that hiPSC-derived VCP-mutant MNs exhibited TDP-43 mislocalisation (but not aggregation) amongst a host of additional ALS-related pathologies (Hall et al. 2017). In itself, this study provides important evidence for the validity of hiPSCs to model neurodegenerative diseases and ALS. However, regarding TDP-43 pathology, these experiments were carried out in MNs at early stages representing immature cultures. Therefore, TDP-43 N/C mislocalisation was assessed in this hiPSC-derived MN model at a later and more mature stage in MNs, with dorsal INs additionally evaluated. Moreover, a robust analysis pipeline was employed using sensitive automated cell-by-cell analysis in >10,000 cells (Harley & Patani. 2020). Interestingly, this revealed a significant nuclear displacement of TDP-43 into the cytoplasm in VCP-mutant MNs, when compared to controls. This finding is in alignment with a study by Harley & Patani. (2020) and highlights the ability of this VCP-mutant hiPSC model to recapitulate a key pathological hallmark of ALS. Perhaps more
interesting, however, were observations that this phenotype was not replicated in VCP-mutant INs that displayed no difference in N/C ratio. These findings suggest that hiPSC-derived MNs may have an intrinsic susceptibility to TDP-43 mislocalisation that is not encountered in other cell types within the same spinal cord region. This strongly highlights the utility of hiPSCs to model neuronal subtype-specific vulnerability. There is some debate as to whether TDP-43 nuclear loss or gain of toxic cytoplasmic function accounts for the dominant pathomechanisms involved in ALS (Suk & Rousseaux, 2020). Some studies have suggested that the loss of TDP-43 in the nucleus dramatically impairs its role in mRNA maturation, alternative splicing, transport and DNA damage (Buratti et al. 2008; Tollervey et al. 2011; Polymenidou et al. 2011; Fallini et al. 2012; Amlie-Wolf et al. 2015; Melamed et al. 2019; Chu et al. 2019). Other studies have hypothesised that the involvement of TDP-43 as a primary component of polyubiquitinated and hyperphosphorylated cytoplasmic aggregates results in the production of stress granules, actively blocking normal cellular processes (Arai et al. 2006; Neumann et al. 2006; Gasset-Rosa et al. 2019; Mann et al. 2019). However, it should be noted that ALS pathogenesis can occur in the absence of stress granule formation (Mann et al. 2019; Gasset-Rosa et al. 2019). Instead, this could rely upon a shift towards an irreversible change in liquid-liquid phase separation (LLPS) and a subsequent fibrillar and highly aggregative state (Patani. 2020). Interestingly, ALS-causing TARDBP mutations often lead to a baseline elevation in TDP-43 mislocalisation to the cytoplasm and this has been hypothesised to drive early pathology (Suk & Rosseaux. 2020). This is potentially the case in ‘young’ hiPSC-derived MNs where early mislocalisation leads to more pronounced pathologies as the MNs age.

In contrast to TDP-43, FUS mislocalisation is a recognised pathology of FUS-mutant ALS, where it also forms cytoplasmic inclusions (Vance et al. 2009; Kwiatkowski et al. 2009). Interestingly, these FUS cytoplasmic inclusions do not manifest in other genetic forms of ALS. This, coupled with observations that ALS-causing mutations in FUS do not exhibit TDP-43 proteinopathy, presents a confusing picture of ALS-FUS pathology and its respective heterogeneity (Mackenzie et al. 2007). 60% of FUS-mutant ALS cases are classified as early-onset, and this accounts for around 35% of all early-onset ALS cases (<40 years of age) (Yan et al. 2010; Huang et al. 2010; Shang and Huang. 2016). Indeed, FUS-mutant ALS is associated with a particularly unique and aggressive
progression, especially in juvenile cases (Zou et al. 2015). Interestingly, a reduced N/C ratio of FUS was identified in a recent study from this laboratory using hiPSC-derived VCP-mutant ALS lines (Tyzack et al. 2019). However, these experiments were carried out in pMN domain NPCs and therefore were not characterised in more mature hiPSC-derived MNs and never in hiPSC-derived INs. A separate study assessed FUS mislocalisation at later MN timepoints, revealing a reduced N/C ratio, resulting from a loss of nuclear FUS and gain of cytoplasmic FUS (Harley & Patani. 2020; Harley et al. 2020). Subsequently, the localisation and N/C ratio of FUS was assessed in hiPSC-derived MNs and INs at a similar timepoint. As expected, FUS exhibited a predominantly nuclear localisation in control lines of both MNs and INs. However, the N/C ratio was significantly decreased in hiPSC-derived MNs in VCP-mutant ALS lines, suggesting a nuclear loss of FUS into the cytoplasm. Similar to TDP-43, hiPSC-derived INs did not display a FUS mislocalisation phenotype, further highlighting this hallmark as a selective vulnerability of MNs. MN-specific FUS mislocalisation has also been demonstrated in a recent study using VCP-mutant hiPSC-derived MN precursors, VCP-mutant and sporadic transgenic mouse models and post-mortem tissue from sporadic ALS cases (Tyzack et al. 2019). Here, FUS was not observed to form cytoplasmic inclusions, nor was FUS incorporated into TDP-43 aggregates. This unique feature of FUS-mutant ALS where FUS associates with cytoplasmic inclusions could relate to observations that mutations primarily occur in the nuclear localisation signal (NLS) region of FUS (Dormann et al. 2010; 2012; Dormann & Haas. 2013). This was demonstrated to significantly reduce its capacity to interact with the nuclear transport receptor transportin-1, but could also potentially increase its aggregation properties in the cytoplasm. FUS mislocalisation and aggregation have also been observed to be a heterogenous phenotype across post-mortem tissue from FUS-mutant ALS patients, potentially indicating some level of progression (Marrone et al. 2019). This was linked to an overall reduction in other RBPs such as hnRNPA1 and hnRNPA2B1, implicating significant additional effects on the RBPome.

5.4.3 Intron retention during interneuron and motor neuron specification

As mentioned previously, Luisier et al (2018) observed an early program of AS during pMN domain precursor specification using the MN protocol described in Chapter 3. It
was subsequently revealed that this program of AS, predominantly manifesting through
IR, occurred prematurely in VCP-mutant lines (between day 7 and 14). SFPQ intron 9, FUS intron 6 and DDX39A intron 6 IR were found to be the most significantly
differentially regulated IRTs (increased in VCP-mutant lines), and this coincided with the
mislocalisation of SFPQ protein from the nucleus to the cytoplasm. Interestingly, the
SFPQ protein was also demonstrated to bind to its own IRT and this was hypothesised to
result in this mislocalisation of SFPQ protein to the cytoplasm. Indeed, additional
research in a separate study demonstrated a compartment-specific accumulation of IRTs
in the cytoplasm in VCP lines where they displayed increased binding affinities for RBPs
such as TDP-43, SFPQ and FUS (Tyzack et al. 2021). Taken together, these data present
a tractable model whereby an increase in IRTs in SFPQ, DDX39A and FUS mRNA; bind
and sequester ALS-related RBPs such as TDP-43, SFPQ and FUS resulting in their
mislocalisation from the nucleus to the cytoplasm. This in turn leads to nuclear RNA
splicing dysregulation and altered cytoplasmic function, but the question of primacy is
unresolved. Whilst these studies present a well-supported model for early aberrant
splicing and RBP mislocalisation, ALS is a disease of aging. Therefore, an important
question can be raised as to whether this phenotype is restricted to developmental stages,
or do these IRTs persist through later timepoints? Furthermore, is this phenotype common
to all cell types during development? And if so, how does this cause differential
vulnerability in MNs? In order to begin to address some of these questions, IRTs in SFPQ
intron 9, FUS intron 6 and DDX39A intron 6 were assessed at later developmental
timepoints. This included day 7 neuroepithelial cells, representing a positive control since
this timepoint was identified as the earliest at which differential IRTs manifested in VCP-
mutant lines (Luisier et al. 2018). Day 18 NPC timepoints were also assessed;
representing the end of patterning and the timepoint characterised for dorsal IN and
ventral MN NPC specification (see Chapters 3 & 4). Lastly, day 25 timepoints were
evaluated as a measure of post-mitotic INs and MNs.

As expected, a significant increase in IRTs was found with VCP mutation in SFPQ intron
9, FUS intron 6 and DDX39A intron 6 at day 7 timepoints in VCP lines, when compared
to control lines and consistent with previous studies (Luisier et al. 2018; Tyzack et al.
2020). Interestingly, at day 18 NPC timepoints, VCP-mutant IN NPCs demonstrated a
significant reduction in SFPQ intron 9 IRT/splice ratio and in contrast to day 18 MN
NPCs that showed no difference between VCP and control. This is an intriguing finding, potentially highlighting some form of compensatory mechanism for early aberrant SFPQ IRTs in VCP-mutant INs that does not occur in VCP-mutant MNs. However, day 18 VCP-mutant IN NPCs displayed only a trend towards a decrease in FUS intron 6 IRT, and DDX39A intron 6 IR was not statistically different in VCP-mutant IN NPCs compared to controls. This makes it difficult to speculate as to whether this is a genuine difference or an artefact. Analysis at day 25 post-mitotic timepoints revealed a uniform ‘normalisation’ of IRT levels with no significant differences detected with VCP-mutation in SFPQ or DDX39A IRTs, when compared to controls. Interestingly, a significant decrease in FUS intron 6 IRT was detected in VCP-mutant MNs. However, this difference was insignificant when measured by IRT/spliced transcript ratio. Taken together, these data suggest that VCP-mediated widespread aberrant IRT manifests during developmental timepoints and more specifically during early pMN domain NPC fate specification. It is interesting to note that day 7 neuroepithelial cells, representing a shared timepoint between hiPSC-derived MNs and INs, demonstrate a clear increase in SFPQ intron 9, FUS intron 6 and DDX39A intron 6 IRTs. However, this does not persist at day 18 or 25 timepoints. This also raises questions as to the role of IRTs in later-stage disease, since a number of studies have implicated aberrant IR in mature cultures/models (Tyzack et al. 2018; Adusumalli et al. 2019; Hogan et al. 2020). Indeed, increased IRTs were demonstrated as a key feature of SOD1 and FUS-mutant ALS in terminally differentiated MNs, VCP-mutant fibroblasts and in the motor cortices of sporadic ALS, AD and in aged patient post-mortem tissue (Tyzack et al. 2018; Adusumalli et al. 2019; Hogan et al. 2020). This suggests some temporal heterogeneity within the IR phenotype in ALS, potentially reflecting a more complex nature with mutation or stress-related factors at play. Indeed, the role of IRTs in late-stage disease could be influenced by other stressors, resulting in a dynamic process of IRTs throughout the timecourse of ALS pathogenesis. It should also be noted that the model system incorporated in this Chapter represents only a snapshot of a highly dynamic process and may not present the full picture. This could be further confounded by the heterogeneous presentation of ALS, with only a portion of neurons exhibiting pathological hallmarks of the disease. Moreover, imbalances in compartment-specific localisation of these IRTs were not assessed. Since this was demonstrated to be a key feature of these IRTs and leading to RBP mislocalisation, this
could provide essential information that is lacking in whole-cell experiments such as those performed in this chapter (Tyzack et al. 2021). Furthermore, a recent study on hiPSC-derived astrocytes revealed clear differences in IRT levels, when compared to hiPSC-derived MNs and in ALS-mutant lines (Ziff et al. 2021). Indeed, reduced nuclear IRT levels in ALS-mutant astrocytes was linked to increased translation and overall expression of a number of proteins involved in nonsense mediated decay and a reactive transformation of astrocytes. Taken together, this reveals key differential mechanisms of AS between cell types, resulting in a disease-related reactive transformation of hiPSC-derived astrocytes. Therefore, it is of increasing importance to analyse these phenotypes for their contribution to cell type-specific vulnerability in ALS.

5.5 Summary and conclusions

The mechanisms underlying the specific degeneration of MNs in ALS are largely unknown. How a specific domain of the spinal cord is targeted in ALS, resulting in severe and progressive pathology, ultimately leading to cell death in pMN domain MN populations, poses an important question to answer. This is further complicated by observations that MNs themselves exhibit a level of subtype selective vulnerability, with FF MNs innervating voluntary muscles more readily and earlier-affected than slower motor units in ALS (Kanning et al. 2009; Nijssen et al. 2017). A number of theories have been hypothesised, attempting to explain this intriguing phenomenon (reviewed by Ragagnin et al. 2019). The results of this study were based on the detailed and robust characterisation of populations of hiPSC-derived MNs and INs detailed in Chapter 3 and 4, respectively. These protocols were employed and characterised using VCP-mutant ALS lines and in order to assess ALS-related pathologies in hiPSC-derived MNs and INs. Taken together, these data provide a crucial platform for modelling cell type-specific vulnerability in ALS, with key pathological hallmarks recapitulated in hiPSC-derived MNs, but not in hiPSC-derived INs. Overall, these findings demonstrate that:

1. There is a VCP-mediated increase in the specification of LHX5 positive IN populations, revealing potential differences in neural tube dorsal fate specification.
2. Ventral MNs, but not dorsal INs, present key pathological hallmarks of ALS in RBP mislocalisation of TDP-43 and FUS following terminal differentiation.

3. Aberrant IRTs previously identified in SFPQ, FUS and DDX39A at early hiPSC-derived timepoints, are not altered in MNs or INs at later stages in development.
Chapter 6. General Discussion

The overarching aims of this thesis were to explore hiPSC-derived directed differentiation strategies in order to generate clinically relevant cell types and accurately model spinal cord cell type-specific vulnerability. The spinal cord is a complex structure, containing heterogeneous populations of cells involved in a range of functions (Lu et al. 2015; Lai et al. 2016). Whilst ALS aggressively targets MNs that emanate from one domain of the spinal cord; the pMN domain, other cell types generated from juxtaposed or more dorsal regions appear to be relatively unaffected until late-stage disease (Ragagnin et al. 2019; Pandya & Patani. 2020). Interestingly, recent studies have indicated the presence of cell-autonomous and non-cell-autonomous mechanisms of degeneration in alternate spinal cell types, which contribute to MN degeneration in ALS (Hall et al. 2017; Ziff et al. 2021). Therefore, identifying the full spectrum of ALS pathogenesis and the relevant cell types involved, in addition to elucidating mechanisms of non-cell-autonomous toxicity, would be crucial for ALS research. This would not only improve our understanding of ALS, but also provide new potential therapeutic targets.

As such, modelling ALS in a patient-derived hiPSC culture system provides significant benefits when used in combination with transgenic mouse models and post-mortem tissue. hiPSCs provide a more relevant model system, being derived from human patients and are therefore genotypically identical, avoiding the need for artificial overexpression, knockdown or knock out. However, one limitation of using hiPSCs to model disease stems from the ontogeny-driven differentiation protocols themselves. Whilst many protocols exist for deriving a range of cell types; protocols are often limited by low yields of desired target populations, mixed cultures and a lack of deeper characterisation/phenotyping. Indeed, many hiPSC-derived differentiation strategies employ general markers for cell types, with further characterisation often revealing greater complexity and a larger array of sub-populations present (Thiry et al. 2020). With regards to modelling ALS using hiPSCs, this is important as any ‘contamination’ of cultures, leading to lower enrichment could dilute the sensitivity of any assay to identify a particular phenotype. Indeed, selective vulnerability is also observed in spinal MNs themselves. Therefore, whilst spinal MNs are all derived from a common progenitor pool, there is a large amount of MN subtype diversity following differentiation. This is
exemplified by the taxonomy of MNs by motor column, motor pool, innervating targets and molecular expression profile. This presents an important feature to investigate further. Subsequently, ontogeny-driven differentiation protocols work ‘hand-in-hand’ with our understanding of developmental biology and are closely aligned. Key developmental insights can be harnessed from hiPSC-derived protocols and vice versa.

Against this background, it is widely known that large diameter FF alpha MNs are the most susceptible lower MN subtype in ALS (Kanning et al. 2010; Swinnen & Robberecht. 2014). Almost 75% of spinal onset ALS patients present with focal onset in the limbs, exhibiting respective limb weakness and atrophy (Brown & Al-Chalabi. 2017). As a result, limb-innervating MNs within the LMC that innervate and control rapid limb movements are reportedly most vulnerable (Kanning et al. 2010; Swinnen & Robberecht. 2014). Whilst the mechanisms underlying the generation of the LMC and their further subdivision into lateral and medial LMC MNs have been detailed extensively (Sockanathan & Jessell. 1998), attempts to generate enriched populations of hiPSC-derived brachial LMC MNs, based on developmentally rationalised induced post-mitotic motor column manipulation have not yet, to my knowledge, been generated. Instead, studies have assessed generic levels of MN columnar subtype diversity within their hiPSC-derived MN protocols or induced motor column diversity during NPC patterning (Amoroso et al. 2013; Thiry et al. 2020). Subsequently, experiments were undertaken in order to generate MN columnar subtype diversity, noting that earlier-born LMCm MNs produce RALDH2 in response to retinoid signalling from adjacent somites, thereby synthesising and secreting RA and inducing a LMC phenotype in later-born and adjacent post-mitotic MNs. Indeed, retinoid signalling during post-mitotic terminal differentiation was able to induce an LMC identity, with respective downregulation of LHX3 and upregulation of FOXP1. Furthermore, a significant proportion of LMCI MNs were also generated, as identified through the upregulation of LHX1. Importantly, this demonstrates the ability of this hiPSC model to induce post-mitotic columnar diversity using previously defined and temporally regulated extrinsic signalling cues (Sockanathan & Jessell. 1998). The replication of this ‘post-mitotic patterning’ period is of clear importance and suggests that MN diversity can be altered at late stages of neuronal differentiation. Indeed, it would be interesting to investigate the mechanisms underlying the generation of LMC MN phenotype and its subdivisions further and using this hiPSC model. Do the mechanisms
underlying LMC specification in this hiPSC model represent those seen endogenously? In this regard, the role of retinoid signalling in inducing the expression of RALDH2 in LMCm MNs, that can subsequently synthesise and secrete RA; thereby inducing the specification of LMCl phenotype should be investigated. This is of particular interest, considering that populations of LMCm and LMCl MNs were found in cultures exposed to retinoids during terminal differentiation in this model. Perhaps there is further temporal regulation of LMCm and LMCl MNs, with LMCl MNs becoming further enriched with longer exposure to RA during terminal differentiation? This would match in vivo studies where LMCl MNs were identified to be later-born. Single cell RNAseq would help to provide some important validation of these post-mitotic patterning principles.

In addition, whilst not investigated in this thesis, future experiments involving the interrogation of selective vulnerability in these MN subtypes would be of clear relevance to ALS. Indeed, another important finding from these data is that there appears to be a bias towards MMC MN specification in the absence of retinoid signalling during terminal differentiation. Therefore, do LMC MNs display exacerbated intrinsic vulnerability with VCP mutation and beyond what is currently observed in MMC MNs cultured in the absence of retinoid signalling during terminal differentiation? One could hypothesise that this could indeed be the case; however, the roles of alternate cell types in defining a FF alpha MN should not be understated. This involves myelination by Schwann cells, innervation by INs, astrocytes and peripheral target skeletal muscle and Schwann cells that could convey non-cell-autonomous effects that mediate enhanced vulnerability.

The role of INs in ALS is heavily debated, with no conclusive evidence of ALS-related IN pathology until late-stage disease in human post-mortem tissue (Stephens et al. 2007). However, other models such as transgenic zebrafish (McGown et al. 2013) and mouse models (Allodi et al. 2020) have demonstrated marked IN pathology in ALS, related to degeneration, heat shock response (HSR), oxidative stress and synaptic decoupling from MN targets that could significantly contribute to ALS pathogenesis. Whilst IN specification from hiPSCs has been achieved, this is often as a by-product of low yield MN specification protocols or in 3D culture systems (Ogura et al. 2018; Gupta et al. 2018). Whilst undoubtedly providing clear utility with regards to 3D spinal models and our understanding of human development and 3D regenerative therapies, the generation of highly enriched 2D cultures is often utilised for disease modelling. This is because
isolated and enriched cultures reduce the influence of confounding variables such as with non-cell-autonomous mediated toxicity, thereby permitting the evaluation of intrinsic cellular vulnerabilities as a direct consequence of disease state. Therefore, in order to assess the role of INs in ALS, their intrinsic vulnerability and provide a platform to model cell type-specific vulnerability, a novel hiPSC-derived protocol was generated.

The developmental principles underlying dorsal-ventral patterning of the neural tube rely upon the secretion of diffusible morphogens from two organising centres; the roof plate secreting BMPs, WNTs and TGF-β and the floor plate secreting SHH (Jessell. 2000). INs are generated from every domain of the spinal cord excepting the pMN domain, which is the domain that MNs arise. Therefore, in order to generate more dorsal populations, a number of directed differentiation strategies were employed, with the SHH agonist purmorphamine removed from all conditions and the addition of BMP4, the SHH antagonist cyclopamine or RA signalling alone. It was subsequently ascertained that the most effective strategy for inducing dorsal and importantly; neuronal populations, was through the use of RA signalling alone. This induced strong expression of PAX3 and PAX7; both markers of the dorsal neural tube (Lai et al. 2016) and the downregulation of ventral and pMN domain markers NKX6.1 and OLIG2 respectively. Importantly, unlike progenitors patterned with BMP4, these dorsal progenitors could be terminally differentiated into post-mitotic neurons from corresponding dI4-6 domains and displayed spontaneous and evoked calcium activity. Indeed, these findings aligned with separate studies using retinoid signalling to induce dorsal IN identity in spinal organoids (Ogura et al. 2018; Gupta et al. 2018). In order to fully validate and phenotype the cell types generated in this hiPSC-derived IN protocol, single cell RNAseq would provide important further validation. This is particularly relevant, considering that LHX5 is expressed across a range of neural tube domains. Furthermore, domain transcription factor expression profiles at the precursor stage appear to be particularly plastic as a result of gene regulatory network (GRN) properties during neural tube expansion (Sagner & Briscoe. 2019). Whilst the molecular identity of NPCs appears to be strictly confined to the dP4-6 domains, with low OLIG3 expression; there could be some ‘drift’ following terminal differentiation. Furthermore, single cell RNAseq would enable further and more detailed identification of IN subtypes specified using this protocol, including the potential presence of later-born dorsal INs that arise from dI4 and dI5 domains (Lai et al. 2016).
Indeed, the resolution of mechanisms underlying the generation of early and late-born INs in an hiPSC model would be of considerable value considering their roles in gating nociceptive signals such as mechanical pain, thermal sensation and itch (Foster et al. 2015).

Another important feature to consider is the specification of excitatory and inhibitory INs within these hiPSC-derived cultures. Indeed, each domain generates either a mix of excitatory and inhibitory INs, or isolated groups of inhibitory INs or excitatory INs. This is particularly relevant to the dI4-6 domains where dI4 and dIL\textsubscript{A} INs are mainly inhibitory GABAergic or glycinergic (Betley et al. 2009; Fink et al. 2014; Duan et al. 2014; Foster et al. 2015; Kardon et al. 2015), dI5 and dIL\textsubscript{B} INs predominantly excitatory glutamatergic INs (Xu et al. 2013; Duan et al. 2014; Szabo et al. 2015; Peirs et al. 2015), and dI6 INs comprise inhibitory GABAergic or glycinergic INs (Andersson et al. 2012; Goetz et al. 2015). Therefore, a combination of molecular, proteomic and functional assays would be important for revealing i) the proportion of excitatory/inhibitory INs in these in vitro cultures ii) whether they arise from the correct molecularly defined domains in vitro and iii) whether they can function similarly to their endogenous in vivo counterparts. It should be noted that much of the choice as to whether an IN becomes excitatory or inhibitory and their subsequent neurotransmitter released has been molecularly linked to the expression of specific transcription factors. This includes the role of PAX2 and PTF1\textalpha that are known to be essential for the specification of GABAergic INs across the spinal cord and, in particular, within the dI4-6 domains (Glasgow et al. 2005; Batista & Lewis. 2008). Furthermore, the generation of excitatory INs within the dI5 domain relies on their expression TLX3 that acts to inhibit LBX1 expression and subsequently represses PAX2 and a GABAergic fate (Cheng et al. 2004; 2005).

The role of INs and alternate cell types in the pathogenesis of ALS has become the subject of increasing speculation. Whilst there is no doubt that spinal cord MNs exhibit an enhanced state of vulnerability in ALS, cell-autonomous and non-cell-autonomous mechanisms of degeneration by alternate cell types have also been implicated. Indeed, non-cell-autonomous mechanisms of VCP-mutant astrocyte toxicity on VCP-mutant MNs was recently identified in an hiPSC-derived culture model from this lab (Hall et al. 2017). The position of INs in the spinal cord, being the most abundant spinal cell type, and their contribution to a large array of spinal circuitry and outputs places INs at a
precarious position whereby any defect could lead to detrimental consequences. Indeed, evidence of interneuronopathy in ALS stems from links to altered excitability, decoupling of IN and MN circuitry, pre-symptomatic IN degeneration in a zebrafish model and disrupted reflex arcs and SICI in spinal and cortical regions respectively. Subsequently, the aims of this thesis were to i) investigate whether hiPSC-derived spinal INs from dorsally situated domains develop ALS-related pathologies and ii) investigate the selective vulnerability of these INs in comparison to hiPSC-derived MNs. Interestingly, whilst the specification of dorsal NPCs was unaffected, there was a significant difference in the enrichment of LHX5 expressing dorsal INs with an increase in VCP-mutant lines. This could represent a form of selective vulnerability within populations of LHX5 negative dorsal IN populations. Indeed, these findings coincide with further observations of TDP-43 and FUS RBP mislocalisation, where no significant N/C difference was found in dorsal INs and in contrast to MNs that showed a significant cytoplasmic mislocalisation. Subsequently, a mutation-dependent developmental switch towards the specification of less vulnerable IN subtypes could resolve aberrant RBP mislocalisation in hiPSC-derived INs. In order to evaluate these findings in further detail, immunofluorescence for apoptosis markers such as Caspase III could be used at different time points to identify whether there is loss of LHX5 IN subtypes in VCP lines and during the timecourse of terminal differentiation.

Whilst the RBP mislocalisation experiments demonstrate a clear difference between INs and MNs, it is important to note that these experiments provide only a snapshot of a dynamic process. Indeed, these ICC experiments could reflect a timepoint at which there is no significant difference, but may not truly reflect the full picture of RBP mislocalisation. A more dynamic experimental paradigm would be crucial for further validation using fluorescent tagging of endogenous RBPs. Indeed, this has been achieved recently, using an eGFP tag of endogenous TDP-43 protein (Gasset-Rosa et al. 2019). Another interesting set of experiments are based on the co-culture paradigms of hiPSC-derived MNs and INs with control and VCP-mutant cell types. Indeed, this experimental paradigm was employed and revealed mechanisms of non-cell-autonomous degeneration of hiPSC-derived MNs by hiPSC-derived astrocytes (Hall et al. 2017). Based on this and regarding RBP mislocalisation, a commonly debated hypothesis for ALS pathogenesis is through the prion-like propagation of TDP-43 aggregates from one cell type to another
(reviewed by Smethurst et al. 2015). Indeed, application of serially passaged sporadic ALS post-mortem tissue extracts to hiPSC-derived MNs was able to propagate TDP-43 pathology to astrocytes using co-culture paradigms (Smethurst et al. 2020). Furthermore, hiPSC-derived astrocytes were found to be neuroprotective to TDP-43 seeded aggregation, in contrast to hiPSC-derived MNs, displaying reduced cytoplasmic TDP-43 mislocalisation. Employing these methods in a co-culture paradigm of hiPSC-derived spinal cord INs and MNs would present a tractable model system to evaluate synaptic propagation of ALS-related TDP-43 pathology.

How cells adapt and change throughout their lifetime and as a result of numerous intrinsic or extrinsic factors such as development, stress or in disease-state; is regulated by transcriptomic and proteomic changes (Hon et al. 2017). Importantly, whilst gene content remains constant, the transcriptomic and proteomic landscape can be significantly altered. AS defines any transcriptional modifications that deviate from the ‘normal’ constitutive profile (Nilsen & Graveley, 2010). This results in significant alterations to the mRNA transcript and generates alternative isoforms. These isoforms can subsequently display drastically differential properties from the constitutive form, with altered function, localisation and translation efficiency most commonly affected. Subsequently, the observations of altered IR in a number of ALS-mutant models presented a significant and novel pathological hallmark in ALS (Luisier et al. 2018; Tyzack et al. 2021). Indeed, the role of cytoplasmic IRTs and their increased binding affinity and ability to sequester ALS-related RBPs presents a tractable hypothesis for RBP pathology and RNA dysregulation in ALS. In addition, the identification of novel and differing mechanisms of AS resulting in a decrease in nuclear IRTs in hiPSC-derived astrocytes is interesting, potentially detailing mechanisms of cell type-specific vulnerability in ALS. As a result, the presence of IRTs was assessed in hiPSC-derived INs, in comparison to hiPSC-derived MNs in order to establish differences that could contribute to selective vulnerability and RBP mislocalisation. Additional timepoints were also assessed, including at day 18 NPC and day 25 terminally differentiated stages. Whilst the data mostly revealed little/no consistent or significant changes across all RBPs tested and between INs and MNs at later timepoints, there are several considerations to note. Firstly, whole-cell samples were used, that do not give any indication as to whether there is a shift in the compartment-specific localisation of IRTs. Subsequent nuclear and cytoplasmic fractionations would
provide important validation for IRT compartment localisation. Indeed, one could hypothesise that there could be differences in vulnerability and RBP mislocalisation between control and VCP-mutant INs and MNs stemming from altered cytoplasmic mislocalisation of IRTs between the cell types. This, rather than increased overall IR in VCP-mutant ALS lines, could be a significant contributing factor to ALS pathogenesis and vulnerability. Another form of experimental validation could be through the use of RNAseq on nuclear and cytoplasmic fractions, thereby conforming to the format previously used to demonstrate this phenomenon (Luisier et al. 2018; Tyzack et al. 2021).

Lastly, whilst the use of day 18 NPC timepoints were employed because this represented the endpoint of precursor patterning, the IR phenotype was originally detected between day 7 and 14. Therefore, it would be important to assess any differences between control and VCP INs and MNs at day 14 timepoints, in order to assess differential vulnerability. It may be that VCP-mutant INs, that show increased IR at day 7 timepoints, may have some form of compensatory mechanism that is differential from VCP-mutant MNs between these timepoints.

The results of this thesis could also be complemented through the use of a number of additional experimental paradigms and resources. Firstly, one of the most important measures of cell type-specific vulnerability is the eventual death of that particular cell type. In VCP-mutant hiPSC-derived MNs this was demonstrated to be significantly increased at day 35, when compared to control lines (Hall et al. 2017). Therefore, it would be important to identify the presence, or lack of, a cell death phenotype in hiPSC-derived INs using similar cell viability assays at this timepoint. Furthermore, considering the range of IN phenotypes identified in ALS, predominantly demonstrated in ALS mouse models, it would be important to validate these findings in this hiPSC-derived IN model. Indeed, altered excitability (Allodi et al. 2020) and increased stress, shown through upregulated heat-shock response (McGown et al. 2013), present tractable phenotypes to investigate in this hiPSC-derived ALS-mutant IN model. This, coupled with co-culture paradigms between hiPSC-derived MNs and INs investigating synaptic decoupling; would present an interesting line of research. In addition, a number of other ALS-related pathologies were reported in by Hall et al (2017), including oxidative stress, synaptic and mitochondrial dysfunction that would be important to investigate in hiPSC-derived INs. As with most of the experiments relating to VCP-mutant ALS, it would also be beneficial
to validate findings in other models. Indeed, a VCP-mutant mouse model has been used in previous studies (Luisier et al. 2018; Tyzack et al. 2019; Tyzack et al. 2021) in addition to those harbouring alternate ALS-causing genetic backgrounds such as sporadic, C9orf72, TARDBP and FUS. Since ALS is a heterogenous and multifactorial disorder, using alternate genetic backgrounds would be an essential tool to assess whether pathologies are mutation-specific or also encompass sporadic forms of ALS with no known mutation. This is particularly relevant, considering that hiPSCs and their derivatives represent a fetal stage of development. With regards to the VCP-mutant ALS model system employed in this system, the addition of knock-in and knock-out point mutations generating and correcting physiological disease mutation in the VCP gene would significantly reinforce these findings.

Taken together, the results of this thesis contribute valuable and robust characterisation of novel patterning cues during NPC and neuronal subtype specification. Specifically, the generation of LMC MNs and dorsally positioned INs presents an important hiPSC-derived platform to model mechanisms of neuronal subtype selective vulnerability in ALS.
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