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Here we propose that much of the magnetic interference observed when using optically pumped magnetometers for MEG experiments can be modeled as a spatially 

homogeneous magnetic field. We show that this approximation reduces sensor level variance and substantially improves statistical power. This model does not require 

knowledge of the underlying neuroanatomy nor the sensor positions. It only needs information about the sensor orientation. Due to the model’s low rank there is 

little risk of removing substantial neural signal. However, we provide a framework to assess this risk for any sensor number, design or subject neuroanatomy. We 

find that the risk of unintentionally removing neural signal is reduced when multi-axis recordings are performed. We validated the method using a binaural auditory 

evoked response paradigm and demonstrated that removing the homogeneous magnetic field increases sensor level SNR by a factor of 3. Considering the model’s 

simplicity and efficacy, we suggest that this homogeneous field correction can be a powerful preprocessing step for arrays of optically pumped magnetometers. 
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. Introduction 

As Optically Pumped Magnetometers (OPMs) are capable of mea-

uring magnetic fields as small as a few femtotesla ( Kominis et al.,

003 ) they have been increasingly used to measure the magnetic fields

roduced by electrical current flow in the brain ( Boto et al., 2018 ;

ivanainen et al., 2019 b; Limes et al., 2020 ; Vivekananda et al., 2020 ).

n this context the separation of brain signal from external magnetic

nterference can be challenging. External magnetic interference can

rise from a number of sources such as nearby trains ( Holmes et al.,

019 ), power-line noise ( de Cheveigné, 2020 ), mechanical room vibra-

ion ( Okada et al., 2016 ), or from the Earth’s magnetic field ( Limes et al.,

020 ). All of these signals may be much larger than the magnetic fields

ssociated with brain activity and have therefore inspired a number of

istinct approaches to minimize their impact. 

Hardware developments to mitigate interference include active

hielding systems to null low-frequency fields around the participant’s

ead ( Holmes et al., 2019 ; Iivanainen et al., 2019 a). This approach is at-

ractive as it allows simplification of the helmet design (to comprise just

he magnetometers). Furthermore, these coils have made feasible the

maging of neural responses during participant movement ( Boto et al.,

019 ; Holmes et al., 2018 , 2019 ). Whilst these coils prevent artefacts

n the region of 0–1Hz (with in excess of 40 dB shielding) that would

ove the sensors outside their dynamic range, they do not correct for

he subtler modulations at higher frequencies. This interference could

heoretically be corrected with high dynamic range field nulling coils ca-

able of producing both the large static fields and time-varying fields of
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uch smaller magnitude. Likewise, interference due to head-movement

ould be reduced by incorporating higher order magnetic field gradients

ut all of these modifications further complicate the hardware develop-

ent. 

Another hardware option is to configure the sensors as gradiome-

ers, which have excellent noise suppression ( Colombo et al., 2016 ;

ardelli et al., 2020 ; Sheng et al., 2017 ) and are capable of un-

hielded neural recordings ( Limes et al., 2020 ), providing shielding fac-

ors of 40–60 dB. Axial gradiometers typically have a baseline that

s 1–2 times larger than the distance to the brain region of interest

 Hämäläinen et al., 1993 ). Consequently, optimum baselines as large as

 cm have been suggested ( Fife et al., 1999 ). However, even though sen-

ors with much smaller baselines (2 cm) do exist ( Nardelli et al., 2020 )

he choice between baseline length and interference suppression is one

f compromise. Shorter baselines reduce sensitivity to deeper sources

ut have improved noise suppression. This constraint may place a limit

n the wearability of atomic gradiometer systems if deeper brain struc-

ures are of interest ( Barry et al., 2019 ; Tierney et al., 2020a ). In con-

rast, optically pumped magnetometers ( Osborne et al., 2018 ) typically

equire considerable active and passive shielding ( ∼60–80 dB at DC for

ur current magnetically shielded room) for successful MEG recordings

 Barry et al., 2019 ; Lin et al., 2019 ; Tierney et al., 2018 , 2020a ). The ap-

eal of magnetometers lies in their simplicity of construction, compact

ize and extreme sensitivity ( Allred et al., 2002 ; Kominis et al., 2003 ). 

In addition to hardware developments, there are a number of soft-

are approaches that can be used to reduce interference. Some of the

ost widely used methods are the Signal Space Separation (SSS) method
ugust 2021 
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 Taulu and Kajola, 2005 ), which can achieve shielding factors greater

han 40 dB ( Taulu et al., 2005 ), the Signal Space Projection (SSP)

ethod ( Uusitalo and Ilmoniemi, 1997 ), with demonstrated shielding

f 20–40 dB ( Okada et al., 2016 ) and the Dual Signal Subspace Projec-

ion (DSSP) method ( Sekihara et al., 2016 ). All methods aim to partition

he data into separate subspaces that originate from inside the brain

nd outside the brain. Once these subspaces are defined the temporal

ntersection of these subspaces can be used to further reduce interfer-

nce ( Golub and Van Loan, 1996 ). When this temporal extension is used

ith SSS it is referred to as tSSS ( Taulu and Hari, 2009 ). The methods

iverge in the form of the basis sets used to represent the neural and

xternal subspace. SSS uses two sets of spherical harmonics of different

hape to describe magnetic fields that originate from either the inside

r outside of the head. DSSP uses the eigenmodes of the lead fields to

efine the neural space while the nullspace of the neural space defines

he external space. In SSP, the leading eigenvectors of a covariance ma-

rix obtained from an empty room noise recording form the basis for

he noise subspace. These methods make a number of assumptions that

hould be considered before use with small channel ( < 50 in this study)

PM systems. For instance, inherent to DSSP is the assumption that the

ank of the data is much greater than the rank of the lead fields. This is

learly the case in cryogenic MEG systems that may have 300 sensors

nd a lead field rank in the range of 50–100 ( Iivanainen et al., 2020 ;

enonen et al., 2007 ; Tierney et al., 2020b ). In OPM systems this may

ot be the case and the rank of the lead fields may be comparable to the

ank of the data because typical systems currently operate with fewer

han 50 sensors ( Hill et al., 2020 ). Similarly, in SSS the rank of the ex-

ernal subspace (typically 16) may share significant variance with the

eadfields of small channel systems ( < 50 sensors). Typical application of

SS requires that there are more channels than spherical harmonics used

o model the data (default values would require greater than 95 sensors).

o mitigate this issue, one could use lower order spherical harmonics as

he basis set defining the external subspace. If one were to use the first

rder harmonics of the external subspace the basis set would consist of

hree terms representing the homogeneous (or constant) magnetic field

n the three principal axes. 

While we do not expect any interfering magnetic field to be exactly

onstant in space, we may approximate this interfering field as a spa-

ially constant field. Such an approximation may not be physically cor-

ect, but we will show it to be useful for interference mitigation for two

easons. Firstly, the model is very low order (rank 3-the orthogonal spa-

ial axes) and should therefore share minimal variance with the lead

elds. Second, because of its simplicity, it can be updated in real time

nd track interference that is modulated by participant movement. We

ill motivate its use in the next section with a toy problem of parallel

ensors. 

. Theory 

.1. Magnetic interference is approximately spatially constant 

This effect is the basis of all gradiometer based MEG systems and

as been extensively described elsewhere ( Hämäläinen et al., 1993 ;

rba and Robinson, 2002 ). We restate it here for completeness. The

nterfering signal measured by a sensor ( 𝑆 1 ) on the head is inversely

roportional to the square of the distance ( 𝑟 ) to the interfering field’s

ource. 

 1 ∝ 1∕ 𝑟 2 (1)

The signal experienced ( 𝑆 𝑟𝑒𝑙 ) by a parallel sensor, relative to 𝑆 1 , dis-

laced a distance 𝑟 + ℎ from the interference source can be described as

 𝑟𝑒𝑙 = 𝑟 2 ∕ ( 𝑟 + ℎ ) 2 (2)

By way of example, consider two sensors either side of a participant’s

ead. In this case ℎ ≈ 20 𝑐𝑚 . When the distance to the interference is
2 
uch greater than the head size ( 𝑟 ≫ ℎ ), the relative signal is approxi-

ately constant as a function of space 

 𝑟𝑒𝑙 ≈
𝑟 2 

𝑟 2 
= 1 (3)

As such, we argue that much of the interference encountered in OPM

ystems arising from distant sources can be described by a spatially con-

tant term (a homogeneous field). It should be noted that this term will

utomatically be removed in gradiometer systems and will be of most

enefit to systems based on magnetometers. To estimate these spatially

omogeneous field components we propose a simple model. The mea-

ured magnetic field at a point ( 𝑏 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ) can be described as a linear

ombination of the vector components ( 𝑏 𝑥 , 𝑏 𝑦, 𝑏 𝑧 ) of the magnetic field.

he linear combination is determined by the unit normal of the sensor’s

ensitive axis ( 𝑜 𝑥 , 𝑜 𝑦 , 𝑜 𝑧 ). 

 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 𝑜 𝑥 𝑏 𝑥 + 𝑜 𝑦 𝑏 𝑦 + 𝑜 𝑧 𝑏 𝑧 (4)

As the homogeneous vector components do not change over space

e can represent the measured field at 𝑛 multiple independent positions

n a compact matrix form 

 

 

 

 

𝑏 1 
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 

⋮ 
𝑏 𝑛 
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 

⎞ ⎟ ⎟ ⎠ = 

⎛ ⎜ ⎜ ⎝ 
𝑜 1 
𝑥 

𝑜 1 
𝑦 

𝑜 1 
𝑧 

⋮ ⋮ ⋮ 
𝑜 𝑛 
𝑥 

𝑜 𝑛 
𝑦 

𝑜 𝑛 
𝑧 

⎞ ⎟ ⎟ ⎠ 
⎛ ⎜ ⎜ ⎝ 
𝑏 𝑥 
𝑏 𝑦 
𝑏 𝑧 

⎞ ⎟ ⎟ ⎠ (5) 

Which can be equivalently expressed as 

 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 𝑁 𝐵 ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑜𝑢𝑠 (6)

Where 𝐵 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 is the matrix representation of the measured mag-

etic field. The unit normal matrix ( 𝑁) is simply the row-wise concate-

ation of the 𝑛 unit normal and 𝐵 ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑜𝑢𝑠 is the matrix representation of

he homogeneous magnetic field components. The homogeneous com-

onents can then be estimated by premultiplying the measured magnetic

eld ( 𝐵 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ) with the pseudoinverse of the unit normal matrix ( 𝑁 

+ )

 ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑜𝑢𝑠 = 𝑁 

+ 𝐵 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 (7) 

This homogeneous term ( 𝐵 ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑜𝑢𝑠 ) should explain the majority

f interference from distant sources when the participant is stationary.

e note that when a participant moves, one could incorporate linear

radient terms. These would be quite beneficial for very low frequency

tudies ( < 3 Hz), designing a model informed closed loop OPM systems

 Nardelli et al., 2020 ) or for informing coil currents in active shield-

ng systems ( Holmes et al., 2019 ). However, for simplicity we will ig-

ore these higher order terms here and just focus on the benefits of

sing a very simple homogeneous field approximation. For an equiva-

ent derivation of how to estimate this homogeneous field component

sing SSS see Appendix I. 

.2. The separation of signal and interference 

Once the basis set ( 𝑁) is defined the 𝑛 × 𝑛 homogeneous field pro-

ection matrix ( 𝑀) can be constructed as follows 

 = 𝐼 − 𝑁 𝑁 

+ (8)

Where 𝐼 signifies the identity matrix and 𝑁 

+ is the pseudoinverse

f 𝑁 . This matrix ( 𝑀) projects the 𝑛 × 𝑡 (number of time points) data

atrix ( 𝑌 ) on to the nullspace of the homogeneous field. This sensor

evel data matrix ( 𝑌 ) can be modelled as the product of a lead field

atrix ( 𝐿 ) and the underlying neural currents ( 𝐽 ) in the presence of

ome random sensor level noise ( 𝜀 ) and some spatially homogeneous

nterfering component ( 𝐻). 

 = 𝐿𝐽 + 𝐻 + 𝜀 (9)

If one, multiplies the data ( 𝑌 ) by the projector matrix ( 𝑀) the model

pdates as follows 

 𝑌 = 𝑀 𝐿𝐽 + 𝑀 𝐻 + 𝑀 𝜀 (10)
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As 𝑀 projects the data away from the homogeneous field component

 𝐻) then 𝑀𝐻 = 0 . Through the following change of variables: 𝑀𝑌 =
 𝑚 , 𝑀𝐿 = 𝐿 𝑚 and 𝑀𝜀 = 𝜀 𝑚 we can reformulate the model of the sensor

evel data as follows 

 𝑚 = 𝐿 𝑚 𝐽 + 𝜀 𝑚 (11)

If we minimize the sum of squared errors ( 𝜀 𝑚 
𝑡 𝜀 𝑚 ) the underlying

eural currents can be recovered. 

 = 𝐿 𝑚 
𝑡 
(
𝐿 𝑚 𝐿 𝑚 

𝑡 
)
𝑌 𝑚 (12)

It should therefore be clear that if one wishes to perform source re-

onstruction then one needs to multiply both the lead fields ( 𝐿 ) and

he data 𝑌 by the projector matrix ( 𝑀). Furthermore, this formalism

emonstrates that if there is some true signal removed from the data

atrix ( 𝑌 ) by the projector ( 𝑀) it can be accounted for in subsequent

nalyses. 

. Methods 

.1. Empty room noise demonstration 

We postulated that much of the interference magnetometers expe-

ience can be modelled as a spatially homogeneous field. All measure-

ents were made in the new UCL magnetically shielded room specifi-

ally designed for OP(Optically Pumped)-MEG. The shielded room, con-

tructed by Magnetic Shields Ltd, has internal dimensions of 4377 mm x

377 mm x 2182 mm and is constructed from two inner layers of 1 mm

u-metal, a 6 mm Copper layer, and then two external layers of 1.5 mm

u-metal. 

We provide empirical demonstration by assessing the ability of the

asis set, 𝑁 to mitigate interference in an empty room noise recording.

e placed 31 Gen-2 QuSpin OPMs in a participant specific scanner cast

 Boto et al., 2016 ). We recorded 3 min of empty room noise data with a

6-bit precision ADC (National Instruments) at 6000 Hz sampling rate.

e record both the radial and tangential fields from the sensors to dou-

le the effective channel count and increase the degrees of freedom. 

We performed the analysis as described in Section 2 using 𝑁 as

he basis set. We also analysed the data using SSP ( Uusitalo and Il-

oniemi, 1997 ) using a separate empty room noise recording for train-

ng data. The results of this are not intended to be a definitive compar-

son but a demonstration of the shielding factors that can be obtained

ith the proposed correction even in the absence of training data (which

s required for SSP). We also demonstrate the effects of a synthetic gra-

iometer on the empty-room data. For this case we subtracted the output

f two parallel sensors separated by distance of ∼4 cm. We calculated

hielding factors for all methods as a function of frequency. 

.2. Lead field attenuation 

Any spatial basis set will share variance (even if only by chance) with

he lead fields (the basis set defining the neural subspace). Therefore,

 certain percentage of brain signal may be attenuated following this

or any) regression. To directly assess how much variance is shared be-

ween the homogeneous field and the lead fields, we regress the homo-

eneous field ( 𝑁) on to simulated lead fields and calculate the variance

xplained. The signal attenuation in decibels (dB) can be calculated as

0 log 10 (1 − 𝑉 𝐸), where 𝑉 𝐸 is the fraction of shared variance between

he lead fields and 𝑁 . 

For the simulation, the sensor array defining the lead fields was a

ustom made scanner cast ( Boto et al., 2016 ) with 72 sensor slots. For

very sensor position two sensor orientations were simulated (one ra-

ial and one tangential to the head). The result was 72 sensors and 144

hannels. The brain mesh used to generate these leadfields was the MNI

anonical mesh available in SPM12, warped to the anatomy of the indi-

idual the custom scanner cast was made for. The separation between

ertices is approximately 5 mm on average. The orientation of the source
3 
as defined by the surface normal of the cortical mesh at that location.

he forward model was the Nolte single shell model ( Nolte, 2003 ) and

ensors were assumed to be point magnetometers. 

We also empirically show in phantom recordings (current dipole

10nAm peak to peak) at ∼8 cm depth, sinusoidal signal at 10 Hz) of

ifferent sensor counts (25 and 35) how the measured field can be at-

enuated at lower sensor counts by the homogeneous field correction.

owever as this attenuation is deterministic it can be modelled using

he framework provided in Section 2.2 . 

.3. Sensor level analysis 

Here we show how the proposed approximation can improve the sta-

istical power of sensor level analyses, even during participant motion

 ∼45° rotation) using an auditory evoked response paradigm. One male,

ged 26 years, participated in this study and gave informed written con-

ent in line with UCL ethics. The auditory tones had a duration of 70 ms

5 ms rise and fall times) and frequencies of 500–800 Hz in steps of

0 Hz. The inter-stimulus interval was 0.5 s. Stimuli were presented via

sychopy , through MEG-compatible ear tubes with etymotic transduc-

rs, and the volume was adjusted to a comfortable level, as specified

y the participant. A total of around 1400 individual auditory tones

ere presented. During the experiment, the participant was instructed

o continually, slowly rotate their head by 45° in any direction that was

omfortable and to ignore the auditory tones. This was done to delib-

rately create rotation induced non-stationarities in the recorded data.

o motion tracking was performed. 

Data were acquired with the same 31 sensors (62 channels) in

ection 3.1 at 6000 Hz using a National Instrument 9205 ADC (16 bit

ystem) and subsequently downsampled to 600 Hz. The same homoge-

eous field correction was applied to the data as in Section 3.1 . Data

ere then band passed filtered between 2 and 40 Hz with a notch at

0 Hz (results in the 1–40 Hz band are presented in supplementary Fig.

1). The data were averaged across trials to observe an evoked response.

 one sample Student t -test was conducted at each time point across

rials. Data were corrected for multiple comparisons using Bonferroni

orrection. For comparison, the same analysis pipeline was repeated

ut without the use of the homogeneous field correction. The absolute

hange in field as a function of frequency is presented in supplementary

ig. S2. 

We also compared the method directly against DSSP ( Sekihara et al.,

016 ). However, we found that the rank of the leadfields was not greater

han the rank of the data. As such correction with DSSP did not result

n a change to the data and is therefore not presented. We also investi-

ated whether we could extend the homogeneous field correction to the

emporal domain in a manner similar to tSSS ( Taulu and Hari, 2009 ).

hese results are presented in supplementary Fig. S3. 

.4. Source level analysis 

To examine the effect of the homogeneous field correction at the

ource level, we reconstructed the source space time courses using

inimum Norm ( Hämäläinen et al., 1993 ) as implemented in SPM12

 Friston et al., 2008 ; Lopez et al., 2014 ) for both the homogeneous field

orrected data and the uncorrected data. 

We then (in a similar manner to the sensor level) constructed one-

ample t-tests but this time focusing on the M100 evoked response. The

esulting statistical parametric map was smoothed with a 20 mm Gaus-

ian kernel and corrected for multiple comparisons using Bonferroni cor-

ection. The squared t-statistic (across trials) represents the SNR (power)

f the evoked response and can be interpreted as an F-statistic showing

t what time points SNR is greater than 0 dB. We calculate these SNR-

ime series for both the homogeneous field corrected and uncorrected

ata at the region of highest statistical power (global maximum). We

lso calculate how this SNR varies with distance from the global maxi-

um to measure the Full Width at Half Maximum (FWHM) of the SNR.
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.5. Software 

All analysis was carried out using the SPM12 ( https://www.fil.

on.ucl.ac.uk/spm/ ) software package and custom Matlab scripts. All

oftware is freely available via GitHub ( https://github.com/tierneytim/
ig. 1. Homogeneous field correction for empty room noise data. In (A) the power sp

ata (right). The average power spectral density is highlighted in black. The dotted bla

 10-fold reduction in magnitude while nearly 5-fold reduction in interference was o

he uncorrected data in the left panel show that the environmental noise within the ro

ime series (right) these changes were reduced to the order of tens of picotesla. In (C

s a function of frequency for both the homogeneous field correction and the Sign

agnetometers at a distance of ∼4 cm (synthetic gradiometers). There is a positive eff

eld method and the SSP method. At higher frequencies, the synthetic gradiometer i

ensors adds in quadrature. 

4 
PM ). The relevant function is called spm_opm_mfc.m and example code

nd data is available in the repository. This code not only performs the

orrection to the sensor level data but also sets a flag such that if lead

elds are generated they will automatically be corrected with the ap-

ropriate projection matrix. 
ectral density (rms) is displayed for both uncorrected data (left) and corrected 

ck line is at 15 fT/ 
√

Hz. Large sources of interference (drift, 50 Hz) experienced 

bserved between 5 and 20 Hz. In (B) representative time segments are shown. 

om could change quickly by a few hundred picotestla. Whereas in the corrected 

) the average shielding factor across the 62 channels in decibels (dB) is plotted 

al Space Projection method. We also plot the shielding factor of two aligned 

ect across the entire bandwidth analysed (0–100 Hz) for both the homogeneous 

ntroduces more noise than it corrects as the intrinsic white noise from the two 

https://www.fil.ion.ucl.ac.uk/spm/
https://github.com/tierneytim/OPM
https://github.com/tierneytim/OPM


T.M. Tierney, N. Alexander, S. Mellor et al. NeuroImage 244 (2021) 118484 

Fig. 2. Theoretical (A) and empirical (B &C) demonstration of Lead field attenuation for homogeneous field correction. In (A) For the 72 sensor system the lead-field 

attenuation (expressed as signal loss in dB, larger values indicating greater signal loss) is shown for sensors measuring radially, tangentially and in dual axis mode. 

It is clear that the deeper sources share more variance with the homogeneous field basis set but this effect is greatly diminished when data are collected in dual axis 

mode. In (B) and (C): predicted vs. measured magnetic field of a dipole phantom (10 nAm peak to peak, 10 Hz sinusoidal activation at a surface-to-source depth of 

∼8 cm), as sampled by OPM arrays with different numbers of sensors. Each point represents the sample of a single sensor orientation (each sensor measures a radial 

and tangential component resulting in 50 measurements for 25 sensors and 70 measurements for 35 sensors). The blue line is a guide to the eye for the ideal situation 

when the measured and predicted fields are exactly equal. Left/right-hand columns: measured data uncorrected/corrected for the lead-field attenuation induced by 

homogenous field removal. In a system with 35 sensors, the lead fields are relatively unaffected by the homogenous field removal (B, left-hand panel), but correcting 

for the lead field attenuation (see Section 2.2 ) improves the match between measured and predicted sampled field values (B, right-hand panel). For the lower sensor 

count (25 sensors), the measured field is noticeably attenuated by the homogenous field removal (C, left-hand panel), but accounting for the lead-field attenuation 

(see Section 2.2 ) allows for a significant reduction of this unwanted effect (C, right-hand panel) (For interpretation of the references to color in this figure legend, 

the reader is referred to the web version of this article.). 

5 
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Fig. 3. Interference correction in the presence of motion. In (A) and (B) the evoked response and associated t-statistics are shown for the auditory evoked response 

when no correction is applied. The 100 ms and 200 ms response are difficult to discern from the data and the statistical efficiency is poor due to the high level of 

variation. However, in (C) and (D) when the homogeneous field correction is applied both the 100 ms and 200 ms response are clearly visible in both the evoked 

response and the t -statistic. 

4

4

 

c  

t  

f  

a  

r  

c  

e  

i  

t  

a  

c  

t  

i  

F

4

 

t  

F  

r  

o  

o  

e  

a  

c  

a  

t  

f  

d  

s  

c  

s  

c

4

 

s  

s  

t  

t  

a  

m

4

 

u  

s  

W  

w  

m  
. Results 

.1. Empty room demonstration 

In the empty room recordings (see Fig. 1 ) the drift ( < 1 Hz) and 50 Hz

omponents are reduced by a factor of 10 (20 dB), whereas the vibra-

ion components within the 3 and 20 Hz band are reduced by up to a

actor of 5 (15 dB). It is important to note that this improvement was

chieved by using only the 3 regressors of the basis 𝑁 . The noise floor

eached 10fT at higher frequencies. These reductions provide an empiri-

al verification that the homogeneous field approximations does indeed

xplain a majority of variance in the magnetic interference encountered

n our magnetically shielded room. Encouragingly, these shielding fac-

ors are obtained without the need for training data. If training data are

vailable SSP can be performed as in Fig. 1 c. Alternatively one could

reate a synthetic gradiometer by subtracting the output of two magne-

ometers. While this approach can show strong interference suppression

t increases the white noise component by 
√

2. This effect is visible in

ig. 1 c as at high frequencies the noise increases by 3 dB. 

.2. Lead field attenuation 

We next examined whether the proposed homogeneous field correc-

ion attenuated useful signal as well as interference. As is apparent in

ig. 2 A, the signal attenuation was, on average, less than 0.5 dB for an ar-

ay consisting of both radial and tangential OPMs. It reaches a maximum

f ∼1.5 dB for the combined array and, as such, the reduction in noise

bserved in Fig. 1 outweighs any signal loss. What is perhaps most inter-

sting here is that the signal loss is much lower for a dual-axis recording
6 
s opposed to recordings from either axis individually. There is also a

lear pattern of increased signal loss at depth with single axis recordings,

lthough, this effect is mitigated by dual-axis recordings. While this at-

enuation cannot be undone, it can be accounted for in source analyses

or any sensor count. We show in Fig. 2 B and 2 C that the effects are

eterministic in a phantom recording (current dipole at ∼8 cm depth,

inusoidal signal at 10 Hz) of different sensor counts (25 and 35) and

an be modelled using the framework provided in Section 2.2 . At lower

ensor counts (25), the effects were much worse than at higher sensor

ounts (35) but easily accounted for in both cases. 

.3. Sensor level analysis 

As shown in Fig. 3 , we assessed OPM measured auditory evoked re-

ponses during movement ( ∼45° rotation). The sensor level evoked re-

ponse (in Fig. 3 A and 3 B) was obscured across many sensors due to

rial to trial variation. However, when the homogeneous field correc-

ion was applied, the evoked response became much clearer ( Fig. 3 C)

nd the reduction in trial to trial variation was reflected in the increased

agnitude of the t-statistics ( Fig. 3 D). 

.4. Source level demonstration 

The source-level SPMs were both broadly similar for corrected and

ncorrected data but the homogeneous field corrected data had more

upra-threshold vertices and higher statistical power ( Fig. 4 A and 4 B).

hen we looked directly at how the SNR changed over space ( Fig. 4 C)

e observed that the FWHM of the SNR was comparable between both

ethods, but the SNR was higher for the homogeneous field corrected
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Fig. 4. Source level results. In (A) and (B), statistical parametric maps ( t -statistic) are shown for the 100 ms response to auditory stimuli for both the uncorrected 

and homogeneous field corrected data respectively. Both situations resulted in bilateral maxima observed in auditory cortex. In (C) the SNR as a function of space 

is shown. Both methods had comparable FWHMs but the homogeneous field corrected data had better SNR. In (D) the SNR (power) is shown over time for both 

methods. The homogeneous field method reconstructed more power in the auditory cortex with higher SNR for both the 100 ms component as well as the 200 ms 

component. 
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ata. We also directly calculated the SNR across trials (power) at every

ime point for both methods. This can be interpreted as an F-statistic and

learly showed that the homogeneous field corrected data had better

ource level SNR than the uncorrected data ( Fig. 4 D) at the time points

f high signal (100 ms and 200 ms). 

. Discussion 

In this study we demonstrated that a homogeneous field correction

rovides a simple but powerful approach for the reduction of interfer-

nce observed by OPMs. 

The correction we propose adds to the existing model-based soft-

are approaches for the separation of signal from interference. The at-

raction of using such a low order model lies in both the simplicity of

mplementation and the low likelihood of removing neural signal. As

ensor numbers in OPM arrays are currently much lower than cryogenic

EG systems, the likelihood that any spatial basis set will explain some

eural signal by chance is increased. As such, default settings for cur-

ent spatial denoising algorithms may not be appropriate, and will need

o be adjusted for OPM experiments. However, it is worth noting that

or OPM arrays that provide spatial oversampling (i.e., as SQUID-based

EG systems typically do), the issues related to the use of higher order

odels will be less of a concern. Theoretically, this method could be

xtended to incorporate a temporally extended version similar to tSSS

 Taulu and Hari, 2009 ). tSSS requires the definition of a noise-subspace

nd, as already noted, for some arrays there will be a non-negligible

orrelation between a given basis set and a lead field. We show in sup-

lementary material that the addition of this temporal extension does

ot markedly improve performance for this particular experiment (Fig.

3). However, this is an interesting area for future research. 

An alternative and powerful model based approach lies in the use

f DSSP ( Sekihara et al., 2016 ) which uses the eigenmodes of the lead
7 
elds as a spatial basis set to explain the data (effectively modelling the

eural subspace at the sensor level). For the array used in this study we

ound that as the rank of the lead fields was the same as the rank of

he data the external subspace was poorly defined and DSSP was not

ppropriate for removing interference from the data (not shown). We

xpect this method to be much more powerful on spatially oversampled

ata, such as that offered by the new, 432 channel, Kernel Flux system

 Pratt et al., 2021 ). 

More data driven approaches lie in the use of adaptive source re-

onstruction techniques such as beamformers ( Belardinelli et al., 2012 ;

an Veen and Buckley, 1988 ). In principle, for stationary participants,

he homogeneous field correction will be of little benefit for beam-

ormer studies (unless the interference covariance changes over time).

owever, for moving participants, the beamformer may be less effec-

ive at removing correlated interference because the estimate of the

ovariance matrix will be inefficient and biased due to movement in-

uced non-stationarities (although see ( Woolrich et al. 2013 ) for a non-

tationary implementation). Ultimately, the homogeneous field correc-

ion suggested here offers a compromise between model complexity,

ariance shared with the leadfields, ease of implementation and non-

tationary interference reduction. 

While the proposed correction can help improve the quality of data in

PM experiments using a very low order model, it has some limitations.

ost notably, the basis set will have some small correlation with the

eadfields. This correlation gets smaller with increased number of sen-

ors and simultaneous multi-axis measurements but it nevertheless still

xists. The effect of this will depend on the array geometry, sensor de-

ign and sensor number. The simulation results here clearly point to the

tility of multi-axis measurements to help mitigate this problem. With

egards to sensor numbers one can reproduce the analysis of Fig. 2 for

ny channel count/positioning or subject specific anatomy and weigh

p the expected signal loss with the observed interference reduction.
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e should note that our empirical validation of the lead-field attenua-

ion was not exhaustive but used a single magnetic dipole displaced 8 cm

rom the sensor array (i.e. close to the centre of the head in a recording

cenario). We did this in order to characterize the worst-case scenario

here lead-field attenuation is maximal. Encouragingly, the findings ac-

ord well with our theoretical predictions that the lead field attenuation

s deterministic. 

An issue associated with array geometry is the requirement for ac-

urate knowledge of the sensors’ sensitive axis. This may be slightly

ifferent from the physical orientation of the sensor due to the presence

f cross-talk ( Tierney et al., 2019 ) or imperfect on board coil design.

his issue may be more pronounced for densely packed arrays of OPMs.

owever, such issues can be reduced by operating the sensors with coils

pecifically designed to reduce cross-talk ( Nardelli et al., 2019 ) or by the

se of data driven approaches which can learn sensor sensitive axes from

he data ( Duque-Muñoz et al., 2019 ). 

Necessarily, OPMs operate with the aid of on board magnetic coils

o maintain zero field at the sensor ( Osborne et al., 2018 ; Tierney et al.,

019 ). If the magnetic field from these on board coils is not updated

s the field at the sensor changes, there will be a component of the

otion artefact that is a function of this initial sensor specific mag-

etic field (e.g. when someone rotates their head the magnetic field

esigned to keep zero field in one orientation will be incorrectly ap-

lied to a different orientation). We do not investigate this effect here

ut note that it could be mitigated by operating sensors in a closed loop

ode ( Nardelli et al., 2020 ), learning this field profile directly from the

ata itself or by utilizing active shielding so as to keep these values

o a minimum ( Holmes et al., 2018 , 2019 ; Iivanainen et al., 2019 a). A

urther benefit using a closed-loop sensor or active shielding would be

he minimization of gain changes due to field drifts or excessive mo-

ion (Iivanainen et al., 2019b ; Nardelli et al., 2020 ). Eliminating these

ain changes is not just important for accurate source reconstruction but

lso for maximizing the shielding factors provided by software correc-

ion methods ( Taulu et al., 2005 ). 

While these issues will be the subject of future work, the data pre-

ented here show that a simple homogeneous field correction can miti-

ate much of the interference observed in OPM recordings and improve

tatistical power both temporally and spatially at sensor and source

evel. This approximation benefits from multi-axis measurement and,

n this case, has minimal negative impact on the neural subspace. These

eatures, coupled with its ease of implementation and lack of reliance

n knowledge of the underlying neuroanatomy, render this an appealing

nd powerful preprocessing step for arrays of OPMs. 
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ppendix A. Derivation of correction method using Signal Space 

eparation 

In the theory section we used a simple argument to derive a model

f homogeneous interference correction based on the relationships be-

ween the measured signal and the sensor orientations. An equivalent

erivation can be reached by examining the SSS method ( Taulu and Ka-

ola, 2005 ). SSS represents the MEG signal ( 𝐵) as a linear combination of

he gradients of spherical harmonics ( 𝑌 𝑙𝑚 ( 𝜃, 𝜑 ) ) with coefficients 𝛼𝑙𝑚 and

𝑙𝑚 . The full formulation for the magnetic field in spherical coordinates

 𝑟, 𝜃, 𝜑 ) is 

 ( 𝑟, 𝜃, 𝜑 ) = − 𝜇0 

∞∑
𝑙=0 

𝑙 ∑
𝑚 =− 𝑙 

𝛼𝑙𝑚 ∇ 

[ 
𝑌 𝑙𝑚 ( 𝜃, 𝜑 ) 
𝑟 𝑙+1 

] 
− 𝜇0 

∞∑
𝑙=0 

𝑙 ∑
𝑚 =− 𝑙 

𝛽𝑙𝑚 ∇ 

[
𝑟 𝑙 𝑌 𝑙𝑚 ( 𝜃, 𝜑 ) 

]
(A1) 

The first term represents the neural space while the second term rep-

esents the interference space. If we truncate the inference space to 𝑙 = 1
he interference term reduces to a vector of some constant values ( 𝑎 , 𝑏 , 𝑐)

hat do not change over space. For now, we represent the interior sig-

al space by vector components ( 𝐵 𝑥𝑖𝑛 , 𝐵 𝑦𝑖𝑛 , 𝐵 𝑧𝑖𝑛 ) that can be defined at

ny point in space. We can therefore describe the magnetic field vector

omponents ( 𝐵 𝑥 , 𝐵 𝑦 , 𝐵 𝑧 ) at any location as follows: 

 ( 𝑟, 𝜃, 𝜑 ) = 

⎛ ⎜ ⎜ ⎝ 
𝐵 𝑥 
𝐵 𝑦 
𝐵 𝑧 

⎞ ⎟ ⎟ ⎠ = 

⎛ ⎜ ⎜ ⎝ 
𝐵 𝑥𝑖𝑛 ( 𝑟, 𝜃, 𝜑 ) 
𝐵 𝑦𝑖𝑛 ( 𝑟, 𝜃, 𝜑 ) 
𝐵 𝑧𝑖𝑛 ( 𝑟, 𝜃, 𝜑 ) 

⎞ ⎟ ⎟ ⎠ + 

⎛ ⎜ ⎜ ⎝ 
𝑎 

𝑏 

𝑐 

⎞ ⎟ ⎟ ⎠ (A2)

If we want the field measured by a sensor, we simply need take the

nner product of the magnetic field vector with the sensor’s sensitive

xis. Measurements made at multiple points in space can be described

n the following matrix form 

 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 

⎛ ⎜ ⎜ ⎝ 
𝑜 1 
𝑥 
𝐵 𝑥𝑖𝑛 

(
𝑟 1 , 𝜃1 , 𝜑 1 

)
+ 𝑜 1 

𝑦 
𝐵 𝑦𝑖𝑛 

(
𝑟 1 , 𝜃1 , 𝜑 1 

)
+ 𝑜 1 

𝑧 
𝐵 𝑧𝑖𝑛 

(
𝑟 1 , 𝜃1 , 𝜑 1 

)
⋮ 
𝑜 𝑛 
𝑥 
𝐵 𝑥𝑖𝑛 

(
𝑟 𝑛 , 𝜃𝑛 , 𝜑 𝑛 

)
+ 𝑜 𝑛 

𝑦 
𝐵 𝑦𝑖𝑛 

(
𝑟 𝑛 , 𝜃𝑛 , 𝜑 𝑛 

)
+ 𝑜 𝑛 

𝑧 
𝐵 𝑧𝑖𝑛 

(
𝑟 𝑛 , 𝜃𝑛 , 𝜑 𝑛 

)
⎞ ⎟ ⎟ ⎠ 

+ 

⎛ ⎜ ⎜ ⎝ 
𝑜 1 
𝑥 
𝑎 + 𝑜 1 

𝑦 
𝑏 + 𝑜 1 

𝑧 
𝑐 

⋮ 
𝑜 𝑛 
𝑥 
𝑎 + 𝑜 𝑛 

𝑦 
𝑏 + 𝑜 𝑛 

𝑧 
𝑐 

⎞ ⎟ ⎟ ⎠ (A3) 

Here 𝑜 𝑖 
𝑥 
, 𝑜 𝑖 

𝑦 
, 𝑜 𝑖 

𝑧 
represent the orientation of the sensitive axis the 𝑖 𝑡ℎ 

ensor. The position dependant terms, which represent the signal space,

an now be modelled as the product of the lead fields ( 𝐿 ) and under-

ying neural currents ( 𝐽 ) while the position independent terms can be

https://www.fil.ion.ucl.ac.uk/spm/software/spm12/
https://github.com/tierneytim/OPM
https://doi.org/10.1016/j.neuroimage.2021.118484
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escribed by the matrix product of the sensor normal matrix ( 𝑁) and

he homogeneous field coefficients ( 𝑎 , 𝑏, 𝑐). 

 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 𝐿𝐽 + 𝑁 

⎛ ⎜ ⎜ ⎝ 
𝑎 

𝑏 

𝑐 

⎞ ⎟ ⎟ ⎠ (A4)

If the measured field is multiplied by the projector matrix ( 𝑀 = 𝐼 −
 𝑁 

+ ) the model updates as follows 

 𝐵 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 𝑀 𝐿𝐽 + 

(
𝑁 − 𝑁 𝑁 

+ 𝑁 

)⎛ ⎜ ⎜ ⎝ 
𝑎 

𝑏 

𝑐 

⎞ ⎟ ⎟ ⎠ (A5)

As 𝑁 𝑁 

+ 𝑁 = 𝑁 then the second term tends to zero and the underly-

ng neural currents can be recovered as follows 

 = 𝐿 𝑚 
𝑡 
(
𝐿 𝑚 𝐿 𝑚 

𝑡 
)
𝑌 𝑚 (A6)

Where 𝐿 𝑚 = 𝑀𝐿 and 𝑌 𝑚 = 𝑀 𝐵 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 . We now have an identical re-

ult for 𝐽 as presented in the theory section of this paper. Essentially the

roposed method projects the signal space onto the lead fields and the

nterference space on to the lowest order ( l = 1), position independent

erms of the SSS basis. 
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