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Abstract

CD4+ T cell activation is critical for the initiation of the adaptive immune response. In particular, through the provision of help to B cells, CD4+ T cells are essential for the generation of high-affinity, class-switched antibodies specific for epitopes on invading pathogens. CD4+ T cells also augment the activation of CD8+ cytotoxic T lymphocytes and modulate the effector function of innate immune cells. These features of the immune response are essential for the clearance of many pathogens and are conditional on the ability of a small population of antigen-specific CD4+ T cells to rapidly expand in response to antigenic challenge. In this study we show that this expansion is strongly dependent on the activity of the WNK1 kinase, and that in the absence of WNK1, CD4+ T cells are unable to support a class-switched antibody response. WNK1 has been extensively studied in the distal nephron of the kidney, where it regulates ion transport, and consequently blood pressure, via the STK39 and OXSR1 kinases and the SLC12A-family of ion co-transporters. Here we show that this osmoregulatory function of WNK1 is required for TCR signalling in CD4+ T cells and the subsequent entry of these cells into G1 phase of the cell cycle. Furthermore, having entered the cell cycle, WNK1-deficient T cells show a reduced rate of DNA replication and activate the ATR-mediated cell cycle checkpoint, resulting in a G2/M blockade. CD4+ T cells carrying mutations in both Oxsr1 and Stk39 phenocopy WNK1-deficient T cells, although the defects in TCR-induced proliferation are less severe. Taken together, these data suggest that WNK1 regulates cell cycle progression via the OXSR1 and STK39 signalling pathways, as well as via another, non-canonical pathway. Importantly, the defective TCR signalling and G1 entry exhibited by WNK1-deficient CD4+ T cells can be rescued by activating the cells in hypotonic medium. These novel findings reveal fundamental roles for WNK1 activity and transmembrane water movement in antigen receptor signalling and cell cycle dynamics.
Impact Statement

The discovery that WNK1-dependent signalling regulates many aspects of CD4+ T cell activation has immunological implications for diseases or therapeutics that influence the WNK1 signalling pathway. Pseudohypoaldosteronism type II (PHA-II), for example, is a disease caused by hyperactivation of the WNK signalling pathway. Loop diuretics, such as Bumetanide and Azosemide, are used to treat various edematous conditions and exert their effects by inhibiting NKCC channels, which are core components of the WNK1 signalling pathway. My research suggests that CD4+ T cell proliferation, activation marker expression, cytokine expression, survival and differentiation in patients with dysregulated or therapeutically modulated WNK1 signalling should be investigated. The finding that osmoregulation in particular is critical for so many aspects of CD4+ T cell activation means this investigation should also be extended to any conditions in which CD4+ T cell water transport is affected. For example, hyperglycaemia in diabetic patients increases plasma tonicity and thus will almost certainly affect CD4+ T cell water transport.

The profound effects of WNK1-deficiency on class-switched, antigen-specific antibody responses shows that the WNK1 signalling pathway is critical for this process. This finding could have implications for the design of vaccines, most of which primarily function to generate a robust antibody response to a given antigen. The requirement of WNK1 during ZAP-70 activation, first reported here, may be a universal mechanism present in CD8+ T cells, γδ T cells and NK cells, all of which depend on ZAP-70 signalling for their function and all of which express WNK1. This would have implications for any therapeutics that manipulate signalling via ZAP-70, such as CAR T-cell therapy.

WNK1 is ubiquitously expressed in mammals and orthologues are present in many different organisms. Therefore, the findings described in this thesis may be relevant in a range of biological contexts outside of the mammalian immune system. The role of WNK1 signalling during cell cycle progression and ATR checkpoint activation, for example, may be a common mechanism to multiple cell types. This could be of interest clinically as WNK1 has been implicated in tumorigenesis as well as metastasis.
In conclusion, by defining the role of the WNK1-OXSR1/STK39 signalling axis during an adaptive immune response and highlighting the fundamental role of osmoregulation during this process I have provided a subject for further study in a range of disease/therapeutic contexts. The mechanistic information presented in this thesis, particularly relating to WNK1-dependent ZAP-70 signalling and WNK1-dependent cell cycle progression, could be important for the understanding of these processes in a range of biological contexts and potentially for the development of novel therapeutics.
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<td>OTU domain-containing protein 7B</td>
</tr>
<tr>
<td>OVA</td>
<td>Ovalbumin</td>
</tr>
<tr>
<td>OXSR1</td>
<td>Oxidative stress responsive 1</td>
</tr>
<tr>
<td>p-MHC</td>
<td>Peptide-MHC</td>
</tr>
<tr>
<td>PAMPs</td>
<td>Pathogen-associated molecular pattern</td>
</tr>
<tr>
<td>PANX</td>
<td>Pannexin 1</td>
</tr>
<tr>
<td>PBC</td>
<td>Peptide-binding cleft</td>
</tr>
<tr>
<td>PBS</td>
<td>Phosphate buffered saline</td>
</tr>
<tr>
<td>PD-1</td>
<td>Programmed cell death protein 1</td>
</tr>
<tr>
<td>PD-L1</td>
<td>Programmed death ligand 1</td>
</tr>
<tr>
<td>PDK1</td>
<td>Phosphoinositide-dependent kinase-1</td>
</tr>
<tr>
<td>PFA</td>
<td>Paraformaldehyde</td>
</tr>
<tr>
<td>PH</td>
<td>Pleckstrin homology</td>
</tr>
<tr>
<td>PHA-II</td>
<td>Pseudohypoaldosteronism type II</td>
</tr>
<tr>
<td>PI3K</td>
<td>Phosphoinositide 3-kinase</td>
</tr>
<tr>
<td>PIP2</td>
<td>Phosphatidylinositol-4,5-bisphosphate</td>
</tr>
<tr>
<td>PIP3</td>
<td>Phosphatidylinositol-3,4,5-triphosphate</td>
</tr>
<tr>
<td>PKCθ</td>
<td>Protein kinase C θ</td>
</tr>
<tr>
<td>PKD1</td>
<td>Protein kinase D</td>
</tr>
<tr>
<td>PLCγ1</td>
<td>Phospholipase C γ1</td>
</tr>
<tr>
<td>PP2A</td>
<td>Protein phosphatase 2A</td>
</tr>
<tr>
<td>PP6</td>
<td>Protein phosphatase 6</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>PRR</td>
<td>Pattern recognition receptor</td>
</tr>
<tr>
<td>PSGL-1</td>
<td>P-selectin glycoprotein ligand 1</td>
</tr>
<tr>
<td>PTPN</td>
<td>Protein tyrosine phosphatases non-receptor type</td>
</tr>
<tr>
<td>PVDF</td>
<td>Polyvinylidene difluoride</td>
</tr>
<tr>
<td>qPCR</td>
<td>Quantitative polymerase chain reaction</td>
</tr>
<tr>
<td>RAC</td>
<td>RAS-related C3 botulinum substrate</td>
</tr>
<tr>
<td>RAF-1</td>
<td>Rapidly accelerated fibrosarcoma</td>
</tr>
<tr>
<td>RAG</td>
<td>Recombination activating gene</td>
</tr>
<tr>
<td>RAP1</td>
<td>RAS-related protein 1</td>
</tr>
<tr>
<td>RAPL</td>
<td>Regulator for cell adhesion and polarization enriched in lymphoid tissues</td>
</tr>
<tr>
<td>RAPTOR</td>
<td>Regulatory-associated protein of mammalian target of rapamycin</td>
</tr>
<tr>
<td>RASGRP1</td>
<td>RAS guanyl-releasing protein 1</td>
</tr>
<tr>
<td>RB</td>
<td>Retinoblastoma</td>
</tr>
<tr>
<td>RCE</td>
<td>Gt(ROSA)26Sor^{Cre/ESR1}Thl</td>
</tr>
<tr>
<td>RHEB</td>
<td>Ras homolog enriched in brain</td>
</tr>
<tr>
<td>RHEB</td>
<td>Ras homolog enriched in brain</td>
</tr>
<tr>
<td>RHO</td>
<td>Ras homologous</td>
</tr>
<tr>
<td>RIAM</td>
<td>RAP1-GTP-interacting adapter molecule</td>
</tr>
<tr>
<td>RIF1</td>
<td>RAP1-interacting factor 1</td>
</tr>
<tr>
<td>RNA</td>
<td>Ribonucleic acid</td>
</tr>
<tr>
<td>ROMK</td>
<td>Renal outer medullary potassium channel</td>
</tr>
<tr>
<td>RORγt</td>
<td>RAR-related orphan receptor γt</td>
</tr>
<tr>
<td>RPA</td>
<td>Replication protein A</td>
</tr>
<tr>
<td>RPMI+</td>
<td>Roswell Park Memorial Institute</td>
</tr>
<tr>
<td>RSK</td>
<td>Ribosomal S6 kinase</td>
</tr>
<tr>
<td>RT-qPCR</td>
<td>Reverse transcription – quantitative polymerase chain reaction</td>
</tr>
<tr>
<td>RVD</td>
<td>Regulatory volume decrease</td>
</tr>
<tr>
<td>RVI</td>
<td>Regulatory volume increase</td>
</tr>
<tr>
<td>S1K</td>
<td>Schedule 1 killing</td>
</tr>
<tr>
<td>S1PR1</td>
<td>Sphingosine-1-phosphate receptor 1</td>
</tr>
</tbody>
</table>
SDS  
Dodium dodecyl sulfate

SGK1  
Serum and glucocorticoid-regulated kinase 1

SH2/3  
SRC homology 2/3

SHP1  
SRC homology region 2 domain-containing phosphatase-1

SKAP  
SRC kinase associated protein

SLC  
Solute carrier

SLP-76  
SH2 domain-containing protein of 76 kDa

SMARCAL1  
SWI/SNF-related matrix-associated actin-dependent regulator of chromatin subfamily A-like protein 1

SMIT  
Na⁺-dependent myo-inositol transporter

SOS  
Son of sevenless homologue 1

SP1  
Specificity protein 1

SRC  
Sarcoma

SREBP  
Sterol regulatory element binding proteins

STAT  
Signal transducer and activator of transcription

STIM  
Stromal interaction molecule

STK39  
Serine/threonine kinase 39

STS  
Suppressor of T cell signalling

T-BET  
T-box expressed on T cells

TauT  
Taurine transporter

TBS-T  
Tris-buffered saline + 0.05% tween

TCF-1  
T cell factor 1

TCR  
T cell receptor

TdT  
Terminal deoxynucleotidyl transferase

T<sub>FH</sub>  
T follicular helper

TGFβ  
Transforming growth factor β

T<sub>H</sub>  
T helper

TIRF  
Total internal reflection fluorescence

TLR  
Toll-like receptor

TNFα  
Tumour necrosis factor α

TNFR  
TNF receptor

TOPBP1  
Topoisomerase IIβ-binding protein 1
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T&lt;sub&gt;reg&lt;/sub&gt;</td>
<td>T regulatory</td>
</tr>
<tr>
<td>TSC1/2</td>
<td>Tuberous sclerosis 1/2</td>
</tr>
<tr>
<td>TSP</td>
<td>Thymus-seeding progenitor</td>
</tr>
<tr>
<td>UBA</td>
<td>Ubiquitin-associated</td>
</tr>
<tr>
<td>WASP</td>
<td>Wiskott-Aldrich Syndrome protein</td>
</tr>
<tr>
<td>WAVE</td>
<td>WAS Family verprolin-homologous protein</td>
</tr>
<tr>
<td>WNK</td>
<td>With-no-lysine</td>
</tr>
<tr>
<td>WRN</td>
<td>Werner syndrome helicase</td>
</tr>
<tr>
<td>WT</td>
<td>Wild type</td>
</tr>
<tr>
<td>XPA</td>
<td>Xeroderma Pigmentosum group A</td>
</tr>
<tr>
<td>XRCC2</td>
<td>X-ray repair cross complementing 2</td>
</tr>
<tr>
<td>ZAP-70</td>
<td>Zeta chain-associated protein kinase 70</td>
</tr>
</tbody>
</table>
Chapter 1. Introduction

Living organisms have to defend against many different types of pathogen including bacteria, viruses, fungi and eukaryotic parasites, which seek to exploit the rich environment provided by a host. To control and eliminate these pathogens jawed vertebrates have evolved an immune system consisting of two arms – innate and adaptive – which are able to communicate and together facilitate the clearance of this multitude of pathogens. The immune system is also capable of facilitating clearance of transformed cells although this tumour surveillance function of the immune system will not be discussed. Immune cells known as leukocytes mediate the innate and adaptive immune responses via both cellular and humoral mechanisms.

1.1 Innate immune system

The innate immune system is comprised of many phagocytic cell types which patrol the tissue environment and are the first immune cells to encounter a pathogen once the epithelial layer is breached. Innate immune cells are able to recognise pathogens via structures known as PAMPs – pathogen associated molecular patterns. These structures are highly conserved and often indispensable for pathogen survival. Examples include lipopolysaccharide which is required to build the outer membrane of gram-negative bacteria and double stranded RNA (dsRNA) sequences which make up the genome of some viruses. Innate immune cells are also able to recognise DAMPs – damage associated molecular patterns – which are endogenous molecules released during tissue damage and are a sign that infection is taking place (Hou et al., 2013). One example would be histones which are released from the intracellular compartment during cell damage. PAMPs and DAMPs are recognised by germline-encoded pattern recognition receptors (PRRs) present in the cytosol, endosomal compartments, plasma membrane or secreted into the extracellular milieu (Takeuchi and Akira, 2010). There are many different types of PRR, each of which recognises a different PAMP. Examples include cGAMP synthase (cGAS), toll-like receptors and collectins.
The complement system is also able to specifically target foreign microorganisms resulting in their opsonization and/or lysis. This proteolytic cascade involves ~20 proteins present in the blood and extracellular fluid and can be triggered by antibodies or fluid-phase PRRs bound to the surface of pathogens. Alternatively, the cascade can be initiated by the spontaneous formation of a C3 convertase complex at the surface of a pathogen. The presence of Factor H on host cells blocks C3 convertase assembly, whereas assembly is uninhibited at the surface of pathogens to which Factor H is not bound. This allows the complement pathway to distinguish between foreign and host cells (Ricklin et al., 2010). Opsonisation is achieved through the enzymatic formation of the C3b complement protein fragment which covalently binds to the surface of foreign pathogens via an ester bond and can be recognised by complement receptors on the surface of innate immune cells.

Activation of PRRs or complement receptors by ligand-binding induces innate immune cell effector functions, such as phagocytosis, and the expression of a variety of host genes, the identity of which can depend on the type of PAMP/DAMP, and therefore pathogen, encountered (Guha and Mackman, 2001; Moretti and Blander, 2014). These genes encode proteins such as pro-inflammatory chemokines, cytokines, antimicrobial proteins and costimulatory molecules.

Chemokines mediate the recruitment of leukocytes to the site of infection. These molecules diffuse through the extracellular space and bind and activate chemokine receptors expressed on the surface of immune cells to change their migratory behaviour. For example, neutrophils, which are the first innate immune cell types recruited to the site of infection, detect the presence of chemokines produced at the site of injury such as CXCL1, CXCL2 and CXCL8 via CXCR1 and CXCR2 chemokine receptors (Rajarathnam et al., 2019).

Cytokines are soluble secreted proteins that have a range of autocrine and paracrine functions and can exert their effect at both the local and systemic level. For example, IFNα and IFNβ are produced in the presence of viral nucleic acids and induce an antiviral state in infected and neighbouring cells rendering them refractory to viral replication (Gautier et al., 2005). Acute phase cytokines such as IL-1β, IL-6 and TNFα exert their activity at the systemic level by acting on the hypothalamus to increase body temperature and on hepatocytes to secrete soluble PRRs (Dinarello, 1989). IL-1β, IL-6 and TNFα can also act locally on the endothelium inducing
vasodilation, an increase in endothelial permeability, and the expression of adhesion factors required for the recruitment of leukocytes (Dinarello, 1989; Smith et al., 1989).

The specific cytokine environment is determined by the type of invading pathogen and elicits an immune response appropriate for that pathogen. For example, IL-4 is produced in the presence of extracellular parasites such as Nippostrongylus brasiliensis, whereas IL-12 and IFNγ are produced in the presence of intracellular pathogens such as Listeria monocytogenes or Toxoplasma gondii (Bancroft et al., 1991; Reis e Sousa et al., 1997; Shinkai et al., 2002). These cytokines direct the type of effector functions employed by both innate and adaptive immune cells. For example, IFNγ activates the cytoplasmic enzyme iNOS in innate immune cells to produce NO free radicals capable of directly killing intracellular pathogens, but also instructs B cells to produce the IgG2a antibody isotype.

Additional to the cytokine environment they produce, early responding innate immune cells present at the site of infection are also responsible for communicating supplementary information about the invading pathogen to the adaptive arm of the immune system. This information is in the form of pathogen-derived peptides presented on major histone compatibility (MHC) molecules at the cell surface. MHC molecules are extremely polymorphic and are expressed on the surface of cells even in the absence of infection. In general MHC class I (MHC-I) molecules present peptides of cytoplasmic or nuclear origin generated by the endogenous pathway of antigen processing, whereas MHC class II (MHC-II) molecules present peptides of extracellular origin generated by the exogenous pathway of presentation (Blum et al., 2013). However, crossover between the pathways does occur when exogenous antigens escape the endosomal compartment into the cytoplasm and are loaded onto MHC-I molecules in a process known as cross-presentation. Additionally, autophagy can deliver endogenous antigens to the MHC-II pathway (Dengjel et al., 2005).

MHC-II proteins are assembled in the endoplasmic reticulum where their peptide binding cleft (PBC) is occupied by an invariant peptide (CLIP). These complexes are subsequently trafficked to lysosomes which are then fused with phagosomes containing phagocytosed material. Lysosomal fusion results in acidification and triggers that activity of acid hydrolases and cathepsis which cleave the phagocytosed proteins via proteolysis to generate peptides. Displacement of CLIP by these exogenous peptides is mediated by H-2M in mice and the resulting
peptide-MHC-II (p-MHC-II) complex is trafficked to the plasma membrane (Vyas et al., 2007). PRR signalling enhances the efficiency of peptide loading and presentation by promoting MHC expression, phagosome maturation and the formation of endolysosomal tubules which transport peptide-MHC-II complexes to the plasma membrane (Inaba et al., 2000; Vyas et al., 2007).

Dendritic cells (DCs) and macrophages, both myeloid cell lineages, are particularly efficient at antigen presentation and are designated as professional antigen presenting cells (APCs), although it is thought that DCs are the most potent in terms of initiating an adaptive immune response (Banchereau et al., 2000). Activation of certain PRRs, such as TLR4, or the presence of inflammatory cytokines, such as TNFα, induces a program of maturation in these cells (Shen et al., 2008; Chabot et al., 2016). DC maturation is a complex developmental pathway which involves changes to antigen capture and processing efficiency as well as T cell priming capacity. It is widely accepted that a transient increase in antigen capture and processing efficiency during maturation is followed by a dramatic attenuation of this function involving the downregulation of antigen uptake receptors such as FcγRIIB (Liu et al., 2006). This change is associated with an increase in T cell priming capacity attributed to the upregulation of MHC, adhesion and costimulatory molecules by mature DCs (Cella et al., 1997; Manickasingham and Reis e Sousa, 2001; Larsen et al., 1992). Costimulatory molecules such as CD40, CD80 and CD86 are thought to mark DCs which have encountered pathogen and are therefore presenting pathogen-derived peptides on their surface. This distinguishes these cells from those which are presenting self-peptides to which an adaptive immune response should not be mounted.

DCs are continuously recirculating from peripheral tissues to secondary lymphoid tissues (Huang et al., 2000). Maturation results in the upregulation of the CCR7 chemokine receptor which increases mature DC responsiveness to CCL21 and CCL19. These proteins are chemokines constitutively produced in the T cell area of secondary lymphoid organs by fibroblastic reticular cells (FRCs). CCR7 signalling skews mature DC migration towards higher concentrations of CCL21 and CCL19 and ultimately results in their homing to the T cell zone of secondary lymphoid tissues (Asselin-Paturel et al., 2005; Jarrossay et al., 2001). Through this mechanism antigens acquired in the periphery are thus concentrated in the T cell zone of secondary lymphoid organs where they can be efficiently identified by adaptive
immune cells. This dramatically increases the likelihood that the adaptive immune system is able mount a response to the invading pathogen.

1.2 Adaptive immunity

T cells are able to provide specificity for the invading pathogen by distinguishing between self and non-self peptides presented on MHC molecules via their antigen receptor known as the T cell receptor (TCR). This specificity allows the immune system to target a foreign pathogen while limiting immunopathology against the host. Innate immune cells rely on conserved PAMPs present in many species to identify foreign agents whereas T cells are able to provide specificity for novel protein sequences unique to the invading pathogen. This function expands the repertoire of determinants which can be used to identify the foreign agent and allows the host immune response to recognise pathogens despite their continuing evolution. Additionally, long-term persistence of antigen-specific adaptive immune cells generates immune memory which facilitates a rapid adaptive immune response to re-infection.

1.3 T cell development

Thymus seeding progenitor (TSPs) cells derived from haematopoietic stem cells (HSCs) in the bone marrow migrate to the thymus where they undergo a complex developmental program producing naive T cells. The predominant function of this developmental pathway is to generate naïve T cells with a broad repertoire of self-tolerant TCRs capable of binding p-MHC molecules.

Upon entering the thymus, TSPs receive signals from Notch ligands which enforce an early T lineage gene expression programme by inducing the expression of TCF-1 and GATA-3 transcription factors (Germar et al., 2011; Hosoya et al., 2009). Notch signalling promotes proliferation and differentiation into early thymic progenitors (ETPs) characterised as CD4−CD8−CD25−CD44+KIThi cells (Figure 1). C-KIT is the receptor for stem cell factor (Godfrey et al., 1993).
Figure 1. T cell development in the thymus. Multipotent early thymic progenitor (ETP) cells enter the thymus where they undergo a lengthy developmental program to produce mature CD4+ or CD8+ T cells. ETPs transit through a large number of intermediates which are characterised by cell surface expression of markers such as CD25, CD27, CD28, CD44 and C-KIT as well as CD4 and CD8. During this process rearrangement of the α and β TCR chains takes place to generate a diverse repertoire of receptors. Subsequently cells undergo positive selection and negative selection during which cells expressing TCRs incapable of binding to p-MHC molecules and those expressing self-reactive TCRs are eliminated.
Under the influence of continuing Notch stimulation ETPs differentiate further into \( \text{CD}^4^-\text{CD}^8^-\text{CD}^25^-\text{CD}^44^+\text{KIT}^{hi} \) DN2a cells and subsequently \( \text{CD}^4^-\text{CD}^8^-\text{CD}^25^-\text{CD}^44^+\text{KIT}^{int} \) DN2b cells which are fully committed to the T cell lineage due to an increase in the activity of the BCL11B transcription factor (Yui et al., 2010). After differentiating through the \( \text{CD}^4^-\text{CD}^8^-\text{CD}^25^-\text{CD}^44^-\text{KIT}^lo\text{CD}^28^-\text{CD}^27^- \) DN3a stage, the \( \beta \)-selection-checkpoint is reached. Cells can only transit through this checkpoint to become \( \text{CD}^4^-\text{CD}^8^-\text{CD}^25^-\text{CD}^44^-\text{KIT}^lo\text{CD}^28^+\text{CD}^27^+ \) DN3b cells if a successful pairing between the rearranged \( \beta \)-chain and the pre-TCR\( \alpha \) chain is achieved (Williams et al., 2005; Ciofani et al., 2006). Alternatively, DN3 cells can express the \( \gamma\delta \) TCR chains and divert to a parallel developmental pathway to become \( \gamma\delta \) T cells whereas pre-TCR-expressing cells differentiate further to become \( \alpha\beta \) T cells (Lauritsen et al., 2009).

Successful rearrangement of the TCR \( \beta \) chain locus during DN2 and DN3 stages of development is required for successful negotiation of the \( \beta \)-selection checkpoint and progression to the DN4 stage of T cell development (Mallick et al., 1993). \( \beta \) chain rearrangement occurs through the activity of the RAG1/RAG2 recombinase which mediates site-directed rearrangement of variable (V), diversity (D) and joining (J) gene segments within this locus (Shinkai et al., 1992). Diversity in rearranged \( \beta \) chain coding sequences is generated mainly through differences in the precise combination of V, D and J segments used and augmented by the activity of the terminal deoxynucleotidyl transferase (TdT) which adds nucleotides in the junctions between recombined gene segments (Cabaniols et al., 2001).

Following successful \( \beta \) chain rearrangement and pre-TCR expression, DN3 cells differentiate into DN4 cells. The \( \beta \)-selection signal is thought to be driven by pre-TCR oligomerisation at the cell surface and is accompanied by upregulation of CD27 and CD28, downregulation of CD25, and successive rounds of proliferation mediated by hyperphosphorylation of retinoblastoma protein (RB) and an increase in CDK activity (Yamasaki et al., 2006; Hoffman et al., 1996; Godfrey et al., 1993). In fact, pre-TCR-dependent proliferation is a pre-requisite for DN4 differentiation in this case (Kreslavsky et al., 2012). DN4 cells transiently progress through an immature single positive (ISP) \( \text{CD}^8^-\text{CD}^4^- \) stage before becoming double positive (DP) cells characterised by dual expression of CD4 and CD8 co-receptor molecules (Shinkai et al., 1993). At this phase of development rearrangement of V and J
segments at the \(\alpha\) chain locus takes place, again mediated by the activity of the RAG1/RAG2 recombinase and TdT, generating further diversity in the TCR. This process continues until the cell successfully navigates the positive selection checkpoint or dies due to neglect (Petrie et al., 1993; Brändle et al., 1992). Productive \(\alpha\) chain rearrangement is followed by surface expression of the \(\alpha\beta\) TCR and positive and negative selection checkpoints (Wilson et al., 1996).

The TCR pairs with both CD4 and CD8 co-receptor molecules at the surface of DP cells. The CD4 and CD8 co-receptors determine specificity for either peptide-MHC-II or peptide-MHC-I complexes, respectively, as they bind to the base of MHC molecules near the plasma membrane stabilising the interaction (König et al., 1992; Sun et al., 1995). The presence of both CD4- and CD8-associated TCRs on the surface of DP cells allows them to practice antigen recognition by scanning \(\beta\)-MHC-I and -II molecules presented mainly on cortical thymic epithelial cells. Peptides presented on these cells are mainly generated through macroautophagy and are thus self-antigens (Aichinger et al., 2013). A positive selection signal is delivered to the cell when TCR complexes successfully engage peptide-MHC complexes with sufficient affinity resulting in enhanced survival and cessation of further \(\alpha\) chain rearrangements (Starr et al., 2003). Partial downregulation of CD8 allows the cell to determine whether the TCR is MHC-I or MHC-II restricted. A drop in the signal strength during CD8 downregulation reveals that the TCR is MHC-I restricted and induces CD8\(^+\) cytotoxic T cell differentiation whereas sustained TCR signalling during CD8 downregulation shows that the TCR is MHC-II restricted and results in CD4\(^+\) T helper (T\(\text{H}\)) cell differentiation (Singer et al., 2008).

These CD4\(^+\) and CD8\(^+\) T cells must also undergo negative selection during which self-reactive T cells are deleted from the population. CD4\(^+\) and CD8\(^+\) T cells scan DCs in the thymic cortex presenting ubiquitous self-antigens and medullary thymic epithelial cells (mTECs) presenting tissue specific self-antigens, the expression of which is driven by the extremely promiscuous transcription factor AIRE (Gotter et al., 2004). mTECs are also able to handover antigens to thymic DCs for cross-presentation (Hubert et al., 2011). TCR binding to a self \(\beta\)-MHC complex presented by one of these cell types with affinity above a certain threshold results in apoptosis, although negative selection is not a perfect process and some self-reactive T cells do escape deletion (Gascoigne et al., 2016). Nonetheless, in general,
naïve T cells emerging from the thymus are capable of binding p-MHC complexes and are self-tolerant.

1.4 CD4+ T cell migration

After exiting the thymus naïve T cells continuously recirculate between the vasculature and secondary lymphoid organs including the spleen, lymph nodes and mucosa-associated lymphoid tissue. In these secondary lymphoid tissues they scan p-MHC complexes presented by APCs to identify those to which their TCR is specific. The likelihood that a naïve T cell encounters its cognate p-MHC complex is inherently small and it is estimated that a unique p-MHC-II molecule can be recognised by only 1:1,000,000 CD4+ T cells (Jenkins et al., 2010). Continuous recirculation between secondary lymphoid organs and rapid migration within them greatly enhances the likelihood that a T cell will encounter a cognate p-MHC complex identifying it as foreign and initiate an adaptive immune response towards the antigen.

Naïve CD4+ T cells use a “random walk” pattern of migration within the T cell zone of secondary lymphoid tissues (Textor et al., 2011). Their motility is supported by the network of FRCs which produce chemokines such as CCL21, CCL19 and CXCL12 that further enhance migration speed (Bajenoff et al., 2006; Worbs et al., 2007). Interstitial migration of naïve CD4+ T cells in the T cell zone is dependent on actomyosin dynamics and largely occurs in an integrin-independent manner (Woolf et al., 2007). Ligand-binding to chemokine receptors stimulates polarity establishment and motility via Rho GTPases. RAC1 and RAC2 polarise to the leading edge of the cell where they mediate extension of pseudopodia structures by stimulating actin polymerisation into filamentous actin (F-actin) (Faroudi et al., 2010). The trailing edge, known as the uropod, is a rigid structure stabilised by interactions between the plasma membrane and actomyosin cortex, a stable actin-rich structure proximal to the membrane. This interaction is mediated by ERM proteins which bind to the C-terminal of F-actin and the N-terminal domains of transmembrane proteins polarised to the uropod, such as CD44 (Lee et al., 2004). Pseudopodia extension coupled to uropod contraction, a process which is facilitated by RhoA-dependent regulation of Myosin-IIA activity, leads to rapid forward motion (Lammermann et al.,
2008; Soriano et al., 2011). This migration mechanism allows naïve CD4⁺ T cells to migrate at ~10-12 µm/min and interact with ~100 DCs per hour (Beltman et al., 2007).

When naïve T cells encounter cognate-antigen presented on the surface of an APC, TCR signalling results in an increase in the frequency of Ca²⁺ fluxes into the cell, an increase in the basal concentration of intracellular calcium, arrest of movement, and the formation of a stable integrin-mediated contact with the APC (Wei et al., 2007b). This contact is maintained for several hours and mediated by a specialised structure known as the immunological synapse.

1.5 CD4⁺ T cell activation

1.5.1 Immunological synapse

The immunological synapse (IS) is a highly compartmentalised structure consisting of a central supramolecular activation cluster (cSMAC) surrounded by two radial rings known as the peripheral SMAC (pSMAC), the distal SMAC (dSMAC) as well as stable TCR microclusters. The IS is stabilised by interactions between the integrin-LFA-1 – expressed on the surface of T cells and its ligand – ICAM-1 – expressed on the surface of APCs. These LFA-1-ICAM-1 complexes are organised to form the pSMAC (Monks et al., 1998). TCR-p-MHC complexes continuously form microclusters in a phosphorylation-independent but actin-dependent manner at the periphery of the IS (Campi et al., 2005). These structures are several hundred nanometres in diameter and contain a vast array of downstream signalling molecules including LCK, ZAP-70, SLP-76 and LAT (Bunnell et al., 2002). While initially being associated with active downstream signalling, microclusters subsequently undergo actin-mediated transport to the cSMAC, during which downstream signalling molecules such as ZAP-70 and SLP-76 dissociate (Yokosuka et al., 2005). This relocalisation results in interruption of signalling and ubiquitin-dependent TCR degradation (Varma et al., 2006).

1.5.2 TCR triggering

TCRs are able to interact with a range of p-MHC complexes, including those presenting self-peptides, at a wide range of affinities (Kₒ = 1-200 µM). Additionally,
agonist p-MHC complexes are present on the surface of APCs at vanishingly low frequencies (Mazza et al., 2007). Despite these unusual receptor-ligand binding characteristics T cells are able to distinguish between self and non-self p-MHC ligands with high selectivity and even a single agonist p-MHC molecule is enough to induce T cell activation exemplifying the exquisite sensitivity of the TCR (Huang et al., 2013).

The TCRs inherent affinity for some self p-MHC molecules means that activation of TCR signalling cannot proceed via the “occupancy model”. This model stipulates that signalling is induced if the T cell engages a threshold number of TCRs at any given time. Because the number of low affinity TCR interactions with highly abundant self p-MHC molecules could easily match, or even surpass, the number of high affinity interactions with rare agonist p-MHC molecules this mechanism would not allow for discrimination between self and non-self p-MHC complexes. The “kinetic proofreading” model offers a possible mechanism by which the TCR could discriminate between self and non-self ligands (McKeithan, 1995). It proposes that the T cell determines the TCRs affinity for a ligand by measuring the lifetime, or half-life, of the interaction. This binding characteristic is directly related to the receptor’s affinity for a ligand. Lifetime measurements would require there to be series of enzymatic steps before a second messenger is generated and disseminated to the rest of the cell to provide a time delay between ligand-binding and output, in this case T cell activation. This model also requires these enzymatic steps to be reversible, for example through the action of phosphatases. Fast dissociation from self p-MHC molecules would therefore occur during this time delay preventing productive signalling downstream. An elegant study from Yousefi et al. using optogenetic control of the TCR binding kinetics showed that Ca$^{2+}$ flux only occurred if a threshold half-life of 8 seconds was reached and that this was relatively independent of ligand concentration (Yousefi et al., 2019). This model however cannot account for the range of individual receptor-ligand interaction lifetimes that occur for a given half-life. It may be the case that repeated p-MHC sampling is required to provide lifetime measurements with high confidence. In fact, aggregate dwell times are the best predictor of TCR ligand potency as they can account for the existence of highly stimulatory ligands that have a short $T_{1/2}$ but a fast $K_{on}$ (Govern et al., 2010).

Another “mechanical proofreading” model postulates that the TCR acts as a mechanosensor. This model was prompted by the seminal observation by Kim et al.
that TCR triggering requires pN forces applied perpendicularly to the membrane with cognate, but not irrelevant, p-MHC molecules (Kim et al., 2009). This model is made more compelling by evidence showing that the TCR transmits >12pN forces to p-MHC molecules, and this is required for antigen specificity (Liu et al., 2016). An interesting observation which may shed light onto the mechanism for mechanical proofreading is that interaction between TCRs and non-cognate p-MHC complexes have “slip bond” characteristics meaning they exhibit reduced lifetimes under force, whereas interactions with cognate p-MHC complexes have “catch bond” characteristics meaning they increase in life-time under tension (Liu et al., 2014a). This would align with the previous model described as cognate p-MHC interactions would therefore have longer half-lives, enhancing the cell’s ability to carry out kinetic proofreading. Mechanical proofreading may also be achieved by a “strain test” in which the TCR would undergo a conformational change but only if ligand-binding was of a sufficient affinity.

The TCR is associated with CD3ε,γ,δ and ζ polypeptides forming a multimeric receptor complex with a stoichiometry of TCRαβ-CD3εγ-CD3δεζζ. TCR α and β chains contain no cytoplasmic signalling motifs, whereas CD3 molecules provide a multitude of immunoreceptor tyrosine-based activation motifs (ITAMs) which are responsible for transmission of the signal into the cytoplasm. Ligand-binding induces an intracellular tyrosine phosphorylation cascade. One of the earliest events in this signalling pathway is the phosphorylation of tyrosine residues in the ITAMs present in the cytoplasmic domains of CD3 molecules. This process is mediated by the constitutively active LCK tyrosine kinase which is constitutively bound to the cytoplasmic tail of the CD4 co-receptor (Love and Hayes, 2010; Nika et al., 2010a). Phosphorylated ITAMs act as a scaffold for ZAP-70 recruitment which binds via its SH2-domain. LCK is then able to phosphorylate and activate ZAP-70 which in turn phosphorylates LAT and SLP76 (Wardenburg et al., 1996; Zhang et al., 1998). These ZAP-70 mediated phosphorylation events lead to the nucleation of a membrane-bound signalling complex, known as the LAT signalosome, which is membrane-anchored via LAT and acts to activate a myriad of downstream signalling pathways discussed below in Chapter 0.

Although these early signalling events are well established there are multiple models that attempt to explain the mechanism by which the TCR signalling complex transmits signals across the plasma membrane to initiate this phosphorylation
cascade. One prominent model proposes that ligand-binding induces a conformational change in the TCR-CD3 signalling complex that transmits information across the plasma membrane, similar to most germline-encoded cell surface receptors. CD3ε and ζ polypeptide chains contain highly basic regions in their intracellular domains which are buried in the negatively charged phospholipids on the inner leaflet of the plasma membrane. Upon TCR engagement, a conformational change is thought to release these polybasic motifs from the membrane, a process which would render the associated ITAMs susceptible to phosphorylation by LCK (Gagnon et al., 2012; Zhang et al., 2011a). The CD3ε cytoplasmic domains also contain a proline-rich sequence which is inaccessible under unstimulated conditions but is exposed upon TCR activation facilitating the recruitment of NCK via its SH3 domain, although it is unclear whether this interaction is required for T cell activation (Szymczak et al., 2005; Tailor et al., 2008).

The mechanism by which conformational changes that occur in the TCR α and β chains could be transmitted to the CD3 cytoplasmic tails remains unclear. NMR spectroscopy studies revealed that ligand-binding induces allosteric changes to the TCRα and β chains at multiple sites (Rangarajan et al., 2018; Natarajan et al., 2017). Interestingly this includes changes to the CαAB loop and Cβ FG loop which are in contact with, or highly proximal to, the CD3εδ and CD3γε dimers respectively (Dong et al., 2019). Deletion of these loops reduces T cell sensitivity to activation by p-MHC while preserving expression of TCR-CD3 receptor complexes supporting the theory that they are required for signal transmission (Beddoe et al., 2009; Touma et al., 2006).

Another prominent model for TCR signal transduction is the molecular segregation model. This model stipulates that upon triggering the TCR redistributes with respect to phosphatases such as CD45 and CD148 which dephosphorylate ITAMs. It has been proposed that this may occur because interactions between the relatively small TCR and p-MHC complexes can only occur when the plasma membranes of the T cell and DC are in close proximity. This would serve to exclude molecules with large extracellular domains, including CD45 and CD148, from these close contact regions by sterically hindering their diffusion and thus skewing the phosphorylation/dephosphorylation equilibrium of ITAMs towards phosphorylation inducing signalling. This model is supported by studies in which the ectodomain of
CD45 and CD148 were truncated leading to suppression of TCR signalling (Cordoba et al., 2013). An additional point of interest is that CD45 is excluded from TCR microclusters distal to the cSMAC where signalling occurs but is enriched at the cSMAC where TCR signalling is quenched (Varma et al., 2006).

TCR aggregation has also been proposed to provide antigen-specificity as well as a mechanism for the initiation of downstream cytoplasmic signalling. However, a recent FRET-based study has shown that TCR signalling propagates from monomeric TCR-CD3 receptor complexes suggesting that oligomerisation is not in fact the mechanism that supports antigen recognition and TCR activation (Brameshuber et al., 2018).

The author prefers a combination of a number of these models to describe TCR ligand discrimination and triggering as they are by no means mutually exclusive. As previously mentioned, aggregate dwell time is the best predictor of ligand potency and therefore the cell must somehow record this parameter in order to identify agonist ligands. Kinetic proofreading provides a mechanism by which the cell could achieve this. Because mutation of the polybasic sequence of CD3ε does not augment ITAM phosphorylation it is unlikely that release of this motif from the membrane initiates signalling (Deford-Watts et al., 2009; Fernandes et al., 2010). A preferrable explanation is that increased dwell time, which would be augmented by force-dependent formation of catch-bonds, results in prolonged exclusion of the CD45 phosphatase due to the proximity of opposing membranes. This would tip the equilibrium towards LCK-dependent phosphorylation of CD3 inducing downstream signalling. The paradox presented by this model is that CD45 is also required to activate LCK (discussed below). However recent evidence shows that although CD45 is segregated from signalling TCRs it is initially localised within a few hundred nanometres and thus could maintain LCK in its active conformation while failing to quench TCR signalling (Razvag et al., 2018) (Figure 2).
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Figure 2. Kinetic segregation model of TCR triggering. The small intermembrane distance stabilised by the TCR-p-MHC interaction excludes the large rigid extracellular domain of CD45. This allows activated LCK to phosphorylate CD3 and induce downstream signalling which would otherwise be inhibited due to CD45-dependent dephosphorylation.

Regardless of the mechanism, TCR activation results in phosphorylation of ITAMs in the intracellular tails of CD3ε and CD3ζ molecules by SRC-family kinases - LCK and FYN (Samelson et al., 1990; Samelson et al., 1986). However, there seems to be only an absolute requirement for LCK (Appleby et al., 1992; Molina et al., 1992). LCK activity is regulated by phosphorylation of Y394 and Y505 (Figure 3). Autophosphorylation or transautophosphorylation of Y394, which is located in the activation loop, stabilises the active conformation of the kinase domain whereas the C-terminal tyrosine Y505 is phosphorylated by CSK and promotes an inactivating conformational change which is mediated by an interaction between this site and the SH2 domain of LCK (Xu et al., 1999; Hardwick and Sefton, 1995). Intramolecular interactions between an SH3 domain, polyprotein helix and “linker” region of LCK stabilise the closed conformation further (Xu et al., 1997). Both phosphorylation sites are substrates for CD45 dephosphorylation, which can thus act as a positive and negative regulator of LCK, although Y394 is a poorer affinity substrate (Zikherman et al., 2010). Y394 can also be dephosphorylated by an array of other phosphatases which are thus negative regulators of TCR signalling and include: PTPN2, PTPN12, PTPN22, SHP1, and DUSP22.
Dephosphorylation of Y505 by CD45 results in an open, “primed” conformation that may possess some catalytic activity although this remains a controversial topic as in vitro analyses yielded different results (Hui and Vale, 2014; Oro et al., 1996). A study using LCK-deficient JCaM 1.6 cells derived from the Jurkat T cell leukaemia cell line showed that expression of a Y394F/Y505F mutant was not able to reconstitute downstream ERK activation or Ca\(^{2+}\) fluxes suggesting the unphosphorylated form of LCK is not sufficient for productive signalling (Philipsen et al., 2017). Using a FRET biosensor, the authors also clarified that in addition to the conformational change, Y394 phosphorylation is indeed required for catalytic activity.
Figure 3. LCK and ZAP-70 regulation. LCK (A) and ZAP-70 (B) mediate the earliest steps during TCR signal transduction. They can exist in multiple phosphorylation states which determine their activity and substrate specificity. A range of kinases and phosphatases can regulate each of these phosphorylation events thereby modulating TCR signalling. Adapted from (Gaud et al., 2018).

A pool of constitutively active, Y394-phosphorylated LCK (pY394) is present in T cells, although there are contradicting reports on the size of this pool ranging from 2-40% of total intracellular LCK (Ballek et al., 2015; Nika et al., 2010b). Similarly, there is controversy over whether TCR activation leads to an increase in this percentage, with some studies reporting an increase in the pY394 form upon TCR stimulation and others finding no evidence of this (Philipsen et al., 2017; Nika et al.,
2010b). It is widely accepted however that LCK non-covalently associates with CD4 and CD8 coreceptors (Veillette et al., 1988).

A third site on LCK (S59) is phosphorylated by ERK in a feedback loop (Winkler et al., 1993). This phosphorylation event was shown to change the substrate specificity of LCK (Joung et al., 1995). A separate study later found this site to participate in a feedback loop facilitating ligand discrimination by the T cell (Štefanová et al., 2003). The authors of this study proposed a mechanism by which TCR antagonists induce LCK-dependent phosphorylation of SHP-1, binding of SHP-1 to LCK, SHP-1-dependent dephosphorylation of LCK Y394 and thus the formation of a negative feedback loop. In contrast, agonist-binding would result in ERK-dependent phosphorylation of LCK S59, which blocks SHP-1 recruitment, preventing the formation of the negative feedback loop and thus facilitating productive TCR signalling and activation. This mechanism is at odds with in vivo data as a S59A substitution in mice had no effect on ligand discrimination and in fact slightly enhanced activation, suggesting an inhibitory role of S59 phosphorylation during T cell activation (Paster et al., 2015). The authors of another study found that expression of the LCK mutant S59A augmented TCR signalling, including LCK Y394 phosphorylation, whereas expression of the phosphomimetic mutant S59E had the reverse effect in LCK-deficient JCam1.6 cells (Dutta et al., 2017). These results align with the previous in vivo finding that pS59 has an inhibitory role. Surprisingly, the authors were also able to show that calcineurin, which is activated by Ca^{2+} release, is recruited to ZAP-70 during activation and can dephosphorylate LCK S59. Pharmacological inhibition of this phosphatase reduced the TCR-dependent phosphorylation of multiple signalling molecules, including the Y493 residue of ZAP-70, whereas phosphorylation of CD3ζ Y83 and ZAP-70 Y319 were unaffected. This change in TCR-induced phosphorylation pattern did not perfectly match that of the S59E mutant suggesting calcineurin was performing multiple roles proximal to the TCR.

Y192, which is in the LCK SH2 domain, is another tyrosine phosphorylated in a negative feedback loop downstream of the TCR. Complementary studies using Jurkat cells found that phosphorylation of this residue is dependent on ZAP-70 and ITK activity, although the authors note that other kinases are likely to play a role (Sjölin-Goodfellow et al., 2015; Granum et al., 2014). Initially it was proposed that this post-translational modification inhibited LCK activity to all substrates. This is
supported by evidence that phosphorylation of Y192 inhibits dephosphorylation of Y505 by CD45, thus locking the kinase in the inactive conformation (Courtney et al., 2017). However, contrary to its negative role in TCR signalling, another study showed that Y192 phosphorylation alters LCK substrate specificity and is in fact required for cell-cell adhesion although the mechanism was not fully elucidated (Granum et al., 2014).

Phosphorylated ITAMs of the intracellular tails of CD3ζ molecules act as a scaffold for ZAP-70 binding via its SH2 domain, thus localising the protein to the membrane (Katz et al., 2017; Chan et al., 1991). The current model for ZAP-70 activation elucidated using hydrogen-deuterium exchange mass spectrometry, states that CD3ζ binding induces a conformational change from the closed, autoinhibited state to the open, “primed” state promoting phosphorylation of Y315 and Y319 in interdomain B by LCK or autophosphorylation (Brdicka et al., 2005; Di Bartolo et al., 1999a; Klammt et al., 2015; Neumeister et al., 1995). This stabilises the “primed” conformation as well as the interaction with pCD3ζ resulting in increased dwell time, phosphorylation of the activation loop at Y493, and downstream signalling. pY315 and pY319 also act as docking sites for signalling molecules, for example, pY319 is a well-documented binding site for LCK (Pelosi et al., 1999). In fact, mutation of this residue to phenylalanine exerts a dominant negative effect on TCR signalling (Di Bartolo et al., 1999b).

ZAP-70 Y319 can be dephosphorylated by the non-canonical family of phosphatases – STS-1 and -2 – which are unique in that they have a ubiquitin association (UBA) domain paired with a SH3 domain at their N-terminus (Mikhailik et al., 2007). Deletion of both these phosphatases results in enhanced SLP76 and LAT phosphorylation as well as TCR-induced proliferation showing they have a negative regulatory effect on ZAP-70-dependent signalling in vivo (Carpino et al., 2004). STS2 requires intact UBA and SH3 domains to suppress TCR signalling, suggesting a mechanism by which ZAP-70 is recognised via a ubiquitin moiety along with a poly-proline motif (Mikhailik et al., 2007). Recently it has been shown that ZAP-70 poly-ubiquitination at K578 is carried out by NRDP1 in CD8+ T cells, although the ligase responsible for ZAP-70 ubiquitination in CD4+ T cells has not been identified. Interestingly, NRDP1-deficiency did not affect CD3ζ or LCK phosphorylation but dramatically increased ZAP-70 Y319 phosphorylation (Yang et al., 2015). OTUD7B,
on the other hand, has been found to deubiquitinate ZAP-70 predominantly at K544 in both CD4+ and CD8+ T cells, blocking STS1- and 2-binding and thus positively regulates TCR signalling, including ZAP-70 Y319 phosphorylation (Hu et al., 2016). The authors of these studies found that these effects were independent of ubiquitin-dependent protein degradation. Another study by Huang et al. showed that polyubiquitination of CD3ζ at K54 by CBL-B and ITCH E3 ligases suppresses ZAP-70 recruitment and activation, however this pathway also results in reduced CD3ζ phosphorylation (Huang et al., 2010).

Following phosphorylation of Y315 and Y319, residue Y493, located within the activation loop of ZAP-70, is phosphorylated by LCK or via autophosphorylation resulting in complete activation of ZAP-70 kinase activity (Wang et al., 2010). PTPN22 is able to dephosphorylate ZAP-70 at Y493, but not Y319, thus inhibiting its kinase activity (Wu et al., 2006a). Stable association with the TCR also results in phosphorylation of Y126, possibly through trans-autophosphorylation. This reduces the affinity of ZAP-70 for the phosphorylated ITAMs on CD3 proteins and results in diffusion of ZAP-70 away from the TCR complex in the plane of the membrane suggesting a possible "catch-and-release" mechanism for ZAP-70 regulation that would facilitate signal amplification and dispersal (Katz et al., 2017).

Activated ZAP-70 goes on to phosphorylate a number of proteins including LAT and SLP76 which are able to induce nucleation of the signalosome at the membrane which acts as a signalling platform (Figure 4). This process is essential for TCR signal transmission (Zhang et al., 1999). LAT is phosphorylated on 9 tyrosine residues which act as docking sites for multiple adaptor and effector proteins containing SH2 domains (Zhang et al., 2000). These include GRB2, PLCγ1 and GADS.
Figure 4. TCR signalling pathway. Stimulation of the TCR elicits a myriad of signalling pathways. The most TCR proximal event required for signal transduction is the LCK-dependent phosphorylation of ITAM domains on the intracellular tails of CD3 molecules associated with the $\alpha\beta$ TCR. This results in the recruitment and activation of ZAP-70 which is then able to mediate the nucleation of the LAT signalosome which serves as a signalling platform for downstream pathways. LCK also activates ITK which in turn activates PLC$_{\gamma}$1 at the LAT signalosome. From here PLC$_{\gamma}$1 catalyses the conversion of PIP$_2$ into DAG and IP$_3$ which induce the RAS, PKC$\theta$ and Ca$^{2+}$ signalling pathways. SOS1, which is also recruited and activated at the LAT signalosome, augments RAS signalling further. In parallel, VAV1 activates RAC1/RAC2/CDC42 signalling. These pathways are collectively responsible for T cell activation.
GADS acts as an adapter molecule to recruit SLP-76, which in turn recruits ITK, VAV1 and NCK. GRB2 contributes to the recruitment of VAV1 and SOS1, a RAS guanine nucleotide exchange factor (RAS-GEF) (Lowenstein et al., 1992). It is likely that the assembly of the LAT signalosome is in fact a far less linear process than described here and involves a stunningly complex array of protein-protein interactions and post-translational modifications. For example, each SOS1 molecule is able to bind 2 GRB2 molecules, facilitating the assembly of higher order LAT oligomers at the cell surface (Douglass and Vale, 2005; Houtman et al., 2006; Su et al., 2016b). This higher order assembly was required for signal amplification under limiting stimulation conditions. Subsequently its was shown that these LAT assemblies are required for optimal PLCγ1 activation downstream of the TCR (Kortum et al., 2013). The same goes for ERK kinase activation (Su et al., 2016a). This may be related to the fact that LAT assemblies are required for extended SOS1 recruitment to the membrane which is necessary for SOS1 activation (Huang et al., 2016). Additionally, these LAT assemblies exclude CD45 suggesting that they could contribute to kinetic segregation of phosphatases during productive TCR signalling.

The LAT signalosome structure not only recruits effector molecules to the membrane for activation via post-translational modification, but also acts to enhance their activity by stabilising their active conformations. This is illustrated by the mechanism of PLCγ1 activation, which requires ITK-dependent phosphorylation but also interaction with VAV1, SLP76 and LAT to generate full phospholipase activity (Beach et al., 2007; Saveliev et al., 2009). ITK activity is also regulated via post-translational modifications and protein-protein interactions. Initially ITK is recruited to the membrane via its pleckstrin homology (PH) domain, which binds to phosphatidylinositol-3,4,5-triphosphate (PIP3) produced by phosphoinositide 3-kinase (PI3K) (Ching et al., 1999). Here it is phosphorylated by LCK and subsequently recruited to SLP76 where it phosphorylates PLCγ1. An NMR-based study showed that ITK activity requires not only LCK-dependent phosphorylation but also conformational changes induced upon binding to p-SLP76 via its SH2 domain (Pletneva et al., 2006).

PLCγ1 is a major effector molecule responsible for signalling downstream of the signalosome. PLCγ1 is a phospholipase that hydrolyses phosphatidylinositol-4,5-
bisphosphate (PIP$_2$) to produce inositol-1,4,5-trisphosphate (IP$_3$) and diacylglycerol (DAG), essential second messengers in the TCR signalling pathway. DAG is responsible for activating both RAS and PKC$\theta$ signalling pathways. DAG recruits PKC$\theta$ to the membrane where it signals primarily via the NFKB pathway but is also known to contribute to the activity NFAT and RAS signalling pathways (Sun et al., 2000).

DAG also inducibly recruits RASGRP1 to the membrane where it is phosphorylated and activated by PKC$\theta$. RASGRP1 is a RAS-GEF which stimulates the release of GDP from RAS to allow binding of GTP. RAS is active in the GTP-bound form and activates RAF-1, which activates MEK1 and MEK2, which in turn activate ERK1 and ERK2 mitogen activated protein kinases (MAPKs). SOS1 is another RAS-GEF and directly regulates guanine nucleotide exchange of membrane-bound RAS when recruited to the LAT signalosome by GRB2. These two RAS-GEFs play partially-redundant, complementary roles in activation of the RAS signalling pathway. RASGRP1 appears to play a dominant role in RAS activation whereas SOS1 acts as a RAS rheostat (Roose et al., 2007). SOS1 activity is augmented by binding to RAS-GTP via an allostERIC pocket. Therefore, maximal SOS1 activity requires accumulation of RAS-GTP, which is initially mediated via RASGRP1 activity. As RAS-GTP levels increase a positive feedback loop is formed and SOS1 becomes highly activated and enhances RAS signalling. An interesting characteristic of TCR-mediated ERK signalling is that it converts an analogue TCR signal into a digital response. This can be predicted in silico by modelling the interaction between RASGRP1 and SOS1 signalling (Das et al., 2009). RASGRP1 provides an analogue signal which is transformed into a digital signal by the SOS1 feedback loop. This signalling circuit also provides a form of “memory” for previous TCR engagement as it results in dramatically augmented ERK signalling during subsequent antigen encounters experienced within a set period of time. ERK itself also participates in a feedback loop with the membrane proximal signalling apparatus by phosphorylating LCK at S59 as discussed earlier in the chapter.

IP$_3$, the second second messenger generated by PLC$\gamma$1 activity, activates Ca$^{2+}$-permeable ion channels in the endoplasmic reticulum (ER). Ca$^{2+}$ ions move down the electrochemical gradient into the cytoplasm. Ca$^{2+}$ depletion in the ER induces the aggregation of STIM1 and STIM2 ER proteins which trigger the store-
operated Ca$^{2+}$ channel at the plasma membrane to generate an even larger influx of Ca$^{2+}$ into the cytoplasm (Oh-hora et al., 2008). Cytoplasmic Ca$^{2+}$ activates many signalling proteins including the phosphatase calcineurin and the CaMK kinase. These proteins in turn activate the transcription factors NFAT, CREB, and MEF2.

VAV1 is another GEF activated downstream of the TCR which is specific for RHO-family GTPases. Upon recruitment to the LAT signalosome VAV1 undergoes a two-step activation program in which phosphorylation of VAV1 Y142 and Y160 provides a binding site for LCK and makes Y174 accessible for phosphorylation by LCK. This relieves autoinhibition and rapidly stimulates downstream signalling (Yu et al., 2010). VAV1 activates actin cytoskeletal dynamics by converting RAC1, RAC2 and CDC42 to their GTP-bound state. These GTP-bound RHO GTPases then activate WASP and WAVE2 which bind ARP2/3 proteins and act as actin-nucleation factors generating a complex actin network that ultimately supports IS formation. VAV1 GEF activity is also required for AKT and TEC kinase activation, most likely by stimulating PI3K activity via RHO GTPases (Reynolds et al., 2002; Saveliev et al., 2009).

LFA-1 integrin activity, and interaction with the actomyosin cytoskeleton, is also essential for IS formation. LFA-1 undergoes a conformational change to a high affinity state in response to TCR stimulation, a process known as inside-out signalling (Springer and Dustin, 2012). Signalling from the TCR influences clustering and anchoring to the F-actin cytoskeleton resulting in high-affinity binding to ICAM-1 and stable conjugate formation. The RAP1 GTPase is a critical regulator of TCR-induced adhesion, particularly by increasing the avidity of LFA-1 interactions (Sebzda et al., 2002; Shimonaka et al., 2003). Pharmacological inhibition showed that RAP1 activation downstream of the TCR is highly dependent on PLCγ1 and PKCθ signalling in primary T cells, although the latter was revealed using PMA stimulation and thus may not be relevant for TCR-dependent RAP1 activation (Katagiri et al., 2004; Ghandour et al., 2007). ADAP is an adaptor molecule that is recruited to the LAT signalosome and is critical for TCR-induced RAP1 activation and adhesion but does not influence other TCR proximal signalling events (Katagiri et al., 2000; Griffiths et al., 2001; Wu et al., 2006b). Its activity is dependent on SLP-76 binding and is required for augmenting LFA-1 avidity by inducing clustering at the membrane, a pre-requisite for productive cell-cell adhesion (Wang et al., 2004). To achieve this change in adhesive behaviour, ADAP recruits RAP1 to the membrane via SKAP55.
and RIAM where it is activated by RAP GEFs (Ménasché et al., 2007; Kliche et al., 2006). The PKCδ effector PKD1 also is important for RAP1 recruitment to the membrane and activation, possibly by recruiting the RAP-GEF C3G (Medeiros et al., 2005).

RAP1 binds to both RIAM and RAPL effector protein which in turn promote the binding of TALIN to the β subunit of LFA-1 (Lee et al., 2009; Katagiri et al., 2006). This complex promotes a conformational change in LFA-1 to the extended-closed low-affinity conformation, clustering and nucleates further factors to facilitate anchoring of LFA-1 to the actin cytoskeleton. Mechanical forces generated from cortical actin flows in the pSMAC actin network generates a conformational change to the open-extended high-affinity conformation and stable ICAM-1 binding (Comrie et al., 2015). Accordingly, VAV1-mediated cytoskeletal rearrangements are required for this process (Ardouin et al., 2003; Krawczyk et al., 2002). These stable interactions increase the sensitivity of T cells to antigens by 100-fold (Bachmann et al., 1997). Inversely, outside-in signalling via LFA-1 is thought to also mediate de-adhesion from APCs by inducing phosphorylation of LAT at Y171 and recruiting GRB2-SKAP1 complexes to the LAT signalosome (Raab et al., 2017).

Another major signalling node in T cell activation are the class 1 PI3Ks which catalyse the phosphorylation of phosphatidylinositol-4,5-bisphosphate (PIP2) to phosphatidylinositol-3,4,5-triphosphate (PIP3). These kinases are heterodimeric and contain a p85α, p85β or p55γ regulatory subunit that constitutively associates with a p110α, p110β, p110δ or p110γ catalytic subunit, which exhibit some level of redundancy. P110δ in complex with p85α or p85β produces most PIP3 in mature T cells and has been shown to be critical for T cell function in vivo (Lucas et al., 2016; Okkenhaug et al., 2002). Interestingly, this critical role for PI3Kδ was later found to be at least in part mediated by its ability to induce cell-cell adhesion though regulation of RAP1, coflin and ERM (Garçon and Okkenhaug, 2016). This explained the observation that cells expressing a kinase-dead form of PI3Kδ were able to proliferate normally in response to beads coated in anti-CD3 and anti-CD28 antibodies whereas the response to antigen presented on APCs was severely compromised. The δ isoform is known to be activated downstream of the TCR, cytokine receptors and costimulatory receptors. A number of pathways have been reported to be required for PI3Kδ activation by these various stimuli. It has been
shown that TCR-dependent recruitment of PI3Kδ to the membrane requires LAT and SLP-76 (Shim et al., 2011). The RAS signalling pathway has also been shown to play a role in PI3K activation in peripheral primary T cells (Wabnitz et al., 2006). Saveliev et al. show that VAV1 GEF activity is required for AKT activation in naïve CD4+ T cells providing indirect evidence that VAV1 may also contribute to PI3K activation (Saveliev et al., 2009). Although it is clear that CD28 signalling also augments PI3K activity, the mechanism by which signals are transmitted between these proteins is unclear as mutation of the YxxM motif abrogates PI3K binding but not CD28-dependent activity (Garçon et al., 2008; Prasad et al., 1994).

Synthesis of PIP3 at the membrane results in the recruitment of pleckstrin homology (PH) domain containing proteins including PDK1, its downstream target AKT, TEC tyrosine kinases, such as ITK, and RHO-GEFs. PIP3-binding induces a conformational change in AKT that converts it into a substrate for PDK1 which is co-localised to the PIP3-rich membrane domain via its PH domain (Milburn et al., 2003). ITK localisation to the membrane is thought to be essential for LCK-mediated phosphorylation and activation (Shan et al., 2000). The PIP3-dependent localisation of RHO-GEFs to the membrane seems to regulate their exchange activity by bringing them into the proximity of LCK (Han et al., 1998).

AKT signalling plays a major role in regulating T cell activation. Signalling through this pathway regulates survival, metabolism, cytokine production and division by inducing an array of post-translational modifications and transcriptional changes. A particularly important regulatory function of the AKT pathway is to activate mTORC1 activity which subsequently regulates many processes including lipid metabolism and protein synthesis (Inoki et al., 2002). This pathway and its role in the cell cycle is discussed further in Chapter 1.9.1.

1.5.3 Costimulation

As posited by the “two signal model” of activation, T cells require a second costimulatory signal, supplementary to the TCR signal, in order to become activated. This signal is supplied by costimulatory receptors expressed on the T cell which bind to costimulatory molecules expressed on the surface of APCs. As previously mentioned, DCs upregulate costimulatory molecules in the presence of PAMPs or
certain inflammatory cytokines (Chapter 1.1). DCs without costimulatory molecules on their surface are therefore unlikely to be presenting pathogen derived p-MHC molecules. TCR engagement in the absence of costimulation results in T cell anergy, which refers to a broad range of functionally inactivated states in which cytokine secretion and proliferative responses are commonly suppressed (Schwartz, 2003). This process contributes towards peripheral tolerance by inactivating self-reactive T cells which have escaped deletion in the thymus. If the T cell receives both TCR and costimulatory signals this leads to activation.

There are many costimulatory receptors expressed on the surface of T cells, however CD28 is the most well studied and T cells are strongly reliant on its activity to mount an immune response (Dodson et al., 2009; Lucas et al., 1995). CD28 interacts with CD80 and CD86 costimulation molecules on the surface of APCs. It competes for these ligands with the inhibitory receptor – CTLA-4 – which is also expressed on the surface of T cells and can form a higher affinity interaction (Krummel and Allison, 1995). ICOS, which is highly related to CD28, is another major costimulatory receptor. ICOS binds to ICOS-ligand (ICOSL) which can also act as a ligand for CD28 (Yao et al., 2011). The pro- and anti-inflammatory activities of this receptor-ligand family are thus regulated in a complex manner but ultimately act as a rheostat for the immune response.

One major function of CD28 signalling is to dramatically increase IL2 expression by increasing its transcription and stabilising IL2 RNA (Fraser et al., 1991; Lindstein et al., 1989). Another well documented function of CD28 signalling is to promote T cell survival by inducing the expression of Bcl-XI, an anti-apoptotic factor. Interestingly, CD28 also seems to be able to increase the sensitivity of a T cell to lower abundance or lower affinity antigen (Bachmann et al., 1997).

Proteomics studies have shown that CD28 costimulation mainly acts to enhance signalling pathways induced downstream of CD3 (Kim and White, 2006). CD28 has a cytoplasmic tail which can act as a signalling scaffold for SH2- and SH3-domain containing proteins upon stimulation. In particular the YXXM motif and the distal proline motif (PYAP) play major but partially redundant roles in signal transduction as mutation of both these sites results in profound defects in T cell cytokine production, survival and proliferation (Boomer et al., 2014). The PYAP motif seems to have the most profound role in immune responses in vivo. GRB2 and
GADS recruitment to CD28 upon stimulation is well documented and augments VAV1 and NFκB activation respectively.

1.5.4 Activation marker expression

Cell surface activation markers such as IL-2Rα, CD44 and CD69 are rapidly transcriptionally upregulated in response to TCR stimulation and can be used to determine the activation state of the cell but also carry out essential roles in effector T cell function. \(I\!L2r\alpha\) is expressed in response to TCR stimulation and encodes the IL-2Rα chain (CD25) which generates a high-affinity IL-2 receptor when it forms a heterotrimer with the constitutively expressed IL-2Rβ and \(\gamma_c\) subunits. IL-2 receptor-induced JAK-STAT signalling promotes T cell proliferation by mediating an array of transcriptional changes, in particular the expression of cyclin D2, cyclin D3 and CDK6 (Moriggl et al., 1999). However, \textit{in vivo} this role of CD25 signalling seems to be redundant and in fact \(I\!L2r\alpha^{-/-}\) mice develop lethal lymphoproliferative and autoimmune syndrome (Willerford et al., 1995). It transpires that IL-2 signalling has an essential function during the development and survival of regulatory T (T\(_{reg}\)) cells which constitutively express high levels of CD25 and suppress autoreactive peripheral T cells (Fan et al., 2018; Almeida et al., 2002). TCR-mediated expression of \(C\!d25\) is regulated via a vast array of transcription factors that bind to 5 positive regulatory regions located upstream and downstream of the transcriptional start site. These transcription factors include members of AP-1, NFAT, NFκB and ETS families of transcription factors (Kim, 2002; Schuh et al., 1998). CD28 signalling enhances \(C\!d25\) expression via CREB/ATF transcription factors, which cooperate with AP-1 transcription factors, and also via NFκB transcription factors (Yeh et al., 2001; Kahn-Perles et al., 1997). IL-2 binding to the IL-2R is not only responsible for transcription of pro-proliferative genes but also \(C\!d25\) itself, forming a positive feedback loop. IL-2-dependent \(C\!d25\) expression is mainly mediated via the STAT5 signalling pathway (John et al., 1999). STAT5 directly binds to positive regulatory regions to enhance \(C\!d25\) transcription in concert with HMG-I(Y) (Kim, 2002). Other cytokines such as IL-1, IL-7, IL-12, IL-15, TGF-β and TNFα have been found to induce CD25 signalling via SMAD and NFκB transcription factors (Kim et al., 2006; Kim et al., 2005; Pimentel-Muinos et al., 1994).
CD44 and CD69 proteins are involved in adhesion and migration. The primary ligand for CD44 is the extracellular matrix component hyaluronic acid (HA) and via this interaction CD44 can mediate tethering and rolling interactions with vascular endothelial cells that express HA (Ponta et al., 2003). CD44 also interacts with the VLA-4 integrin to mediate extravasation and thus upregulation of CD44 promotes recruitment of activated, effector T cells to sites of infection (Nandi et al., 2004). CD44 has also been found to bind to LCK as well as the TCR signalling complex and augment TCR-dependent function in vitro (Dianzani et al., 1999). This function of CD44 was not observed in vivo, although a clear role in regulating T helper (T\text{H}) 1 T cell differentiation and survival in vivo has been established (Baaten et al., 2010; Guan et al., 2009). CD44 seems to be a sensitive reporter of mTORC1 activity in CD4\textsuperscript{+} T cells (Daley et al., 2013). Several transcription factors have been found to bind to the cd44 promoter and regulate transcription including SP1, EGR1, TCF4, AP-1, NF\text{k}B, ETS-1, 3, KLF4 and FOXP3 (Chen et al., 2018). However, these studies were carried out in a range of cell types under different conditions.

CD69 is one of the earliest activation markers to appear on the cell surface subsequent to T cell activation. In vivo CD69 appears to suppress T\text{H}1 and T\text{H}17 responses, while promoting differentiation into T\text{reg} cells (Radulovic et al., 2012). One of the best characterised ligands of CD69 is GAL-1, a carbohydrate-binding protein expressed on APCs. CD69 binding to Gal-1 on DCs has been shown to suppress T\text{H}17 differentiation in vitro (de la Fuente et al., 2014). CD69 also engages in cis interactions at the cell surface with Sphingosine 1-phosphate receptor 1 (S1PR1) and SLC7A5. The interaction with SLC7A5 is required to mediate SLC7A5/CD98-mediated amino acid uptake in \gamma\delta T cells (Cibrian et al., 2016). The interaction with S1PR1 supresses its activity by triggering degradation. This enforces tissue retention of CD4\textsuperscript{+} T cells as S1PR1 signalling regulates tissue egress by mediating migration in response to S1P present in the blood (Shiow et al., 2006). Induction of Cd69 expression during T cell activation is known to be heavily dependent on ERK signalling to the AP-1 family of transcription factors (D'Ambrosio et al., 1994). Additional contributions from EGR, ATF/CREB and RUNX families of transcription factors have been identified (Laguna et al., 2015; Castellanos Mdel et al., 2002). However, many of these experiments have been done using PMA/ionophore-mediated stimulation and so do not reflect physiological TCR stimulation.
1.6 Cytokine expression and differentiation

Upon activation, CD4^+ T cells differentiate into a specific T effector cell subset. Each subset has a different set of effector functions required for either the elimination of a specific type of pathogen or suppression of the immune response. The best characterised CD4^+ T cell subsets generated during activation in the periphery are T_H1, T_H2, T_H17, induced T regulatory (iT_reg) and T follicular helper (T_{FH}). In general, T_H1 cells are generated in response to intracellular pathogens, T_H2 cells in response to extracellular bacteria and metazoan parasites and T_H17 in response to extracellular bacteria and fungi. iT_reg cells are produced to dampen immune responses, particularly towards self-peptide-MHC-II complexes, and T_{FH} cells are produced to provide "B cell help" in order to generate antigen-specific antibodies of an isotype relevant to the class of invading pathogen.

The cytokine environment produced by early responding innate immune cells polarises CD4^+ T cell differentiation towards a specific subset. The affinity of the TCR for its cognate p-MHC-II ligand is also thought to direct this cell fate decision. Differentiation into each subset is driven by a master transcription factor, unique to each subset, in combination with a specific STAT transcription factor. T_H1 cell differentiation is mediated by T-bet and STAT4, T_H2 by GATA-3 and STAT5, T_H17 by RORγT and STAT3, iT_reg by FOXP3 and STAT5, and T_{FH} by BCL-6 and STAT3 (Figure 5) (Zhu et al., 2010). The resulting differentiation program determines CD4^+ T cell effector function, and in particular the precise cytokine profile produced by these cells. This means each subset can be characterised by its production of hallmark cytokines.
Figure 5 CD4\(^+\) T cell differentiation. Upon activation in the periphery, naïve CD4\(^+\) T cells are capable of differentiating into a number of different subtypes, each of which has a range of effector functions appropriate for a specific type of invading pathogen. The cytokine environment determines which differentiation program will be selected. Each differentiation program is driven by a master transcription factor in combination with a specific STAT transcription factor. Each subtype is able to reinforce its differentiation through autocrine and paracrine signalling as well as antagonising alternative differentiation pathways.

IFN\(\gamma\) rapidly induces T-bet expression via STAT1 \textit{in vitro} to generate T\(_{H1}\) cells. There is a complete requirement for T-bet for IFN\(\gamma\) expression, forming a positive feedback loop, however STAT4 strongly synergises with T-BET to induce high levels of IFN\(\gamma\) expression (Thieu et al., 2008). T-BET also induces IL-12R\(\beta\)2 expression, sensitising these cells to IL-12, which in turn induces STAT4-dependent expression of IFN\(\gamma\) (Afkarian et al., 2002). IL-12 signalling via STAT4, in concert with IL-18 signalling via MAPKs, also enforces TCR-independent IFN\(\gamma\) production (Yang et al., 2001).
STAT6-dependent IL-4 signalling upregulates GATA-3 expression, which in turn upregulates IL-4 expression, forming a positive feedback loop promoting Th2 differentiation (Yamane et al., 2005). A second positive feedback loop is formed by IL-4-dependent upregulation of IL-4Rα, increasing the sensitivity of the cell to IL-4 (Liao et al., 2008). However in vivo this seems to mainly affect bystander antigen-inexperienced cells rather than activated cells suggesting a mechanism by which Th2 polarisation can propagate through the CD4+ T cell population during infection (Perona-Wright et al., 2010). Interestingly, IL-2-dependent activation of STAT5 is also required for expression of the Il4 gene. In fact, STAT5 or GATA3 alone is insufficient to induce Il4 expression (Cote-Sierra et al., 2004; Zhu et al., 2004). A study has also reported that STAT5 can mediate IL-4Rα expression but this is contradictory to subsequent findings that IL-4Rα expression was limited to CD25- cells and blockage of IL-2 signalling using antibodies did not affect IL-4Rα (Liao et al., 2008; Perona-Wright et al., 2010). This discrepancy may reflect the different in vitro culture systems used. However, the study by Perona-Wright et al. showed that IL-4Rα expression was strictly dependent on IL-4 signals and independent of CD25 expression in vivo in response to H. polygyrus infection (Perona-Wright et al., 2010). Another point of cross-talk between these two pathways occurs in differentiated Th2 cells as GATA3 has been shown to be required to maintain Cd25 expression (Guo et al., 2009).

RORγt and RORα are induced in response to TCR stimulation in concert with TGFβ and IL-6. These cytokines act via STAT3 signalling to induce RORγt and RORα expression. The importance of this pathway in Th17 differentiation is illustrated by the fact that deletion of Stat3 results in a complete loss of Th17 cells (Harris et al., 2007). There is a complete requirement for RORγt and RORα for IL-17 and IL-23R expression (Yang et al., 2008). Expression of IL-21 and IL-22, which are hallmark Th17 cytokines, is also heavily dependent on these transcription factors. IL-6, 21 and 23 then signal via STAT3 to enforce RORγt, RORα, IL-17, IL-21 and IL-23R expression forming a positive feedback loop (Chen et al., 2006; Wei et al., 2007a).

BCL-6 is required for TFH differentiation and for the provision of B cell help and is induced in response to IL-6 an IL-21 cytokine signalling. In particular this transcription factor induces expression of CXCR5 in vivo as well as downregulating
expression of CCR7. This change in chemokine receptor expression promotes migration of CD4+ T cells to the B cell follicle (Yu et al., 2009). BCL-6 is also necessary and sufficient for the expression of other T_{FH}-related molecules such as IL-6 and IL-21R forming a positive feedback loop, however the T_{FH} differentiation program is much more dependent on migratory behaviour and will be discussed further below in Section 1.7 (Nurieva et al., 2009b).

TGFβ signalling via SMAD and TCR signalling via NFAT, CREB, AP-1 and C-REL respectively, is required for the expression of FOXP3 and thus iT_{reg} differentiation (Kanamori et al., 2016; Ruan et al., 2009; Tone et al., 2008). IL-2 signalling via STAT5 is also essential for iT_{reg} differentiation as deletion of IL-2Rβ results in a dramatic loss of these cells and constitutively active STAT5 drives their differentiation (Burchill et al., 2008).

As well as the positive feedback loops which enforce differentiation into specific subsets, there are multiple mechanisms by which CD4+ differentiation signalling pathways interact to suppress one another. This can occur at the level of the master transcription factor, STAT signalling or cytokine expression. For example, T-bet suppresses GATA3 expression, whereas GATA3 downregulates STAT4 expression, which is essential for IL-12 signalling in T_{H}1 differentiation. Additionally, STAT5 signalling during T_{H}2 differentiation supresses T-bet expression. This also explains how overlapping sets of cytokines can induce very distinct differentiation programs. For example, TGFβ blocks BCL-6 production promoting T_{H}17 or iT_{reg} differentiation over T_{FH} despite the fact that both T_{FH} and T_{H}17 depend heavily on IL-6 signalling (Nurieva et al., 2009b). Bifurcation of the T_{H}17 and T_{reg} lineages is dependent on the amount of TGFβ each pathway requires. A low concentration of TGFβ is sufficient for RORγt expression whereas FOXP3 requires large amounts (Zhou et al., 2008). At low TGFβ concentrations RORγt is then able to interact with FOXP3, blocking its function and polarising differentiation towards the T_{H}17 subset.

As previously mentioned TCR signal strength is also thought to contribute to CD4+ T cell fate determination. Relatively early during the studies of CD4+ T cell differentiation it was discovered that stimulation of the TCR with high affinity agonists in vitro and in vivo favours T_{H}1 polarisation, whereas low affinity agonists favour T_{H}2 polarisation (Pfeiffer, 1995). Jorritsma et al. found that stimulation of AND TCR-transgenic CD4+ T cells with their cognate ligand -moth cytochrome c (MCC) – in...
vitr

vitro resulted in sustained ERK activation and high levels of IFNγ production, whereas stimulation with the low affinity altered peptide ligand (K99R) resulted in transient ERK activation and high levels of IL-4 production (Jorritsma et al., 2003). Pharmacological inhibition of ERK confirmed that indeed a low level of ERK signalling results in preferential IL-4 expression over IFNγ. This group dissected the mechanism further to show that reduced ERK signalling decreases the ratio of fos-jun/jun-jun AP1 dimer DNA binding activity whereas high ERK signalling flux increased this ratio. Jun homodimers are known to be a required for Il4 transcription this suggesting that low ERK signalling facilitates early IL-4 expression and subsequent Th2 differentiation (Li et al., 1999). Another group found that K99R stimulation of AND CD4+ T cells in vitro resulted in a decrease in the ratio of NFAT1/NFAT2 DNA binding activity, whereas MCC stimulation resulted in high DNA binding from both NFAT paralogues (Brogdon et al., 2002). A low NFAT1/NFAT2 ratio is required for Il4 gene expression as NFAT1 is thought to downmodulate the activity of NFAT2 which is required for Il4 expression (Ranger et al., 1998). This provides another mechanism by which TCR signal strength influences Th1 vs. Th2 fate decision. It seems that TCR signal strength can also influence Th17 differentiation as citrullination of an agonist peptide enhanced Th17 differentiation over other lineages in the presence of pro-Th17 cytokines in vitro (Tibbitt et al., 2016). The authors concluded this was due to reduced TCR affinity for the ligand, although other possibilities cannot be excluded. The reported polarisation towards Th17 cells was due to reduced IL-2 signalling which in turn increased the ratio of phosphorylated STAT3/STAT5 in these cells. Interestingly CD28 signalling via AKT has been reported to suppress Th17 differentiation in response to polarising cytokines in vitro (Revu et al., 2018).

The physiological relevance of TCR/CD28 signal strength in determining differentiation into effector T cells is unclear, particularly as activation in vivo is likely to take place in an environment already rich in polarising cytokines. Indeed, naïve T cells must be exposed to both IL-23 and IL-1β to differentiate into Th17 cells, regardless of signal strength. As previously mentioned, the elegant study from Perona-Wright et al. also showed that Tc2 cells cells communicate with bystander naïve cells to induce IL-4Rα expression via IL-4 signalling showing that cells can be primed for certain developmental pathways prior to activation in vivo (Perona-Wright
et al., 2010). For many years it was thought that high TCR signal strength also favoured T<sub>FH</sub> differentiation as T cells expressing high affinity TCRs were found to be enriched in the T<sub>FH</sub> compartment (Fazilleau et al., 2009). These data were supported by limiting-dilution adoptive transfer experiments that showed responses derived from individual CD4<sup>+</sup> T cells expressing unique TCRs had strong inter-clonal variation (Tubo et al., 2013). However, a more recent study showed that this variation between in behaviour of T cell clones was not actually dependent on TCR affinity, but in fact was determined by other probabilistic events that occurred during the lifetime of the T cell (Cho et al., 2017). However, at the population level the response patterns between T effector cells and T<sub>FH</sub> cells were closely related to TCR signal quality. iT<sub>reg</sub> cells can be induced in the presence of low affinity or high affinity ligands in vivo, however only those responding to high affinity antigen are able to persist (Gottschalk et al., 2010).

Some cytokines are produced by CD4<sup>+</sup> T cells before a specific differentiation program has been induced. For example, TNFα is induced within hours of TCR stimulation (Yang et al., 1998). TNFα expression is induced both at the transcriptional and post-transcriptional level. Induction of Tnfa transcription upon TCR engagement is mediated by calcineurin-dependent NFAT1 activation as well as the activity of ATF-2, JUN and SP1 transcription factors (Tsytsykova and Goldfeld, 2000; Falvo et al., 2000). Yang et al. found that TNFα expression was also regulated at the post-transcriptional level. This group found that TCR stimulation actually increases the efficiency of immature Tnfa RNA splicing and translocation of mature RNA to the cytoplasm which facilitated rapid translation (Yang et al., 1998). CD28 signalling has also been shown to enhance expression of TNFα (Thompson et al., 1989).

IL-2 is also expressed early during T cell activation. This is thought to occur in two phases. The initial phase encompasses the first 12 hours of activation when very few naïve T cells express IL-2, and a late phase, when there is a massive burst of expression (McKarns and Schwartz, 2008). Transcriptional induction through multiple cis-acting elements at the Il2 locus is well characterised and requires members of the AP-1, NFκB, NFAT and OCT families of transcription factors as well as the architectural protein HMGI(Y) (Liao et al., 2013). TCR signalling alone is able to induce expression of IL-2 but CD28 signalling enhances enhancer activity five-fold.
by increasing the recruitment of AP-1, NFκB and NFAT transcription factors (Fraser et al., 1991). More recently it has been shown that the late phase expression is also highly dependent on TNFRII suggesting a possible interaction between the two cytokine signalling pathways (McKarns and Schwartz, 2008).

1.7 \( T_{FH} \) cells and the germinal centre

The transcriptional repressor BCL6 is regarded as the master transcription factor for \( T_{FH} \) development as it is necessary and sufficient for this process (Johnston et al., 2009). BCL6 expression is rapidly induced in naïve CD4\(^+\) T cells in response to TCR stimulation by DCs whereas interactions with cognate B cells are required to maintain BCL6 expression (Baumjohann et al., 2011; Fukuda et al., 1995). Nurieva et al. showed that \( T_{FH} \) development is also highly dependent on IL-6 and IL-21 signalling via STAT3 as deletion of these proteins results in severely impaired \( T_{FH} \) development \textit{in vivo} as measured by CXCR5 expression (Nurieva et al., 2008). Furthermore, this group showed that these cytokines are sufficient for the induction of BCL6 and CXCR5 \textit{in vitro}. This is a controversial finding as whole animal deletion of IL-21 or IL-6 was shown to have no effect or modest effects on \( T_{FH} \) development \textit{in vivo} (Poholek et al., 2010). This may be because both signal via STAT3 and thus they are able to compensate for each other’s absence. However, a further study showed no effect of STAT3-deficiency on \( T_{FH} \) development (Eddahri et al., 2009). Dendritic cells are potent producers of IL-6 in response to immune challenge (Chakarov and Fazilleau, 2014). IL-6 is necessary and sufficient for IL-21 expression \textit{in vitro} and \textit{in vivo} and BCL6 contributes to IL-21R, IL-6 and IL-21 expression in these cells forming a number of positive feedback loops (Dienz et al., 2009; Nurieva et al., 2009a; Suto et al., 2008).

Conversely, IL-2 is a potent inhibitor of \( T_{FH} \) differentiation as it induces the expression of BLIMP1 - a BCL6 antagonist - via STAT5 signalling (Johnston et al., 2009). Interestingly it appears that IL-2-producing CD4\(^+\) T cells are precursors for \( T_{FH} \) cells as they are able to evade autocrine effects of IL-2 but supress \( T_{FH} \) differentiation in other CD4\(^+\) T cells through paracrine IL-2 signalling (DiToro et al., 2018). DCs at the T-B border are also able to augment \( T_{FH} \) development in this region
by quenching IL-2 signalling through the expression of soluble and membrane-bound CD25 (Li et al., 2016).

T<sub>FH</sub> development is intimately linked to the cell’s migratory behaviour which is mediated by a dramatic change in the expression of chemokine receptors at the cell surface. CXCR5 upregulation is highly correlated with, and partially dependent on, BCL6 expression throughout T<sub>FH</sub> development and allows the cell to respond to CXCL13 produced in the B cell follicle (Baumjohann et al., 2011; Nurieva et al., 2009a). The transcription factor ASCL2, which is selectively upregulated in T<sub>FH</sub> cells, has also been found to mediate CXCR5 upregulation as well as CCR7 downregulation in a BCL6-independent manner (Liu et al., 2014b). BCL6 activity has been shown to result in the downregulation of PSGL1 chemokine receptor which is able to respond to CCL19 and CCL21 cytokines and, in concert with CCR7 activity, traps the cell in the T cell zone of the secondary lymphoid tissue (Poholek et al., 2010). These changes collectively allow the T<sub>FH</sub> cell to migrate to the T-B border where there is a low concentration of IL-2. Here T<sub>FH</sub> cells can scan B cells to identify those which are antigen specific by detecting the presence of antigenic p-MHC-II molecules on their surface.
Figure 6. **T<sub>FH</sub> differentiation.** Like other CD4<sup>+</sup> T cell subsets, T<sub>FH</sub> cells undergo a unique differentiation program mediated by a master transcription factor and STAT protein pair. In this case, BCL6 and STAT3, which are induced by IL-6 and IL-21 signalling. However, the T<sub>FH</sub> differentiation program is also intimately linked to the cell’s migratory behaviour and ability to interact with B cells. In particular, upregulation of CXCR5 drives migration to the B cell follicle and reciprocal signals between T<sub>FH</sub> and B cells through ICOS-ICOSL and CD40-CD40L interactions are essential for both extrafollicular and germinal centre responses. Additionally, it is now evident that T<sub>FH</sub> differentiation is not necessarily a parallel program of differentiation to the other lineages but can in fact overlap significantly with them.
B cells in the B cell follicle scan the extracellular milieu for antigen using their B cell receptors (BCRs). Small soluble antigens drain into the secondary lymphoid organs via the afferent vessels, whereas large antigens coated in complement proteins are sequestered by subcapsular sinus macrophages via complement receptor 3 (CR3) and relayed into the follicle where they are presented by follicular dendritic cells, macrophages or DCs (Roozendaal et al., 2009). Antigen binding by the BCR leads to initiation of an intracellular signalling cascade, analogous to that of downstream of the TCR, and B cell activation (Burkhardt et al., 1991). One consequence of this is the internalisation of the antigen-bound BCR in clathrin-coated pits driven by myosin IIA contractility (Natkanski et al., 2013). The B cell then acts as an APC by degrading the antigen, loading it onto an MHC-II molecule, and presenting it at the cell surface for recognition by T\textsubscript{FH} cells. Another consequence of B cell activation is a change in migratory behaviour mediated by the upregulation of CCR7 which results in homing to the T-B border where there is a higher concentration of CCL19 and CCL21 (Reif et al., 2002). This means that activated B cells and T\textsubscript{FH} cells are concentrated in a confined area which increases the chance that antigen-specific cells will encounter one another.

Interactions with cognate B cells are essential for the maintenance of T\textsubscript{FH} identity and/or survival (Baumjohann et al., 2011). Interaction with a cognate B cell results in the formation of a stable synapse between the cells mediated by binding of SAP and integrins to their respective ligands expressed on the surface of the B cell (Cannons et al., 2010). This stable synapse facilitates the delivery of reciprocal signals between the two cell types and ensures that only B cells expressing a B cell receptor (BCR) specific for the invading pathogen are recruited into the immune response. As well as presenting p-MHC-II molecules to T\textsubscript{FH} cells, activated B cells express high levels of ICOSL which is recognised by ICOS expressed on T\textsubscript{FH} cells. T\textsubscript{FH} cells are highly dependent on signalling from ICOS as deletion of ICOS or ICOSL results in a dramatic loss of T\textsubscript{FH} cells (Akiba et al., 2005). This dependence on ICOS signalling is at least in part due to its effect on the expression of chemokine receptors and thus retention of the T\textsubscript{FH} cell in the B cell follicle. ICOS was shown to signal via the transcription factor KLF2 to maintain the chemokine receptor pattern of CXCR5, CCR7, PSGL-1 and S1PR1 (Weber et al., 2015). This is exemplified by the fact that ICOS-ICOSL blockade results in the migration of fully differentiated T\textsubscript{FH} cells back into the T cell zone. ICOSL signals provided by non-cognate bystander B cells
facilitate \( T_{\text{FH}} \) migration up the CXCL13 gradient into the follicle by counteracting the suppressive effects of PD-L1 molecules expressed on the surface of the same bystander B cells, thus selecting for ICOSL\(^{\text{hi}}\) \( T_{\text{FH}} \) cells. PD-L1 is the ligand for PD-1 which is expressed early during the \( T_{\text{FH}} \) differentiation program and is used as a marker for these cells.

CD40-CD40L interactions also play a key role in T-B communication and initially promote survival and migration of T-B conjugates to the perimeter of the follicle, via EBI2 (Kelly et al., 2011). From this point B cells can undergo extrafollicular proliferation and differentiation into short-lived plasmablasts, which are responsible for initial antibody response (Lee et al., 2011; Coffey et al., 2009). \( T_{\text{FH}} \) cell migration up the CXCL13 gradient into the follicle is supported by ICOSL signals provided by non-cognate, bystander B cells (Shi et al., 2018). These signals counteract the suppressive effects of PD-L1 ligands expression on the surface of these same bystander B cells, thus selecting for ICOS high Tfh cells.

The CD40-CD40L interaction is also essential for the formation and maintenance of germinal centres illustrated by the fact that blockade of this interaction results in dissolution of pre-existing germinal centres (Han et al., 1995). Germinal centre B cells migrate into the follicle and undergo cyclic migration between the light and dark zones of the germinal centre under the control of CXCR4 and CXCR5 chemokine receptors (Allen et al., 2004). In the dark zone these cells undergo clonal expansion and somatic hypermutation, predominantly of IgV genes, after which they migrate to the light zone. \( T_{\text{FH}} \) cells form consecutive, transient interactions with cognate B cells in the GC in a process known as serial entanglement (Liu et al., 2015; Shulman et al., 2014). TCR-mediated \( \text{Ca}^{2+} \) fluxes and ICOS signalling during these interactions results in rapid recycling of CD40L to the cell surface and thus the provision of ‘help’ signals to antigen-specific B cells. An intriguing parallel axis for T-B communication is mediated by dopamine which is released from T cells during a cognate interaction with B cells (Papa et al., 2017). This was found to reciprocally upregulate ICOSL on the surface B cells further augmenting CD40-CD40L interactions. Serial entanglement therefore favours the survival and expansion of antigen-specific B cells, particularly those with high affinity BCRs which are able to present antigen more efficiently to \( T_{\text{FH}} \) cells on their surface. In fact, the amount of proliferation and hypermutation each B cell undergoes in the dark zone is directly proportional to the amount of antigen captured and presented.
to T<sub>FH</sub> cells in the light zone (Gitlin et al., 2014). TCR-dependent Ca<sup>2+</sup> fluxes also enhance expression of IL-21 and IL-4 by T<sub>FH</sub> cells. IL-21 promotes B cell proliferation and differentiation into plasma cells, whereas IL-4 promotes B cell survival (Zotos et al., 2010; Wurster et al., 2002).

T<sub>FH</sub> cells are also responsible for providing signals that direct BCR class-switching. This is the process by which the isotype of the BCR is selected to reflect the type of invading pathogen. T<sub>FH</sub> cells are in fact able to express all of the hallmark cytokines of the different effector T cell subsets including IFN<sub>γ</sub>, IL-4 and IL-17 (Reinhardt et al., 2009; Lu et al., 2011; Hirota et al., 2013). These cytokines induce the expression of different BCR isotypes. For example, IFN<sub>γ</sub> drives IgG2a/c class switching which is required for the clearance of intracellular pathogens, whereas IL-4 drives IgG1 and IgE class switching which is required for the clearance of helminths (Toellner et al., 1998). Signalling via these cytokines determine the BCR isotype selected. Until recently class-switching was thought to take place inside the germinal centre, but a paradigm-challenging paper by Roco et al. showed that this process predominantly occurs during the extrafollicular stage of the response (Roco et al., 2019).

The apparent plasticity of T<sub>FH</sub> cell cytokine secretion agrees with reports that T<sub>FH</sub> cells share differentiation programs with other effector CD4<sup>+</sup> T cell subsets and harbour positive epigenetic markings on T<sub>H1</sub>, T<sub>H2</sub> and T<sub>H17</sub>-related loci (Lu et al., 2011). For example, IFN<sub>γ</sub> and IL-12 signalling not only induces T-BET expression and accompanying T<sub>H1</sub> differentiation but can also induce the expression of BCL6 and IL-21 (Fang et al., 2018). Fate tracking experiments confirmed that cells which initially have the same levels of T-BET expression as T<sub>H1</sub> cells, are able to differentiate into T<sub>FH</sub> cells while maintaining IFN<sub>γ</sub> expression in a STAT4-dependent manner even once T-BET expression is lost. This feature of T<sub>FH</sub> cells therefore allows them to communicate the nature of the invading pathogen to B cells. In conclusion, T<sub>FH</sub> cells are essential for the selection of antigen specific B cells, induction of somatic mutation and class-switching, and B cell differentiation to generate a high affinity, antigen-specific, class-switched antibody response.
1.8 Survival

A balance between T cell proliferation and cell death is crucial during an immune response to allow the generation of a pool of antigen-specific T cells large enough to ensure the clearance of the pathogen but restricted enough to prevent overactivation of the immune system which leads to cytokine storms and immune pathology. T cell death is mainly mediated through apoptosis, a form of controlled cell death. This process can be activated via two main routes but is ultimately mediated by activation of caspase effector proteins. The first route, known as the intrinsic pathway, is induced by pro-apoptotic, BH3-only BCL-2 family proteins that promote permeabilization of the mitochondrial outer membrane resulting in cytochrome c release which stimulates APAF-1 leading to caspase activation (Riedl et al., 2005). The second route, known as the extrinsic pathway, is mediated by cell surface receptors which, upon ligation, are capable of activating caspases directly in a cytochrome c-independent manner.

Naïve T cell survival is mediated by MHC-dependent tonic signals from the TCR as well as signalling via γc-chain containing cytokine receptors. In particular, IL-7 signalling has been shown to play an essential role for naïve T cell survival in vivo (Martin et al., 2006; Vivien et al., 2001). Signals from the TCR, costimulation receptors and cytokine receptors support survival during activation. Once the T cell pool reaches a certain size, or antigen levels are successfully depleted, cytokines and TCR signals become limiting and so activated T cells undergo apoptosis in a process known as passive cell death. Cytokine signals promote survival by inducing the expression of the pro-apoptotic members of the BCL-2 family as overexpression of these proteins can rescue passive cell death upon cytokine withdrawal (Deng and Podack, 1993). Upregulation of the pro-apoptotic protein BIM counteracts these cytokine signals during activation, increasing the cells sensitivity to withdrawal from cytokine signals. This finding is supported by the fact that deletion of the anti-apoptotic BCL-2 family member BIM, which induces cytochrome c release, results in enhanced survival of activated T cells in vivo (Hildeman et al., 2002).

Another apoptotic programme known as activation-induced cell death (AICD) plays a major role in limiting T cell population size and preventing an excessive immune response. This process is pre-programmed from the onset of activation and depends on death receptor-ligand binding at the cell surface. In CD4+ T cells the
A number of signalling networks are responsible for this multifaceted regulation of T cell survival. The NFκB family transcription factor proteins – C-REL and RELA – which are activated in response to TCR and CD28 signalling have been shown to be instrumental in mediating T cell survival during activation in vitro as dual deletion of these two proteins results in a ~8-fold decrease in viability (Grumont et al., 2004). This profound survival defect could be rescued by overexpression of BCL-2 suggesting that NFκB signalling promotes survival by inducing the expression of anti-apoptotic factors in vitro. These findings were supported by a study by Marinari et al. who found that stimulation of CD28 alone resulted in upregulation of BCL-Xₐ expression in an NFκB-dependent manner (Marinari et al., 2004). Specifically, nuclear translocation of RELA and p52 members of the NFκB family and recruitment to the Bcl-xl promoter was induced by CD28 ligation. Additional anti-apoptotic BCL-2 factors regulated by NFκB-dependent transcription have also been described in T
cells, such as BFL-1 (Zong et al., 1999). NFκB also regulates the expression of non-BCL-2 anti-apoptotic proteins such as IAPs and GADD45β. These proteins are capable of inhibiting both the extrinsic and intrinsic pathways of cell death, in the case of IAPs by directly binding and inhibiting caspases. Interestingly the transient translocation of RELA into the nucleus during activation is associated with increased Bcl-xl and GADD45β expression, whereas its subsequent export from the nucleus coincides with increased susceptibility to AICD (Mittal et al., 2006). Only overexpression of GADD45β reverses this increased susceptibility. This gives a possible mechanism by which AICD sensitivity is regulated temporally via the NFκB pathway. Not only does NFκB upregulate anti-apoptotic factors, but it has also been found to downregulate the pro-apoptotic factor p73, a member of the p53 protein family during T cell activation (Wan and DeGregori, 2003). p73−/− T cells exhibit enhanced survival during activation in vitro and deletion of p73 rescued the survival defect resulting from NFκB inhibition and massively reduced the cells sensitivity to AICD (Lissy et al., 2000). Interestingly p73-mediated cell death required the activity of CDKs as transduction of the cells with p16TAT rescued the cells from antigen-induced apoptosis resulting from the inhibition of NFκB activity. p73 is a known target of E2F transcription factors suggesting that these transcription factors have pro-proliferative and pro-apoptotic functions but in the presence of NFκB activity the latter is blocked.

As previously mentioned, cytokine signalling via the shared γc-chain can also promote T cell survival, and cytokine withdrawal subsequently leads to passive cell death. IL-2 has been shown to induce BCL-2 expression by activating the AKT signalling pathway, whereas attenuation of AKT signalling during cytokine withdrawal results in the activation of the FOXO3A transcription factor resulting in increased BIM expression and cytochrome c release (Lindemann et al., 2003; Dijkers et al., 2000). IL-2-signalling in concert with TCR signalling is also responsible for sensitisation of activated T cells towards AICD by upregulating FASL and downregulating FLIP. IL-2 induces CD95L expression via SP1 and NFAT transcription factors (Xiao et al., 1999). TCR and CD28 costimulation is also capable of inducing FASL expression through NFAT signalling suggesting a convergence between IL-2 and TCR signalling during this process. In addition, TCR-induced nuclear translocation of NFκB and
EGR-1 has also been reported to play a role in the upregulation of FASL expression (Holtz-Heppelmann et al., 1998; Matsui et al., 1998).

The metabolic reprogramming of T cells upon stimulation is also linked to FASL expression as activation in the presence of 2-DG, an inhibitor of glucose uptake, completely blocks FASL expression and caspase cleavage (Larsen et al., 2017). A feature unique to AICD is the requirement for TCR re-triggering in addition to elevated death receptor signalling (Lenardo, 1991). The reason for this dependency has yet to be fully elucidated but a recent study using mathematical modelling has shown that amplified NFAT signalling during secondary TCR triggering could be required to induce FASL to levels high enough to induce AICD (Shin et al., 2019). FLIP downregulation is mediated, at least in part, via C-MYC which directly binds and represses the FLIP, providing another link between metabolic reprogramming and AICD (Ricci et al., 2004). Again, there is no clear mechanistic basis for the dependence of FLIP downregulation on IL-2 signalling.

In conclusion, TCR, CD28 and cytokine signals provide both pro-apoptotic and anti-apoptotic signals to the cell. These signals seem to be predominantly mediated by NFκB, NFAT and AKT signalling. As clonal expansion progresses the balance is tipped towards the pro-apoptotic signals due to stimulation-dependent changes to the expression of proteins influencing apoptosis, but also due to the passive withdrawal of cytokines and antigen.

### 1.9 Cell cycle

The cell cycle is controlled by the cyclin-dependent kinase (CDK) family of proteins. In mammalian cells the main members of this family are CDK1, 2, 4 and 6. The activity of these kinases is regulated at multiple levels: cyclin expression at the transcriptional level, abundance of CDK inhibitors such as p21 and p27, and by their phosphorylation status which is regulated by CDC25 phosphatases and the Wee1 kinase (Figure 7).
Figure 7. The mammalian cell cycle. Quiescent cells, such as naïve CD4+ T cells, reside in G0 phase. Upon mitogenic stimulation these cells enter G1 phase and subsequently progress through the cell cycle ultimately producing two daughter cells upon completion of mitosis (M). The ordered progression through the distinct phases of the cell cycle is controlled by CDK activity. CDK activity is controlled through the sequential expression of cyclins which bind to and activate CDKs. The G1/S and G2/M transitions are controlled by feedback circuits. The G1/S circuit requires sufficient levels of cyclin D and E to accumulate to induce E2F transcriptional activity. The G2/M transition requires sufficient cyclin B to accumulate to overcome WEE1-dependent inhibition of CDK1. This inhibition is mediated through phosphorylation of CDK1. CDK inhibitors, such as p21 and p27, provide an additional layer of CDK regulation. ATM and ATR detect genotoxic stress and activate cell cycle checkpoints which block cell cycle progression at the indicated points.

1.9.1 G0/G1

Naïve T cells are quiescent and reside in the G0 phase of the cell cycle. Entry into G1 by CD4+ T cells is induced by TCR and CD28 signalling in addition to cytokine signals such as that of IL-2, which is considered to be the most potent T cell mitogen. While stimulation of the TCR in combination with CD28 is sufficient to induce cell
cycle progression \textit{in vitro}, this process is greatly augmented by IL-2-dependent STAT5 signalling, particularly under conditions in which costimulation is limited (Moriggl et al., 1999; Shi et al., 2009). Other cytokines, such as IL-4, are also able to support proliferation due to fact that receptors for these cytokines share the \( \gamma_c \) subunit that is able to initiate STAT transcription factor activation (Lin et al., 1995).

The G0-G1 transition and progression through G1 requires the activity of the cyclin D-CDK4/6 complex whereas navigation through the G1/S transition (restriction point) requires both the activity of cyclin D-CDK4/6 and cyclin E-CDK2 complexes. The activity of these complexes is regulated at the level of cyclin expression, but also by the CDK inhibitor p27\textsuperscript{Kip1}, which is expressed at high levels in naïve T cells and must be degraded for G1 progression (Appleman et al., 2000). It has been shown that TCR stimulation alone, in the absence of costimulation, is sufficient to induce expression of cyclin D and E and CDKs. This TCR-dependent regulation is completely dependent on ERK signalling (Appleman et al., 2002a). Conversely, p27\textsuperscript{Kip1} degradation exclusively requires CD28-dependent PI3K signalling which mediates this process via inhibition of GSK-3, an AKT substrate (Appleman et al., 2002b). G1 entry is also associated with a dramatic increase in cell size in response to antigen, a process known as blastogenesis. This increase in cell size reflects the massive metabolic demands placed on a CD4\textsuperscript{+} T cell during division as each cell divides every ~6-16hrs, which is among the fastest cell cycles known in mammalian biology (Gudmundsdottir et al., 1999).

mTORC1 is a considered to be the master regulator of catabolism and anabolism and therefore instrumental in regulating blastogenesis and G1 entry (Inoki et al., 2002). mTORC1 is able to integrate signals from mitogenic stimuli, nutrient availability, cellular energy levels and oxygen levels to authorise division only in permissive conditions. Mitogenic stimulation, such as signals from the TCR and costimulation receptors, activates mTORC1 via the PI3K-AKT and ERK-RSK pathways. PI3K activates AKT which directly phosphorylates and inactivates TSC1/2. TSC1/2 is a RHEB GTPase activating protein (GAP) which induces GTP hydrolysis by RHEB resulting in RHEB inactivation. Inhibition of TSC2 therefore activates RHEB which in turn activates mTORC1. Phosphorylation of 4E-BP1 by mTORC1 abrogates its ability to bind to the eukaryotic initiation factor 4E (eIF4E). Release of eIF4E allows it to bind to the 5'-cap of mRNAs and initiate cap-dependent translation (Qin et al., 2016). p70S6K is another major mTORC1 substrate, which phosphorylates S6, a
component of the 40S ribosomal subunit. There is also a MEK-dependent mechanism for mTORC1 activation and S6 phosphorylation in naïve T cells downstream of the TCR and CD28 receptors (Lin et al., 2012). Studies using cancer cell lines have established a mechanism by which ERK and its substrate RSK induce mTORC1 activity by mediating TSC2 phosphorylation as well as phosphorylation of the mTORC1 complex itself (Figure 8) (Carrière et al., 2008; Carriere et al., 2011; Ma et al., 2005; Miyazaki and Takemasa, 2017). Additionally, ERK can phosphorylate S6 via RSK in an mTORC1-independent manner (Roux et al., 2007). Myers et al. reported that RASGRP1 signalling during tonic TCR signalling in naïve CD4+ T cells is able to activate mTORC1 in an RSK-independent manner, possibly via another ERK-dependent mechanism (Myers et al., 2019).

Figure 8. Cross-talk between ERK and mTORC1 signalling pathways. ERK and RSK have been reported to stimulate signalling through the mTORC1 pathway by phosphorylating and inhibiting TSC proteins as well as by phosphorylating and activating the mTORC1 complex directly. Additionally, ERK is able to induce S6 S235/236 phosphorylation via RSK in an mTORC1-independent manner.

A critical role for mTORC1 function in blastogenesis and proliferation is illustrated by the extreme reduction in cell growth and proliferation observed in RAPTOR-deficient cells (Yang et al., 2013). RAPTOR is a component of the mTORC1 complex and is essential for mTORC1 function. The inability of RAPTOR-
deficient cells to proliferate was predominantly due to a defect in G1 entry caused by reduced expression of cyclin D2 and E, as well as CDK2, 4 and 6. This also lead to an almost complete block of Rb phosphorylation illustrating an inability of RAPTOR-deficient cells to pass the G1 restriction point. Interestingly, deletion of RAPTOR or mTORC1 inhibition at later timepoints during activation in vitro had much less of an effect on the proliferative capacity of the CD4⁺ T cells. Altogether these data show that mTORC1 activity is critical for entry into G1, but not cell cycle progression of cycling cells. The G1 entry defect in RAPTOR-deficient cells was associated with reduced lipid biosynthesis, glutaminolysis and glycolysis. mTORC1 regulates the upregulation of glycolysis, at least in part, by stabilising the C-MYC transcription factor. mTORC1-dependent regulation of fatty acid metabolism seems to be at the post-transcriptional level as the protein levels, but not transcription, of SREBP1 and SREBP2 are dysregulated in RAPTOR-deficient cells. SREBP transcription factors regulate the expression of genes involved in lipid biosynthesis (Espenshade and Hughes, 2007). mTORC-dependent regulation of global metabolic pathways is likely to be responsible, at least in part, for blastogenesis and may be required for G1 entry. Interestingly the induction of anabolic pathways during G1 activation seems to be coupled to CDK activity as inhibition of CDK by transduction of naïve CD4⁺ cells with a TAT-p16INK4A fusion protein prevented cell growth and entry into G1 (Lea et al., 2003).

ERK signalling also induces the accumulation of C-MYC (Sears et al., 2000). C-MYC-dependent upregulation of glycolysis and glutaminolysis is critical for CD4⁺ T cell blastogenesis and proliferation in response to TCR and CD28 stimulation (Wang et al., 2011b). C-MYC achieves this switch from oxidative phosphorylation to glycolytic/glutaminolytic metabolism by inducing the transcription of enzymes/transporters involved in these pathways. The glycolytic switch allows the cell to rapidly increase its metabolic capacity but also provides substrate for the pentose phosphate pathway which generates precursors for many biosynthetic pathways involved in blastogenesis. mTORC1 signalling is clearly required for C-MYC activity but NFκB signalling has also been found to play an essential role (Grumont et al., 2004). This mechanism was elucidated by Grumont et al. using total splenic T cells activated in vitro with anti-CD3 and anti-CD28 antibodies. They found that PKCθ induced under these conditions was responsible for NFAT-dependent transcription of c-rel and nuclear import of RELA. These proteins perform redundant
roles in this setting by binding to NFκB transcription factors and inducing C-MYC induction. In the absence of these proteins C-MYC expression is completely ablated and T cells fail to undergo blastogenesis and entry into S phase. Overexpression of C-MYC in these double mutant cells is able to rescue cell growth.

In addition to NFκB and mTORC1 activity, calcineurin-dependent activation of the SLC7A5/SLC3A2 system L1 amino acid transporter has been implicated in C-MYC expression at the post-transcriptional level during activation of CD8+ T cells (Sinclair et al., 2013). This mechanism of C-MYC regulation was found to be mTORC1-independent as the addition of Rapamycin did not affect C-MYC induction through this pathway. This is surprising as the SLC7A5/SLC3A2 antiporter is particularly important in regulating mTORC1 activity as it mediates the exchange of intracellular glutamine for extracellular leucine and mTORC1 is robustly inhibited in the absence of leucine.

C-MYC does not solely regulate metabolic changes for G1 entry. In fact, MYC is incredibly promiscuous in its activities and by one estimate exhibits high affinity for 11% of all promoters in the human genome, although it is not sufficient for transcription initiation at these sites (Fernandez et al., 2003; Frank et al., 2001).

### 1.9.2 S phase

E2F transcription factors are thought to be key regulators of the G1/S transition. Once again C-MYC has been found to induce the expression of, and enhance the transactivation activity of, these transcription factors providing a link between cell growth and division (Fernandez et al., 2003; Leung et al., 2008). During G0 and early G1 the retinoblastoma (Rb) family of proteins, known as “pocket” proteins, bind and regulate E2F transcription factors thereby acting as gatekeepers for the G1/S restriction point. Rb binds to E2F1, 2 and 3 and inhibits their transactivation activity (Lees et al., 1993). Concurrently, p107 and p130 pocket proteins bind to E2F4 and 5, trapping them in the nucleus where they repress expression of E2F-responsive genes (Balciunaite et al., 2005). An increase in the activity of Cyclin D-CDK4/6 complexes during G1 results in Rb protein phosphorylation which leads to the release of E2F1, 2 and 3, exclusion of E2F4 and 5 from the nucleus, and the expression of genes required for S phase entry (Takahashi et al., 2000).
Among this set of E2F-responsive genes are cyclin E and A. Cyclin E binds to CDK2 inducing its activity. This complex is responsible for completing the hyperphosphorylation of Rb proteins, leading to a further increase in E2F-dependent transcription and the formation of a positive feedback loop. E2F transcription factors also induce their own expression providing another mechanism of positive feedback (Leung et al., 2008). Full Rb hyperphosphorylation results in passage through the G1/S restriction point and initiation of S phase. The E2F-Rb feedback loop at the restriction point acts as a bistable switch for S phase entry and cell cycle progression past this point is independent of mitogenic signalling (Yao et al., 2008). After the G1/S transition has been completed negative feedback loops suppress E2F-dependent transcription of G1/S transcripts. E2F transcriptional activators induce the expression of E2F6-8 repressors which accumulate and displace E2F activators from promoters (Giangrande et al., 2004). Additionally the E2F-dependent increase in CDK2-cyclin A/E activity results in phosphorylation and inactivation of E2F1 forming a second negative feedback loop (Xu et al., 1994).

The genome is replicated in S phase. This process is tightly regulated by CDK and Dbf4-dependent CDC7 kinase activity to ensure the genome is faithfully replicated once per cell cycle (Yeeles et al., 2015). DNA replication is initiated from multiple replication origins that are co-ordinated to maintain genome stability. These origins are licenced during late G1 phase. Initially the origin replication complex (ORC) binds to these origins licencing them by facilitating the loading of the MCM2-7 helicase (Coster et al., 2014). Firing of origins occurs when CDC45 and GINS proteins are loaded onto the origin under the control of CDK2 and CDC7 kinases to generate the CDC45-MCM-GINS (CMG) helicase complex (Pacek et al., 2006). CDK2- and CDC7-dependent phosphorylation of MCM4 activates the MCM2-7 helicase resulting in DNA unwinding, formation of the replisome containing DNA polymerases α, δ and ε, and a pair of bi-directional replication forks (Ilves et al., 2010; Sheu and Stillman, 2010). ~10% of licenced origins fire in a temporally ordered sequence during an unperturbed S phase, however in the presence of replication stress dormant origins can be fired to ensure complete genome replication (Ge et al., 2007).

Origin firing is regulated spatially as well as temporally. Clusters of 2-5 origins are fired simultaneously during S phase. These clusters are further organised into a higher order structure known as a replication factory that contains ~6-12 replicons.
Early firing factories are located in the centre of the nucleus whereas later firing factories are located at the periphery. These factories initiate in a synchronised manner at various times during S phase in a CDK-dependent manner. Replication stress, characterised by slowing or stalling of replication forks, results in an increase in the number of replication forks in active factories but a reduction in the total number of factories (Ge and Blow, 2010).

1.9.3 G2/M

Entry into M phase is controlled at the level of CDK1 activity. Once a threshold level of activity has been reached this kinase induces chromosome condensation, segregation and cell division. Like the other CDK proteins CDK1 requires a cyclin cofactor for activity, in this case cyclin B, although during S and G2 phases it is bound to cyclin A. Cyclin B accumulates under the control of CDK2 and E2F activity during S phase (Lukas et al., 1999). However, the kinase activity of MYT1 and WEE1 inhibit premature activity of the CDK1-cyclin B complex by phosphorylating CDK1 at T14 and Y15 (Figure 9) (Norbury et al., 1991). The dual specificity CDC25 phosphatase opposes this inhibition by dephosphorylating T14 and Y15, thereby activating CDK1 (Gautier et al., 1991). Modification of these residues is the foundation for a second node of G2/M regulation that, similar to the G1/S transition, forms a bistable switch (Rata et al., 2018). This ensures that the cell does not enter M prematurely and cannot revert back to S phase once the M phase sequence has been initiated. Once sufficient Cyclin B has accumulated, active CDK1 is able to phosphorylate CDC25 and WEE1, activating and inhibiting their respective activities. This circuit therefore forms a positive feedback loop resulting in the rapid accumulation of dephosphorylated CDK1-cyclin B complexes that are able to drive progression through mitosis (Solomon et al., 1990). This mechanism of regulation is not unique to CDK1 at the G2/M transition as it is conserved between the CDKs and thus can be used to regulate progression through multiple stages of the cell cycle (Welburn et al., 2007).

An additional layer of regulation of G2/M transition is exerted by the GWL-ENSA-PP2A-B55 pathway which makes the bistability of the system even more robust (Figure 9) (Mochida et al., 2016). In fact, the G2/M transition can be mediated
by this pathway alone. CDK1-dependent phosphorylation of WEE1, CDC25 and other M phase substrates is counteracted by the activity of the PP2A phosphatase bound to its B55 regulatory subunit. This complex is also subject to autoregulation via a positive feedback loop composed of the GWL kinase and its substrates - ENSA and ARPP19 - which are potent inhibitors of PP2A. PP2A-B55 is able to dephosphorylate GWL, inactivating it and its substrates and thus maintaining PP2A-B55 in its inactive state. These two loops are also connected by the ability of CDK1-Cyclin B to phosphorylate and activate GWL resulting in mutual antagonism.
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**Figure 9. The G2/M transition is mediated by two bistable switches.** The G2/M transition is highly regulated to prevent inappropriate entry into M phase and subsequent mitotic catastrophe. Phosphorylation of M phase substrates by CDK1-Cyclin B promotes the G2/M transition whereas dephosphorylation of these substrates by PP2A-B55 prevents it. Each complex is regulated by a positive feedback loop as well as mutual antagonism by the other complex. This circuitry ensures that the transition into M phase occurs rapidly once sufficient cyclin B has accumulated and is irreversible. It also provides a mechanism by which cell cycle checkpoints can exert their effects. Adapted from (Rata et al., 2018).

### 1.9.4 Cell cycle checkpoints

There are a number of checkpoints that the cell must satisfy to progress through the cell cycle. The principal function of these checkpoints is to protect the cell against genomic instability. A number of them, positioned at G1/S, S and G2/M, are controlled by ATM and ATR kinases (Maréchal and Zou, 2013). ATM is activated by double strand breaks (DSBs) in DNA, whereas ATR is activated by single strand breaks (SSBs). Other cellular stresses are also able to influence the activity of these kinases. ATM and ATR mediate cell cycle arrest, recruit DNA damage repair
machinery to the sites of damage and can influence cell fate decisions by inducing apoptosis or senescence.

Replication stress is a major cause of SSBs. Replication stress is classified as a reduction in the efficiency of DNA replication during S phase and can be caused by a multitude of factors including depletion of DNA polymerase substrates, DNA damage, and impairment of replisome function. Replication stress leads to fork stalling. Fork stalling results in the dissociation of the CMG helicase from the polymerase and formation of single-stranded DNA (ssDNA)/double-stranded DNA (dsDNA) junctions (Byun et al., 2005). ssDNA/dsDNA junctions can also be formed as intermediates during DNA damage repair and also after DSB end resection (Jazayeri et al., 2006). These ssDNA/dsDNA junctions form the basic substrate for ATR recruitment and activation. However, before this takes place ssDNA is recognised and bound by RPA, and the 9-1-1 clamp is loaded onto dsDNA at the dsDNA/ssDNA junction (Ellison and Stillman, 2003; Zou et al., 2003). This structure acts as the scaffold for the nucleation of the ATR signalling complex by recruiting ATRIP, ATR and TOPBP1 (Lee et al., 2007; Kumagai et al., 2006) This signalling complex induces ATR kinase activity and the phosphorylation of an array of substrates including its main effector - CHK1 - at S317 and S345 (Liu et al., 2000).

CHK1 carries out a multitude of functions to enforce the block in cell cycle progression and protect against genome instability. In particular CHK1 phosphorylates CDC25 triggering its degradation. This skews the CDK Y15 equilibrium towards phosphorylation rendering CDKs inactive (Sørensen et al., 2003). It also appears that CHK1 can inhibit origin firing during S phase by inhibiting CDC7 activity (Moiseeva et al., 2017). Interestingly CHK1 blocks all origin firing in inactive replication factories but allows dormant origins to fire in currently active factories, redirecting replication activity to regions encountering stress (Anglana et al., 2003; Ge et al., 2007; Yekezare et al., 2013). It is unclear how this level of regulation is enforced although even in unperturbed cells ATR signalling is required to limit late origin firing. A mechanism has been proposed in which ATR blocks CDC1-dependent phosphorylation of RIF1 thereby facilitating PP1 recruitment to chromatin and the antagonism of CDC7 and CDK2 signalling required for origin firing (Moiseeva et al., 2019). Additionally, ATR-dependent phosphorylation of MCM2 results in the recruitment of PLK1 which is thought to promote firing of local origins but also the local inhibition of CHK1 (Trenz et al., 2008). This suggests a possible mechanism in
which ATR activity at sites of damage induces origin firing while inhibiting CHK1 activity locally. Whereas once CHK1 diffuses away from these sites it regains activity in the absence of local PLK activity and blocks origin firing.

The ATR pathway also stabilises stalled forks, preventing their collapse and further genome instability. By inhibiting origin firing ATR prevents exhaustion of RPA, which binds to ssDNA and prevents the formation of DSBs at these sites (Toledo et al., 2013). ATR modulates the activity the chromatin remodeller SMARCAL1 which is recruited to the stalled fork and catalyses fork reversal, preventing DSB formation by aberrant fork processing (Couch et al., 2013). ATR-dependent phosphorylation limits SMARCAL 1 activity thereby preventing excessive reversal and fork collapse. Direct phosphorylation by ATR is also required for the recruitment of a range of other chromatin remodellers to the stalled fork that are required for its stabilisation and repair, including WRN and BLM (Ammazzalorso et al., 2010; Davies et al., 2004). There is also evidence that ATR signalling stabilises the replisome itself at stalled forks (Dungrawala et al., 2015). CHK1 activity can also limit DNA damage during replication stress by relieving inhibition of E2F-dependent transcription during S phase by phosphorylating and inactivating the E2F6 transcriptional repressor (Bertoli et al., 2013). This maintains expression of multiple factors required for stalled fork processing and restart.

ATR also participates in the recruitment of DNA damage repair machinery to sites of damage. For example, ATR-dependent phosphorylation of FANCD2 and XPA, which are members of the inter-strand crosslink repair and nucleotide excision repair pathways respectively, facilitates their recruitment to sites of damage (Wu et al., 2007; Andreassen et al., 2004). Persistently stalled replication forks can decay to form DSBs. Additionally, ATM-dependent resection of dsDNA ends results in the recruitment and activation of ATR at the site of damage while progressively reducing ATM activity (Jazayeri et al., 2006; Shiotani and Zou, 2009). This explains the requirement for ATM and MRE11 during activation of the ATR pathway in response to ionising radiation but not UV or hydroxyurea (HU) treatment (Myers and Cortez, 2006) ATR is instrumental in assembling homologous recombination repair (HRR) machinery at sites of DSB. ATR-dependent phosphorylation of XRCC3, a RAD51 paralog, after end resection is essential for RAD51 loading (Somyajit et al., 2013). ATR-dependent RPA phosphorylation also facilitates the recruitment of factors required for HRR. For example, phospho-RPA is responsible for the recruitment of
PALB2 and BRCA2 which in turn facilitate RAD51 filament formation (Murphy et al., 2014). In parallel, CHK1 phosphorylates RAD51 at T309 recruiting it to form foci at DSBs facilitating HRR (Sørensen et al., 2005).

ATM is activated by the presence of DSBs. ATM is recruited to dsDNA blunt ends and those with small ssDNA overhangs (Shiotani and Zou, 2009; You et al., 2007). Its recruitment appears to be mediated by the MRN complex which can directly bind dsDNA ends and also seems to be sufficient for ATM activation (Lee and Paull, 2005). The mechanism for ATM activation by MRN is unclear as ablation of MRN’s nuclease activity does not affect ATM activation. However, interaction between the two proteins in the presence of dsDNA ends results in dissociation of ATM into active monomers and phosphorylation of downstream targets (Buis et al., 2008; Lee and Paull, 2007). One well known target of ATM is the H2AX histone. The S139-phosphorylated form of this protein is known as γH2AX which spreads over large chromatin domains flanking the sites of damage and mediates the recruitment of chromatin remodellers and repair machinery (Kinner et al., 2008). Co-immunoprecipitation experiments have shown that γH2AX can bind to ATM indirectly via MDC1 which could facilitate the propagation of γH2AX across large chromatin domains (Lou et al., 2006; Savic et al., 2009). Interestingly, ATR is also able to phosphorylate γH2AX, and TOPBP1 is able to interact with MDC1, providing a possible mechanism of cross-talk between pathways (Ward and Chen, 2001; Wang et al., 2011a). There are multiple additional layers of overlap between ATM and ATR pathways. For example, ATM activity promotes the recruitment of TOPBP1 and its interaction with ATR whereas ATR can directly phosphorylate ATM at S1981 promoting activation (Yoo et al., 2007; Stiff et al., 2006). Nevertheless, the main form of interaction between the pathways is likely to be interconversion of DNA damage intermediates, discussed above.

ATM mediates homologous recombination repair in S and G2. ATM promotes CTIP-dependent resection of dsDNA ends which results in RPA binding (Gao et al., 2020). RPA is later displaced by RAD51 under the activities of BRCA1 and 2 (Davies et al., 2001). RAD51 filaments then facilitate strand invasion of the homologous sister chromatid to enable HRR. ATM additionally prevents toxic non-homologous end joining (NHEJ) during S and G2 by stimulating CTIP to displace Ku, another blunt end dsDNA-recognising protein which recruits DNA-PKcs. DNA-PKcs orchestrates
the recruitment of the NHEJ machinery (Chanut et al., 2016). Outside of S and G2 phases the vast majority of DSBs are repaired by NHEJ independently of ATM, although there seems to be a small proportion that require ATM activity possibly to facilitate end-processing via ARTEMIS (Beucher et al., 2009). Interestingly, the requirement for ATM in this small fraction of DSBs seems to be alleviated by the deletion of its substrate KAP-1 (Goodarzi et al., 2008). KAP-1 is a transcriptional repressor that may play a role in the perturbation of heterochromatin during the repair of DSBs (Ziv et al., 2006).

CHK2 constitutes a major signalling node downstream of ATM and carries out a set of functions that overlap with those of CHK1. For example, CHK2 also phosphorylates CDC25 resulting in its degradation and cell cycle arrest (Falck et al., 2001; Matsuoka et al., 1998). Another major substrate of both of these kinases is p53. p53 is a prominent tumour suppressor that regulates a plethora of transcriptional changes during the DNA damage response, reinforcing cell cycle arrest and ultimately determining cell fate. ATR-CHK1 and ATM-CHK2 pathways induce an extensive set of post-translational modifications on p53 via direct and indirect routes (Shiloh and Ziv, 2013). These modifications lead to an increase in stability and induction of p53-dependent transcription. One well characterised mechanism for activation is the phosphorylation of S15 and S20 by ATM/ATR and CHK1/CHK2 respectively which is reported to protect p53 from ubiquitination by MDM2 and subsequent degradation (Chehab et al., 2000). Deletion of these serine residues reduced p53 stability and transactivation activity in response to genotoxic stress although phosphorylation of these residues is likely not sufficient for induction of p53 activities (Chao et al., 2006). CHK1/CHK2 phosphorylation of the C-terminal domain of p53 is also thought to modulate its acetylation status. This is known to control its stability and transactivation activity (Ou et al., 2005). ATM- and ATR-dependent regulation of MDM2 abundance is another important mechanism for p53 regulation (Meulmeester et al., 2005).

p53 reinforces cell cycle arrest through multiple mechanisms. One of the more famous examples is the p53-dependent upregulation of p21, a CDK inhibitor. p21 binds to CDK-cyclin complexes and sterically disrupts interactions with substrates such as CDC25 and Rb preventing their phosphorylation (Chen et al., 1996). p21 can also bind PCNA at a site which interferes with DNA polymerase δ activity thereby directly blocking DNA replication (Rousseau et al., 1999). This pathway is essential
for proper cell cycle arrest following genotoxic insult (Brugarolas et al., 1995). Other well characterised mechanisms for p53-dependent cell cycle arrest are transcriptional repression of CDC25 and cyclin B expression (Clair et al., 2004; Innocente et al., 1999).

As previously mentioned, p53 is central to cell fate decisions in response to DNA damage (Hafner et al., 2019). If DNA is not repaired properly then p53 induces apoptosis or senescence to prevent propagation of mutations to new generations of cells. Kinetics, abundance, and transactivation activity of p53 are the major determinants that control cell fate. For example, low doses of IR result in transient p53 accumulation, DNA repair and ultimately restart of the cell cycle, whereas if p53 stability is enhanced by addition of an MDM2 inhibitor the cell enters senescence (Purvis et al., 2012). p21 is critical for inducing senescence as well as negatively regulating apoptosis (Zhang et al., 2011b; Muñoz-Espín et al., 2013). Acetylation patterns and the oligomerisation state of p53 are thought to mediate transactivation activity towards pro-apoptotic genes. This was shown using the separation-of-function mutants - K117R and E117R - which interfere with acetylation and oligomerisation respectively. Cells from these mice were not able to induce apoptosis despite cell cycle arrest, whereas induction of senescence in response to DNA damage was normal (Timofeev et al., 2013; Li et al., 2012).

So far in this section the cell cycle checkpoint pathways have been discussed in the context of DNA damage as this is an extensively studied subject. However, a recent study by Kumar et al. show that ATR can be activated independently of DNA damage by mechanical perturbation of the nuclear envelope, including by hypertonic shock (Kumar et al., 2014). Another pair of studies has shown that CHK1 is phosphorylated at S345 in nIMCD3 cells submitted to a severe hypertonic shock but only once returned to isotonicity (Dmitrieva et al., 2003; Dmitrieva et al., 2004). However, Dmitrieva et al. found a concomitant induction of γH2AX suggesting DNA damage was present in these conditions. A crucial difference between these studies is that the latter pair used NaCl whereas the former used sorbitol to generate the hypertonic environment. Kultz et al. used the neutral comet assay to show that in fact high NaCl hypertonicity causes DSBs whereas high urea hypertonicity does not, suggesting a NaCl-specific mechanism of DNA damage (Kültz and Chakravarty, 2001). Zhang et al. extended this work by showing that urea did however induce ROS-mediated DNA lesions whereas sorbitol did not, supporting the idea that DNA
damage in these conditions is dependent on the identity of the osmolyte rather than hypertonicity (Zhang et al., 2004). Yet another study found that high sorbitol hypertonic shock induced both γH2AX and DNA double strand breaks in primary corneal epithelial cells suggesting the cell type may influence outcome of osmotic shock as well as osmolyte identity (Wang et al., 2014).

Multiple studies have found hypertonicity results in cell cycle arrest, but different mechanisms have been reported most likely due to differences in osmolyte, cell type and the extent of the hypertonic shock. Without exception the authors of these studies subject cells to extreme increases in hypertonicity which are unlikely to be physiological. One study found that caffeine, reported to be an ATR and ATM inhibitor, reversed reduced EdU incorporation rate under high NaCl conditions (Dmitrieva et al., 2001). Another reported p38 to at least partially mediate G2/M checkpoint activation in response to high NaCl conditions but that ATR and ATM signalling did not play a role (Dmitrieva et al., 2002).

### 1.10 Osmoregulation

Mammalian cells can be exposed to range of extracellular tonicities during their lifetime, particularly if they are highly migratory like CD4+ T cells. The tissue fluids of the lymphoid tissues, skin, liver and kidney, to name a few, are hypertonic relative to serum (Go et al., 2004; Titze, 2014). For context, serum osmolarity is around 290-310 mOsm/L whereas interstitial fluid in the kidney medulla, for example, can reach 1,700 mOsm/L (Aramburu and López-Rodríguez, 2019; Marsh and Azen, 1975). There are also many pathological conditions that alter plasma osmolarity. For example, severe burns can increase plasma osmolarity to as high as 430mOsm/L and profound dehydration caused by sweating and diarrhoea during infection can also increase plasma osmolarity (Meyers, 2009; Inglis et al., 1995). Hyperglycemia associated with diabetes also increases the tonicity of plasma (Stookey, 2005). Additionally, individuals over the age of 50 have also been found to have an increased risk of having hyperosmolar plasma.

The fact that cell membranes are highly permeable to water means that imbalances in intracellular and extracellular tonicity can rapidly induce volume changes due to movement of water across the membrane down the osmotic
pressure gradient. These volume changes exert a significant stress on the cell by causing protein misfolding and DNA damage (Kuznetsova et al., 2014). Additionally, intracellular molecular crowding effects can cause major disruptions to homeostatic processes such as transcription (Delarue et al., 2018). Cells have therefore evolved multiple mechanisms to restore the osmotic equilibrium across the membrane thereby protecting themselves from the profound defects caused by volume changes. Cells activate regulatory volume increase (RVI) mechanisms in response to water efflux and regulatory volume decrease (RVD) mechanisms in response to water influx. These responses are mediated by rapid changes in enzyme activity, ion channel transduction and solute transporter activity, but also long-term changes in transcription.

Hypotonic challenge results in the activation of many ion transporters at the cell membrane, many of which have likely not been characterised. These channels predominantly mediate efflux of K$^+$ and Cl$^-$ ions to reduce intracellular tonicity to restore the osmotic equilibrium. An increase in permeability to K$^+$ results in diffusion of these ions down their electrochemical gradient, out of the cell. In particular the voltage-dependent Kv1.3 and Kv1.5 K$^+$ channels are among those activated in T cells in response to cell swelling (Deutsch and Chen, 1993). K$^+$ efflux is coupled to Cl$^-$ by the electroneutral K$^+$-Cl$^-$ (KCC) cotransporters (de Los Heros et al., 2014b). The efflux of K$^+$ hyperpolarises the cell membrane forcing Cl$^-$ out of the cell. Cl$^-$ efflux is mediated by multiple anion transporters, such as the VRAC channels, which are activated by cell swelling (Grinstein et al., 1982). Additionally, a number of other abundant organic osmolytes, such as taurine, are released from the cell during swelling, particularly under long-term hypotonic shock.

The acute RVI response to hypertonic shock is also mediated by changes to the activity of transporters at the plasma membrane. Under hypertonic conditions there is a net influx of Na$^+$, K$^+$, and Cl$^-$ ions into the cell mediated mainly by the Na$^+$-K$^+$-Cl$^-$ (NKCC) contranporters, Na$^+$-Cl$^-$ (NCC) cotransporters, Na$^+$/$\text{H}^+$ exchangers (NHE), and Cl$^-$/HCO$_3^-$ anion exchangers (AE) (Figure 10). Ion movement mediated by these transporters is driven by the movement of Na$^+$ and Cl$^-$ ions down their electrochemical gradient into the cell. The activity of NHEs is coupled to the activity of AEs to ensure ion influx is electroneutral. The H$^+$ and HCO$_3^-$ lost from the cell due to activity of the NHE and AE exchangers are osmotically irrelevant as they are replenished by carbonic anhydrase using CO$_2$ as a substrate which freely diffuses...
into the cell. Importantly both the NHE/AE and NKCC pathways have been shown to be active in T cells (Grinstein et al., 1983; Köchl et al., 2016).

**Figure 10. Regulatory volume increase (RVI) response.** Under hypertonic conditions the cell activates a range of plasma membrane ion channels to facilitate net ion influx into the cell. This results in the passive movement of water into the cell through osmosis and an accompanying increase in cell volume. Additionally, transcriptional changes predominantly mediated by NFAT5 result in the expression of genes required for long-term adaptation to hypertonic conditions including those responsible for osmolyte synthesis.

A large increase in ion concentration is detrimental to the cell as the structure and function of macromolecules, including proteins, can be altered under these conditions. Abolition of ion gradients across the membrane can also have major deleterious effects on cell homeostasis. For example, Na\(^+\) movement into the cell is coupled to the uptake of many essential nutrients such as amino acids and nucleosides (Mailliard and Kilberg, 1990; Young et al., 2013). Therefore, the cell initiates the synthesis of uncharged organic osmolytes, such as sorbitol, that increase intracellular tonicity but are compatible with cellular processes. Osmolytes
are in fact able to stabilise macromolecules. However, osmolyte accumulation takes hours to complete and therefore is a long-term solution to hypertonic shock.

Many of the long-term adaptive responses during RVI, including osmolyte synthesis, are mediated at the transcriptional level by the NFAT5 transcription factor. NFAT5 is a unique member of the NFAT family of transcription factors as it is the only member that is responsive to changes in tonicity. NFAT5 activity is regulated at multiple levels in response to hypertonic shock in T cells. There is an increase in NFAT5 protein expression levels in response to hypertonic shock, as well as an increase in NFAT5 phosphorylation and nuclear translocation (López-Rodríguez et al., 2001). The threshold for NFAT5 activation in Jurkat cells was found to be >360 mOsm/L (Morancho et al., 2008). NFAT5 binds to TonE regulatory elements at promoters and enhancers to regulate transcription of a wide range of genes. A major set of NFAT5 targets are osmoprotective genes such as aldose reductase (AR), Na"/Cl"-coupled betaine/GABA transporter (BGT1), Na"-dependent myo-inositol transporter (SMIT), Na" and Cl"-dependent taurine transporter (TauT) and HSP70 (Jeon et al., 2006). These proteins serve to increase the intracellular concentration of osmolytes or to stabilise proteins during hypertonic shock. The importance of this NFAT5 function is exemplified in NFAT5-deficient mice which exhibit an increase in serum osmolarity and atrophy of the renal medulla caused by impaired expression of osmoprotective genes (Berga-Bolaños et al., 2010; López-Rodríguez et al., 2004).

Interestingly, expression of NFAT5 is also increased in CD4⁺ T cells during activation in a calcineurin-dependent manner. This differs from the expression of NFAT5 in CD4⁺ T cells in response to hypertonic shock, which is calcineurin-independent (López-Rodríguez et al., 2001). NFAT5 is required for CD4⁺ T cell survival and proliferation in vivo in response to hypertonic conditions (Berga-Bolaños et al., 2010). The osmoprotective function of NFAT5 prevents DNA damage, as measured by γH2AX accumulation, and S and G2/M cell cycle arrest in T cells in response to hypertonic stress (Drews-Elger et al., 2009). Curiously, despite the increased incidence of DNA damage in NFAT5-deficient T cells in response to hypertonic stress, the cell cycle arrest exhibited by these cells was found to be independent of DNA damage as γH2AX-negative cells were also blocked at the G2/M transition. In the absence of NFAT5, cell cycle arrest is mediated by downregulation of cyclins and p21, and p53 induction. Interestingly, NFAT5 is also responsible for inducing the expression of cytokines during CD4⁺ T cell activation under hypertonic
conditions. For example, NFAT5 induces the expression of IL-2 when CD4+ T cells are activated in 420mOsm/L media (Alberdi et al., 2017).

Two complementary studies showed that hypertonic stress-induced IL-2 expression by T cells is dependent on PANX1-mediated ATP release. Extracellular ATP subsequently signals in an autocrine manner by activating the ATP-gated P2X channels which mediate Ca²⁺ influx into the cell and induce p38 activation (Loomis et al., 2003; Woehrle et al., 2010). A further study has shown that p38 is a critical mediator of NFAT5 in splenocytes (Kino et al., 2009). Collectively the evidence from these studies supports the existence of signalling circuit that could facilitate NFAT5-dependent IL-2 expression in hypertonic conditions. NFAT5 has also been found to be responsible for TNFα expression in hypertonic conditions and has been shown to directly bind to the promoter in T cells (López-Rodríguez et al., 2001). NFAT5 activity has also been attributed to expression of many other cytokines in other cell types in response to high salt conditions including IL-1β, IL-6 and IL-8 as well as chemokines such as CCL2 (Berry et al., 2017; Ma et al., 2019). Intriguingly, NFAT5 is also involved in the expression and activation of the NLRP3 inflammasome in response to hypertonic shock in endothelial cells. NFAT5 is also capable of inducing RORγt expression in high salt, non-polarising conditions (Alberdi et al., 2017). This is in line with the finding that high salt diets drive T,17 differentiation and experimental autoimmune encephalomyelitis (EAE) in vivo via p38, NFAT5 and SGK1 (Kleinewietfeld et al., 2013).

Additional to the Ca²⁺-dependent mechanism described above, p38 can be activated directly by osmotic shock-induced changes to the actin cytoskeleton. These changes result in the nucleation of a complex containing the scaffolding protein OSM, RAC, MEKK3, and M KK3, which activates p38 (Uhlik et al., 2003). As previously mentioned, one of the major roles of p38 activation is to induce NFAT5 transcriptional activity. However, it also mediates acute RVI responses by regulating ion transporter activity at the plasma membrane, including that of NHE antiporters (Pederson et al., 2002). Another p38-dependent adaption to hypertonic stress is the inhibition of the proteasome (Lee et al., 2010). Finally, in addition to mediating cell cycle arrest as discussed in Chapter 1.9.4, p38 can also induce apoptosis in response to osmotic shock (Thiemicke and Neuert, 2021). Interestingly this appears to be dependent on the rate of change of tonicity.
1.11 WNK1

The NKCC, KCC and NCC ion co-transporters are regulated by the With-No-Lysine (WNK) family of kinases. These kinases derive their name from their atypical kinase active site which is missing an invariant catalytic lysine residue in subdomain II involved in ATP-binding and phosphoryl transfer. This catalytic lysine residue is instead situated in subdomain I. In addition to its kinase domain WNK1 has several coiled-coiled domains and an autoinhibitory domain.

There are 4 members of the WNK kinase family in mammals (WNK1-4). Their role in ion transport was discovered when mutations in *Wnk1* and *Wnk4* were shown to cause pseudohypoaldosteronism type II (PHA-II) in humans (Wilson et al., 2001). PHA-II patients exhibit hypertension due to defective renal handling of Na⁺, Cl⁻ and K⁺. The PHA-II-causing mutations in Wnk1 are intronic and result in increased expression of WNK1. Mutations within a Wnk1 exon (HSN2) expressed specifically within the nervous system have been shown to cause hereditary sensory and autonomic neuropathy type II (HSAN2), which is characterised by a loss of pain, touch and heat perception. Subsequently, a mouse model was used to show that the HSN2-containing WNK1 splice variant contributes to Cl⁻ homeostasis in neurons by inhibiting KCC2 activity and that this opposes γ-aminobutyric acid (GABA)-mediated inhibition of neuronal activity (Kahle et al., 2016). WNK1 is ubiquitously expressed and, importantly, the only paralogue expressed in T cells. There are multiple tissue-specific isoforms of WNK1 including one lacking a kinase domain which is expressed in the kidney (Delaloy et al., 2003). WNK2, 3 and 4 have more tissue-specific expression patterns, for example in the heart, brain, colon, kidney and epithelium (Kahle et al., 2004; Verissimo and Jordan, 2001).

1.11.1 WNK1 in osmoregulation

WNK1 is rapidly activated in response to hypertonic stress in a process which requires transautophosphorylation of a conserved T-loop serine residue (S382 in humans) (Zagorska et al., 2007). Intriguingly its activation is associated with rapid redistribution to vesicular structures. A study by Naguro et al. showed that upstream signals required for WNK1 activation under hypertonic conditions are provided by the ASK3 kinase (Naguro et al., 2012). This kinase is a bidirectional sensor of
intracellular tonicity as it is activated by hypotonic stress but inactivated by hypertonic stress in a protein phosphatase 6 (PP6)-dependent manner (Watanabe et al., 2018). Under hypertonic conditions PP6 dephosphorylates and inactivates ASK3, which then releases WNK1 facilitating phosphorylation of downstream targets (Figure 11). Under hypotonic conditions PP6 is inactivated resulting in ASK3 activation. Activated ASK3 inhibits WNK1 through an unknown mechanism thought to require the kinase activity of ASK3. ASK3-deficient (Map3k15−/−) mice exhibit hypertension associated with elevated STK39 and OXSR1 activation in the kidney supporting a role for this mechanism of WNK1 regulation in vivo (Naguro et al., 2012). It is worth noting that T cells express very low amounts of Map3k15 RNA, however these cells express high levels of Ppp6c.

A study from our lab showed for the first time that WNK1 signalling is activated upon CCL21 chemokine stimulation as well as CD3 cross-linking in naïve CD4+ T cells (Köchl et al., 2016). WNK1 kinase activation in this setting was shown to be dependent on PI3K and AKT signalling as PI-103 and MK2206, which inhibit PI3K and AKT respectively, blocked WNK1-dependent phosphorylation of OXSR1 (S325) in response to these stimuli (Figure 11). These inhibitors did not however reduce OXSR1 phosphorylation to the same extent as genetic ablation of WNK1 kinase activity, which may indicate there is an alternative mechanism for homeostatic regulation of WNK1. The mechanism by which AKT activates WNK1 kinase activity is unknown. AKT-dependent phosphorylation of WNK1 at T58 has been well documented in a number of cell types but the significance of this modification remains unclear as mutation of this residue does not affect WNK1 kinase activity in vitro or its intracellular localisation (Vitari et al., 2004). Of note WNK1 T58 phosphorylation has been associated with WNK1-dependent activation of SGK1, a process that does not require WNK1 kinase activity (Xu et al., 2005b).
WNK1 is regulated at the post-transcriptional level by ASK3 and PI3K signalling. ASK3 is responsive to changes in tonicity which are detected by the PP6 phosphatase. Under hypertonic conditions PP6 becomes active and inhibits ASK3. This relieves inhibition of WNK1 and induces downstream signalling via STK39 and OXSR1 which facilitate the net influx of ions into the cell and therefore water through passive osmosis. TCR and chemokine receptor signalling is also able to induce WNK1 activity via PI3K and AKT similarly inducing downstream signalling via STK39 and OXSR1.

It has been shown that WNK1 kinase activity can be directly regulated by intracellular Cl⁻ concentration ([Cl⁻]). Crystallographic studies revealed a Cl⁻-binding site within the kinase domain (Piala et al., 2014). Cl⁻-binding is proposed to stabilise the inactive conformation preventing T-loop S382 phosphorylation in vitro. The IC₅₀ for Cl⁻-dependent inhibition of WNK1 activity in vitro has been reported as between ~20mM and ~200mM, depending on the precise conditions and substrate used.
(Terker et al., 2016). For context, T cells have an estimated [Cl\(^{-}\)] of \(\sim 50\) mM (Pilas and Durack, 1997). The functional relevance of this mechanism of WNK1 regulation \textit{in vivo} is therefore unclear as the effect of Cl\(^{-}\) on WNK1 activity depends on the actual IC\(_{50}\) \textit{in vivo}. Mutation of the leucine residues responsible for chelating Cl\(^{-}\) ions (via their backbone amides) increases WNK1 kinase activity in HEK293 which have a reported [Cl\(^{-}\)] of 40mM, suggesting that this mechanism of regulation may be physiologically relevant. Indeed, Cl\(^{-}\)-mediated regulation would be consistent with reports that hypotonic low Cl\(^{-}\) conditions can activate WNK1 as this causes a reduction in intracellular Cl\(^{-}\) concentration (de Los Heros et al., 2014). However, the author is not convinced that this Cl\(^{-}\)-dependent mechanism of WNK1 regulation is physiological as increasing NaCl concentrations also inhibited other non-Cl\(^{-}\)-sensitive kinases to a similar extent as WNK1 and the mutations introduced to ablate the putative Cl\(^{-}\)-binding site are within the active site making interpretation of their effects impossible (Piala et al., 2014). Additionally, the backbone amides which are proposed to bind the Cl\(^{-}\) ion would also be present in the mutant generated. Finally, Cl\(^{-}\)-dependent regulation would compromise the ability of WNK1 to mediate RVI as hypertonic stress results in an increase in [Cl\(^{-}\)] due to cell shrinkage.

Strong evidence exists for a degradation-dependent mechanism of WNK1 regulation by the CUL3-KLHL3 E3 ubiquitin ligase as mutations in these two components were identified in families with PHA-II that did not have mutations in Wnk genes (Boyden et al., 2012). The CUL3-KLHL3 complex was subsequently found to bind WNK isoforms and mediate their ubiquitination and PHA-II associated mutations in these proteins resulted in loss of WNK-binding capacity (Ohta et al., 2013). The signals that regulate the activity of this E3 ubiquitin ligase towards WNK proteins have not been elucidated. WNK1 expression has also been shown to be suppressed by the microRNA miR-192 (Elvira-Matelot et al., 2010).

Once activated, WNK1 phosphorylates its two canonical targets – STK39 and OXSR1 – at a threonine residue located in the T-loop (STK39 T233 and OXSR1 T185 in humans) inducing their activation (Figure 11). STK39 and OXSR1 have a conserved C-terminal (CCT) docking domain that mediates interactions with proteins containing a RFXV/I motif including WNK, NKCC and NCC proteins (Vitari et al., 2006). This CCT-mediated interaction is essential for STK39/OXSR1 activation by WNK1 as well as targeting these proteins to downstream substrates. STK39 and OXSR1 kinase activity is enhanced by interaction with the MO25 scaffold proteins.
STK39 and OXSR1 phosphorylate a cluster of threonine residues at the N-terminus of NCC and NKCC co-transporters resulting in their activation (Pacheco-Alvarez et al., 2006; Richardson et al., 2008; Thastrup et al., 2011). OXSR1 and STK39 also inactivate KCC cotransporters by phosphorylating multiple threonine residues in their C-terminal domain. Inactivation of KCC channels requires an additional C-terminal threonine phosphorylation event through a less well defined WNK-dependent, OXSR1/STK39-independent mechanism resulting in inactivation of these transporters (de los Heros et al., 2014a). The OXSR1/STK39 pathway has also been shown to influence the activity of other channels, for example STK39 was shown to phosphorylate and stimulate the internalisation of the $\text{Na}^+$/HCO$_3^-$ cotransporter NBCe1-B and the Cl$^-$/HCO$_3^-$ channel CFTR in HeLa cells (Hong et al., 2013).

In addition to the canonical OXSR1/STK39 pathway, WNK1 can regulate ion transport by activating the SGK1 kinase in a kinase-independent manner. This regulation may be achieved by modulating the activity of the PI3K-AKT pathway towards SGK1 (Xu et al., 2005b). Through its interactions with SGK1, WNK1 has been shown to positively regulate the activity of the ENaC Na$^+$ channel by blocking its ubiquitination by the E3 ubiquitin ligase NEDD4L and thus preventing it from degradation (Xu et al., 2005a). Additionally, WNK1-dependent SGK1 activity has been shown to inhibit the ROMK (Kv1.1) voltage-gated K$^+$ channel by promoting its endocytosis (Cheng and Huang, 2011). Neither of these transporters are expressed in T cells, although other members of the voltage gated K$^+$ channel are, such as Kv1.3. By regulating this array of ion transporters, WNK1 activation under hypertonic conditions results in net influx of Na$^+$, K$^+$ and Cl$^-$ ions into the cell and an increase in cell volume.

There are conflicting reports regarding the regulation of WNK1 activity under hypotonic conditions. Some studies report an increase in WNK1 activity whereas others report no induction of activity (Lenertz et al., 2005; Zagorska et al., 2007). A complicating factor is that hypotonic conditions in these studies are generated by diluting culture media. This results in an increase in water concentration but also a decrease in concentration of all media components meaning it is difficult to delineate which factor is responsible for stimulating WNK1 activity. It may also be due to cell type specific functions of WNK1. However, from basic principles it would seem that WNK1 activity would be detrimental to the cell during hypotonic shock because it
would result in the net influx of Na\(^+\), K\(^+\), and Cl\(^-\) into the cell. This in turn would result in the net influx of water by osmosis and thus result in increased swelling of the cell.

1.11.2 Other downstream signalling pathways

WNK1 was initially identified through a screen used to identify MAPKs. Xu et al. showed that WNK1 is able to induce ERK5 phosphorylation via MEKK2/3 in an overexpression system in HeLa cells (Xu et al., 2004). The authors of this study also showed that knock-down of WNK1 resulted in attenuation of IGF-stimulated ERK5 activation. WNK1-dependent regulation of ERK5 activity was supported in a subsequent paper that showed WNK1 knock-down reduced EGF-induced ERK5 phosphorylation in neuronal progenitor cells (Sun et al., 2006). Interestingly, a reduction in EGF-induced ERK1/2 phosphorylation was also seen in these WNK1-deficient neuronal stem cells. A study of WNK1 regulation of MAPK signalling in vivo is needed to determine whether this function of WNK1 is physiologically relevant.

1.11.3 Other functions of WNK1

WNK1 has been reported to perform a plethora of functions in mammalian cells. It is not clear whether any of them are linked to its osmoregulatory function or whether they are regulated via distinct mechanisms. Soon after its discovery WNK1 was shown to be essential in mouse embryogenesis. Homozygous knock-out of the Wnk1 allele is embryonic lethal and mice die at E12.5 due to defects in cardiac development and angiogenesis (Zambrowicz et al., 2003). This was shown to be due to an absolute requirement for WNK1-OXSR1 signalling in the embryonic endothelium as animals with endothelial-specific knock-out of Wnk1 or Oxsr1 phenocopied constitutive Wnk1 knock-out animals. Furthermore, endothelial-specific expression of Wnk1 or constitutively active Oxsr1 transgenes was sufficient to rescue early embryonic lethality of Wnk1\(^{-/-}\) mice (Xie et al., 2013; Xie et al., 2009). However, these “rescued mice” exhibited increased perinatal mortality and growth retardation showing that WNK1 activity in other tissues is required for normal development.

WNK1 has been shown to act as both a positive and a negative regulator of proliferation. siRNA-mediated knock-down of WNK1 in 3T3 preadipocytes increased insulin-dependent and -independent proliferation, whereas knock-down of WNK1 in
C17.2 neural progenitor cells reduced proliferation ~80% in the presence of serum and almost completely ablated proliferation in response to EGF (Sun et al., 2006; Jiang et al., 2005). A more recent study by Zhang et al. showed that WNK1 positively regulates proliferation of vascular smooth muscle cells in response to hypotonic challenge by inducing expression of cyclin D and suppressing CDK inhibitor (p21/p27) expression (Zhang et al., 2018). These data suggest that WNK1-dependent regulation of proliferation may be stimulus- or cell type-specific. AKT S473 phosphorylation was induced downstream of WNK1 during smooth muscle cell proliferation, whereas WNK1-dependent suppression of insulin-stimulated preadipocyte proliferation was not associated with changes to AKT S473 phosphorylation suggesting a possible divergence in WNK1-dependent signalling that may explain its apparently opposing functions. From these studies it is unclear whether WNK1-dependent regulation of proliferation is physiologically relevant in vivo and whether this process is linked to WNK1-dependent osmoregulation.

A number of studies have shown that WNK1 positively regulates migration. Knock-down of WNK1 impairs EGF-stimulated neural progenitor cell migration and serum-induced PC12 cell migration (Yang et al., 2017; Sun et al., 2006). Interestingly, OXSR1 heterozygous bone marrow-derived dendritic cells fail to migrate in response to LPS suggesting a possible role for the WNK1-OXSR1 signalling pathway in these cells (Pasham et al., 2012).

1.11.4 The role of WNK1 in the T cell lineage

Our lab has shown that WNK1 positively regulates migration of naive CD4⁺ T cells in response to CCL21 chemokine stimulation in vitro (Köchl et al., 2016). This role of WNK1 was validated in vivo using intravital microscopy which showed that Wnk1⁻/⁻ naive CD4⁺ T cell intranodal migration was dramatically reduced compared to Wnk1⁺/⁺ controls. This migration defect was also observed in the presence of integrin-blocking antibodies showing that WNK1 regulates migration independently of integrin activity. This study by our lab also provided evidence that WNK1 signals via the canonical OXSR1/STK39 pathway to ion transporters, such as SLC12A2, to promote migration. Additionally, WNK1-deficient naïve CD4⁺ T cells were found to have a hyperadhesive phenotype characterised by increased ICAM-1-binding in response to CCL21 stimulation or CD3 crosslinking. Further work revealed that WNK1
negatively regulates naïve CD4$^+$ T cell adhesion by inhibiting Rap1-dependent inside-out integrin signalling. This function of WNK1 was independent of OXSR1/STK39 signalling.

A role for WNK1 during T cell development has recently been elucidated by our lab. Köchl et al. show that WNK1 is required for transit through the β-selection checkpoint as a significant drop in cell numbers from the DN3 stage onwards was observed in WNK1-deficient thymocytes (Köchl et al., 2020). Oxsr1$^{-/-}$/Stk39$^{T243A/T243A}$ cells phenocopied Wnk1$^{-/-}$ cells in this respect suggesting WNK1 signalling via these kinases is required for progression past the β-selection checkpoint. The block in development was accompanied by a reduction in cell size and rate of entry into S phase, which was explained by a reduction in MYC abundance in WNK1-deficient cells. Accordingly, forced expression of MYC brought the numbers of WNK1-deficient DN4 cells to levels comparable to control cells.

### 1.12 Aims

WNK1 has predominantly been studied in the kidney and central nervous system where its role in human disease has been well characterised. In both tissues its main reported function is to regulate ion transport. A study from our lab showed that WNK1 also plays a major role in T cell biology (Köchl et al., 2016). Köchl et al. showed that WNK1 is activated via PI3K-AKT signalling downstream of the TCR and CCR7 chemokine receptor. This study also showed that WNK1 positively regulates CD4$^+$ T cell migration and negatively regulates CD4$^+$ T cell integrin-mediated adhesion. More recently our lab published a paper which shows that WNK1 regulates progression through the β-selection checkpoint during T cell development (Köchl et al., 2020). In this context WNK1 is required for pre-TCR-induced proliferation and continued T cell development to the DN4 stage. Finally, while working in the Tybulewicz lab Harald Hartweger found that T cells require WNK1 to support a class-switched antibody response (unpublished data). In light of these findings, the main aim of this project was to answer the following questions:

- Is WNK1 important for T-dependent immune responses because of its role in CD4$^+$ T cell adhesion and migration?
- Is WNK1 required for CD4$^+$ T cell activation and differentiation?
- Is WNK1 required for mature CD4$^+$ T cell proliferation?
- If WNK1 is required, through what mechanism does it regulate these processes?
In particular, does WNK1-dependent osmoregulation play a role?
Chapter 2. Materials & Methods

2.1 Mice

Mice with a conditional allele of *Wnk1* containing LoxP sites flanking exon 2 (*Wnk1<sup>tm1Clhu</sup>, *Wnk1<sup>fl</sup>*) (Xie et al., 2009), with a knock-out allele of *Wnk1* (*Wnk1<sup>tm1Clhu</sup>, *Wnk1<sup>-</sup>*) (Köchl et al., 2016), with a kinase-inactive allele of *Wnk1* (*Wnk1<sup>tm1.1Tyb</sup>, *Wnk1<sup>D368A</sup>*) (Lin et al., 2011), with a knock-in allele of *Oxsr1* containing LoxP sites flanking exons 9 and 10 (*Oxsr1<sup>tm1.1Ssy</sup>, *Oxsr1<sup>fl</sup>*) (Barnden et al., 1998) have been described before. All mice were maintained on a C57BL/6J background, were housed in specific pathogen free conditions at the Francis Crick institute and given food and water ad libitum. All experiments were carried out under the authority of a Project Licence granted by the UK Home Office.

2.2 Bone marrow chimeras

Sex-matched 8-12 week old RAG1-deficient recipient mice were irradiated with 1 dose of 5Gy from a $^{137}$Cs source. Bone marrow from the hind limbs of sex-matched donor mice were harvested and treated with ammonium-chloride-potassium (ACK) lysis buffer for 3 min at room temperature, washed and resuspended in PBS. At least $10^6$ cells were transferred intravenously into irradiated recipient mice which were maintained on 0.02% enrofloxacin (Baytril, Bayer Healthcare) for 4 weeks. The haematopoietic compartment was allowed to reconstitute for at least 8 weeks after bone marrow transfer before mice were used for any further studies.

2.3 In vivo deletion of floxed alleles

To delete floxed alleles of *Wnk1* or *Oxsr1*, mice were injected intraperitoneally with 2 mg tamoxifen (Sigma-Aldrich) in 100 µL of corn oil (Sigma-Aldrich) on 3 (*Wnk1<sup>fl</sup>*)
or 5 \((Oxsr1^\text{fl})\) consecutive days. Mice were sacrificed 7 d \((Wnk1^\text{fl})\) or 21 d \((Oxsr1^\text{fl})\) after initial tamoxifen injection unless indicated otherwise.

### 2.4 NP-CGG immunisation and ELISA

These experiments were performed by Harald Hartweger to measure the size of antigen-specific antibody responses. Mice were injected intraperitoneally with 50 µg of 4-hydroxy-3-nitrophenylacetyl (NP) in PBS + 25% Alum (Thermo Fisher Scientific). Blood was collected from the lateral tail vein at the indicated time points and allowed to clot for 30 min at room temperature. Blood samples were then centrifuged at 17,000 xg for 10 min at room temperature. The supernatant was collected and centrifuged again at 17,000 xg for 10 min. The supernatant was stored at -80°C prior to analysis.

5 µg/mL NP\_20-BSA (Santa Cruz Biotechnology) was used to coat 96-well Maxisorp Immunoplates (Nalge Nunc International Corporation) overnight at 4 °C. Plates were washed 5 times with PBS + 0.01% Tween-20 and blocked with 3% BSA in PBS for 2 hours at room temperature. PBS + 0.01 % Tween-20 was used to wash the plates 2 further times. Sera were diluted by a factor of 100 for IgM ELISAs and 1,000 for IgG1 ELISA. 2-fold serial dilutions were then performed and the resulting serum solutions were incubated on the NP-coated plates overnight at 4 °C. Plates were washed 3 times with PBS + 0.01 % Tween-20 and then incubated with 1.6 µg/mL biotin-conjugated goat anti-mouse IgM (Thermo Fisher Scientific) or 4 µg/mL biotin-conjugated goat anti-mouse IgG1 (Thermo Fisher Scientific) for 2 h at room temperature. Plates were then washed with PBS + 0.01 % Tween-20 3 times and incubated with 1 µg/mL peroxidase-labelled streptavidin (Vector laboratories) for 2 h at room temperature. Plates were washed 5 times with PBS-T and incubated with 1x TMB ELISA substrate solution (Thermo Fisher Scientific). The reaction was stopped with 2 N \(H_2SO_4\). Absorption at 450 nm was measured using the SpectraMax 190 (Molecular Devices LLC.). Serum concentrations, in arbitrary units (a.u.), of NP-specific IgG and IgM antibodies were calculated from the linear section of the response curves.
2.5 Preparation of single cells suspensions

Blood was harvested from live mice by cutting the lateral tail vein and collecting in a heparin-coated tube. Peripheral lymph nodes, mesenteric lymph nodes and spleens were harvested from mice sacrificed using a schedule 1 killing (S1K) method and dissociated into single cell suspensions by mashing through a 70 µm filter. Bone marrow from the hind limbs was harvested by flushing femurs and tibias with air-buffered Iscove’s modified Dulbecco’s medium (AB-IMDM) + 5 % foetal calf serum (FCS, Biosera). Blood, bone marrow, and spleen samples were treated with ACK for 3 min at room temperature, washed and resuspended in PBS. ACK treatment was repeated twice for blood samples.

2.6 Naïve CD4+ T cell isolation by negative depletion

Lymph node cell suspensions were resuspended in a mixture of biotinylated antibodies against CD8, CD11b, CD11c, B220, CD19, CD25, CD44, and GR-1 in AB-IMDM + 5 % FCS for 20 min at 4 °C (Table 1). Cells were incubated with streptavidin-coated Dynabeads (Thermo Fisher Scientific, Inc) in magnetic-activated cell sorting (MACS) buffer or AB-IMDM + 5 % FCS for 20 min at 4 °C. Cell/bead suspensions were placed on a magnet for 2 min at room temperature and the bead-depleted fraction was collected.

Table 1. List of biotinylated antibodies used for negative depletion.

<table>
<thead>
<tr>
<th>Antigen</th>
<th>Clone</th>
<th>Supplier</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>B220</td>
<td>RA3-6B2</td>
<td>Biolegend</td>
<td>1:200</td>
</tr>
<tr>
<td>CD11b</td>
<td>M1/70</td>
<td>Biolegend</td>
<td>1:200</td>
</tr>
<tr>
<td>CD11c</td>
<td>N418</td>
<td>Biolegend</td>
<td>1:200</td>
</tr>
<tr>
<td>CD19</td>
<td>1D3</td>
<td>BD Biosciences</td>
<td>1:200</td>
</tr>
<tr>
<td>CD25</td>
<td>PC61.5</td>
<td>ThermoFisher Scientific</td>
<td>1:400</td>
</tr>
</tbody>
</table>
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### Table 2.1: Antibody Information

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Clone</th>
<th>Manufacturer</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD44</td>
<td>IM7</td>
<td>ThermoFisher Scientific</td>
<td>1:400</td>
</tr>
<tr>
<td>CD8</td>
<td>53-6.7</td>
<td>Biolegend</td>
<td>1:200</td>
</tr>
<tr>
<td>GR-1</td>
<td>RB6-8C5</td>
<td>Biolegend</td>
<td>1:400</td>
</tr>
</tbody>
</table>

### 2.7 RNA isolation and quantitative reverse transcription-quantitative polymerase chain reaction (RT-qPCR)

These experiments were carried out according to the manufacturer’s instructions and used to determine the abundance of specific RNA species per cell. RNA was purified from at least $5 \times 10^4$ CD4+ T cells using the RNeasy Micro kit (Quiagen). cDNA was synthesised using the SuperScript™VILO™cDNA synthesis kit (Invitrogen). Taqman™ Gene Expression Assays (Thermo Fisher Scientific) were used to measure *Wnk1* (exon boundary 1-2, Mm01184006_m1), *Hprt* (exon boundary 2-3, Mm03024075_m1), and *Il2* (exon boundary 2-3, Mm00434256_m1) expression. Fluorescence was measured using a QuantStudio 3 or QuantStudio 5 qPCR machine (Thermo Fisher Scientific). Technical duplicates or triplicates were performed for each assay. The relative amount of each RNA species was calculated relative to *Hprt* using the following formula:

$$
\text{Relative expression} = 2^{-\Delta C_{t}} (\text{Gene of interest}) - \Delta C_{t} (\text{Hprt})
$$

### 2.8 Adoptive transfer of OT-II CD4+ T cells

CD45.1+/CD45.2+ OT-II T cells were isolated from peripheral and mesenteric lymph nodes. Cells were labelled with 5 μM CellTrace Violet (CTV, ThermoFisher, Chapter 2.10). $1\times10^6$ (for day 3 analysis) or $35\times10^3$ (for day 7 analysis) labelled OT-II T cells were injected into the tail vein of CD45.1+/CD45.2+ C57BL/6J. 24 h later (day 0) mice were immunised with 50 μg (day 3 analysis) or 100 μg (day 7 analysis) chicken ovalbumin (OVA) protein (Invivogen) in PBS + 25 % Alum (Thermo Fisher Scientific) via the intraperitoneal route. Peripheral and
mesenteric lymph nodes were harvested at day 3. Mesenteric lymph nodes, spleen and blood were harvested at day 7.

2.9 \textit{In vitro} activation

Naïve CD4+ T cells were isolated from peripheral and mesenteric lymph nodes and cultured in RPMI+ media (Table 8) at 37 °C unless otherwise stated.

2.9.1 Co-culture

To generate bone marrow-derived antigen presenting cells (APCs), bone marrow was isolated from the hind limbs of sex matched wild type C57BL/6J mice at day -10. Bone marrow was incubated in ACK buffer for 1 min at room temperature. Cells were resuspended in DC medium (Table 8) at 10x10^6 cells/mL. Bone marrow suspensions were then diluted 10-fold by gently dropping 200µL into the centre of a well (6-well plate) containing 2ml DC medium with 20ng/mL GM-CSF (Peprotech). Cells were incubated for 10 days at 37 °C. At day -7 2 mL of DC medium containing 20ng/mL GM-CSF was added to each well. 2ml of each well was replenished with new DC medium containing 20ng/mL GM-CSF on day -5 and day -3. Bone marrow-derived APCs were harvested at day 0 and adjusted to 500,000 cells/mL. Naïve CD4+ OT-II T cells were isolated by negative depletion, resuspended in DC medium and adjusted to 500,000 cells/mL. 50,000 OT-II T cells and 50,000 bone marrow-derived APCs were co-cultured in a round-bottomed well (96-well plate) in the presence of indicated concentrations of OVA_{323-339} (Sigma) for the indicated times.

2.9.2 Activation of T cells with plate-bound anti-CD3 and anti-CD28

125 µL (48-well), 250 µL (24-well), 500 µL (12-well) or 1 mL (6-well) of PBS containing anti-CD3 and anti-CD28 antibodies at 4 µg/mL was dispensed into each well of a flat-bottomed cell culture plate (Corning) and incubated overnight at 4 °C. Naïve CD4+ T cells were cultured at 1x10^6 cells/mL in 250 µL (48-well), 500 µL (24-well), 1 mL (12-well) or 2 mL (6-well) RPMI+ at 37 °C for the indicated time points. Cells were activated in the presence of 2.5 µM WNK463 (MedChem Express) in DMSO or the equivalent amount of DMSO (Sigma-Aldrich) where indicated. 1µM
ATRi (AZD6738) in DMSO or the equivalent amount of DMSO was added at 36 h where indicated. 4mM hydroxyurea (HU, Sigma-Aldrich) in PBS was added to samples at 70 h for 2 h where indicated.

For 1 h stimulations cells were incubated in the presence of 2.5 µM WNK463 in DMSO, 1µM MEKi (Selleckchem) in DMSO or the equivalent amount of DMSO at 4 °C for 30 min in RPMI+. Cells were transferred into RPMI+ medium containing 2.5 µM WNK463 in DMSO, 1µM MEKi (Selleckchem) in DMSO or the equivalent amount of DMSO with indicated amounts of NaCl and L-glucose and centrifuged onto cell culture plates at 340xg for 30 s prior to incubation 37 °C. After 1 h at 37 °C the cell culture medium was aspirated off and cells were resuspended in pre-chilled PBS.

2.9.3 Soluble stimulation

Naïve CD4+ T cells were incubated in IMDM + 0.5% FCS for 1 h at 37°C. Cells at 15x10^6 cells/mL were aliquoted into 100µL samples. Samples were cooled at 4°C for 10 min. Cells were resuspended in RPMI + 0.5% FCS medium containing 10 µg/mL anti-CD3 and 10 µg/mL anti-CD28 antibodies (Table 2) in the presence of 2.5µM WNK463 (MedChem Express) in DMSO, 100nM SRCi (Sigma-Aldrich) in DMSO or the equivalent amount of DMSO and incubated at 4 °C for 30 min. Unstimulated (0 min) samples were incubated in the presence of relevant inhibitors but without anti-CD3 or anti-CD28 antibodies. Cells were warmed to 37°C for 15 min. Cells were stimulated with the addition of 80 µg/mL anti-Armenian hamster IgG (Antibodies-online.com). Activation was stopped at the indicated time point with the addition of 2% PFA.

Table 2. List of antibodies used for in vitro activation of CD4⁺ T cells

<table>
<thead>
<tr>
<th>Antigen</th>
<th>Clone</th>
<th>Supplier</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD3</td>
<td>145-2C11</td>
<td>Tonbo Biosciences</td>
<td>1:125 (plate-bound stimulation)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1:50 (soluble stimulation)</td>
</tr>
<tr>
<td>CD28</td>
<td>37.51</td>
<td>Biolegend</td>
<td>1:250 (plate-bound stimulation)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1:100 (soluble stimulation)</td>
</tr>
<tr>
<td>Hamster IgG (H&amp;L chain)</td>
<td>Polyclonal (#ABIN101378)</td>
<td>Antibodies-online.com</td>
<td>1:25 (soluble stimulation)</td>
</tr>
</tbody>
</table>
Table 3. List of inhibitors used for *in vitro* activation experiments

<table>
<thead>
<tr>
<th>Target</th>
<th>Name (abbreviation)</th>
<th>Supplier</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>WNK kinases</td>
<td>WNK463</td>
<td>MedChem Express</td>
<td>2.5 µM</td>
</tr>
<tr>
<td>MEK kinases</td>
<td>PD 0325901 (MEKi)</td>
<td>Selleckchem</td>
<td>1 µM</td>
</tr>
<tr>
<td>SRC kinases</td>
<td>Dasatinib (SRCi)</td>
<td>Sigma-Aldrich</td>
<td>100 nM</td>
</tr>
<tr>
<td>ATR</td>
<td>AZD6738 (ATRi)</td>
<td>Selleckchem</td>
<td>1 µM</td>
</tr>
</tbody>
</table>

2.10 CTV labelling of CD4+ T cells

CTV labelling was used to measure the number of divisions each cell underwent. Naïve CD4+ T cells were incubated in PBS with 5 µM (for OT-II T cell experiments) or 2.5 µM (for polyclonal T cell experiments) CTV for 10 minutes at 37°C. Pre-warmed RPMI+ media was added to the cells for 7 min. Cells were then pelleted and resuspended in the appropriate media.

2.11 Flow cytometry

2.11.1 Activation marker and proliferation analysis

This method was used to identify live, single, CD4+, and PD-1+ populations and measure the abundance of certain activation markers on the surface of individual cells. Cells were stained in PBS containing fluorophore-conjugated antibodies (see Table 4) and LIVE/DEAD™ Near-IR dye (Thermo Fisher Scientific) (diluted 1:500) at 4 °C for 20 min. Cells were then washed, resuspended in fluorescence-activated cell sorting (FACS) buffer and run on the flow cytometer. For cell counting, a known number of BD Calibrate APC beads (BD biosciences) were added to the sample in FACS buffer. Samples were analysed on BD LSRFortessa™ (BD biosciences) flow cytometers.
2.11.2 CXCR5 staining

This method was used to measure the abundance of CXCR5 on the surface of individual cells. Staining of CXCR5 was achieved by incubating cells in PBS + 2 % FCS containing biotinylated anti-CXCR5 antibody (BD Biosciences) at 37 °C for 30 min. Cells were then washed, incubated with fluorophore-conjugated streptavidin for 15 min at room temperature, washed, resuspended in FACS buffer, and run on the flow cytometer.

2.11.3 Phospho-ERK/S6/CD3ζ/ZAP-70 staining

This method was used to measure the abundance of certain phospho-proteins on a per cell basis. Cells were fixed in 2 % paraformaldehyde (PFA) at 4 °C for 15 min and permeabilised with 90 % methanol overnight at -20 °C. Cells were washed 3 times and then incubated with relevant primary antibody (Table 4) in PBS + 2 % FCS for 30 min at room temperature. To detect the primary antibody, cells were subsequently stained with the relevant secondary antibody (Table 5) in PBS + 2 % FCS for 30 min at room temperature. Samples were then washed, resuspended in FACS buffer, and analysed on the flow cytometer.

2.11.4 Cell cycle analysis

This method was used to measure the proportion of cells in each of the cell cycle phases as well as measuring the rate of S phase progression. Cells were stained with LIVE/DEAD™ Near-IR dye (Thermo Fisher Scientific) for 15 min at 4 °C. Cells were fixed in 4 % PFA for 15 min at 4 °C. Cells were stained with fluorophore-conjugated antibodies in BD Perm/Wash™ buffer (BD biosciences) containing 2 % FCS for 30 min at room temperature. Cells were washed with BD Perm/Wash™ buffer and resuspended in BD Perm/Wash™ buffer containing 1 µg/mL FxCycle™ Violet stain (Thermo Fisher Scientific) and incubated at room temperature for 30 min. Samples were then analysed on the flow cytometer.

For EdU incorporation analysis, 10 µM EdU (Thermo Fisher Scientific) was added to the cell culture medium for 10 min after the cells had been activated for 72 h on anti-CD3 and anti-CD28-coated cell culture plates. EdU was detected using the Click-
iT™ EdU Alexa Fluor™ 488 Flow Cytometry Assay Kit (Thermo Fisher Scientific) according to the manufacturer’s instructions.

### Table 4. List of primary antibodies used for flow cytometry.

<table>
<thead>
<tr>
<th>Antigen</th>
<th>Clone</th>
<th>Supplier</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD25</td>
<td>PC61.5</td>
<td>ThermoFisher Scientific</td>
<td>1:200</td>
</tr>
<tr>
<td>CD4</td>
<td>GK1.5</td>
<td>ThermoFisher Scientific</td>
<td>1:200</td>
</tr>
<tr>
<td>CD44</td>
<td>IM7</td>
<td>ThermoFisher Scientific</td>
<td>1:200</td>
</tr>
<tr>
<td>CD45.1</td>
<td>A20</td>
<td>ThermoFisher Scientific</td>
<td>1:100</td>
</tr>
<tr>
<td>CD45.2</td>
<td>104</td>
<td>Biolegend</td>
<td>1:100</td>
</tr>
<tr>
<td>CD69</td>
<td>H1.2F3</td>
<td>Biolegend</td>
<td>1:200</td>
</tr>
<tr>
<td>CXCR5</td>
<td>2G8</td>
<td>BD Biosciences</td>
<td>1:100</td>
</tr>
<tr>
<td>Ki67</td>
<td>SolA15</td>
<td>ThermoFisher Scientific</td>
<td>1:100</td>
</tr>
<tr>
<td>p-CD3ζ (Y142)</td>
<td>K25-407.69</td>
<td>BD Biosciences</td>
<td>1:400 (1.25µg/mL)</td>
</tr>
<tr>
<td>p-ERK1 (T202/Y204)</td>
<td>Polyclonal (#9101)</td>
<td>Cell Signaling Technology</td>
<td>1:50</td>
</tr>
<tr>
<td>p-ERK2 (T185/Y187)</td>
<td>Polyclonal (#9101)</td>
<td>Cell Signaling Technology</td>
<td>1:50</td>
</tr>
<tr>
<td>p-MPM2 (S/TP motif)</td>
<td>MPM-2</td>
<td>Merck Millipore</td>
<td>1:100</td>
</tr>
<tr>
<td>p-S6 (S235/236)</td>
<td>D57.2.2E</td>
<td>Cell Signaling Technology</td>
<td>1:50</td>
</tr>
<tr>
<td>p-ZAP-70 (Y319)</td>
<td>65E4</td>
<td>Cell Signaling Technology</td>
<td>1:400</td>
</tr>
<tr>
<td>PD-1</td>
<td>29F.1A12</td>
<td>Biolegend</td>
<td>1:100</td>
</tr>
</tbody>
</table>

### Table 5. List of secondary antibodies used for flow cytometry.

<table>
<thead>
<tr>
<th>Antigen</th>
<th>Conjugate</th>
<th>Species</th>
<th>Supplier</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse IgG (H&amp;L chain)</td>
<td>Alexa Fluor 488</td>
<td>Donkey (highly cross-adsorbed)</td>
<td>ThermoFisher Scientific</td>
<td>1:500</td>
</tr>
<tr>
<td>Rabbit IgG (H&amp;L chain)</td>
<td>Alexa Fluor 647</td>
<td>Goat (highly cross-adsorbed)</td>
<td>ThermoFisher Scientific</td>
<td>1:500</td>
</tr>
</tbody>
</table>
2.12 Luminex assay

The Cytokine & Chemokine 36-Plex Mouse ProcartaPlex™ Panel 1A (Thermo Fisher Scientific) was used to measure the concentration of 36 cytokines (IFNγ, GM-CSF, IL-1β, IL-12p70, IL-13, IL-18, IL-2, IL-4, IL-5, IL-6, TNFα, ENA-78, G-CSF, IFNα, IL-1α, IL-15, IL-28, IL-3, IL-31, LIF, M-CSF, IL-10, IL-17A, IL-22, IL-23, IL-27, IL-9, Eotaxin, GROα, IP-10, MCP-1, MCP-3, MIP-1α, MIP-1β, MIP-2, and RANTES) in the cell culture media according to the manufacturer’s instructions. Cell culture media was harvested at the indicated time points, frozen at -80 °C prior to analysis, and analysed using the Luminex® 100 system (Biorad).

2.13 Immunoblot

Immunoblot experiments were carried out to measure the abundance of certain proteins or phospho-proteins in bulk cell lysates. Cell pellets were thawed at room temperature and lysed using RIPA buffer. Samples were centrifuged for 15 min at 4 °C and the supernatant was collected. The protein concentration of each sample was determined using the Pierce™ BCA protein assay kit (Thermo Fisher Scientific) according to the manufacturer’s instructions. Samples were then mixed with sodium dodecyl sulphate (SDS) sample buffer (Sigma-Aldrich) and loaded into NuPAGE™ 4-12 % Bis-Tris precast polyacrylamide gels (Thermo Fisher Scientific) with the volume of each sample adjusted to ensure equal protein amounts per well. Electrophoresis was carried out at 200 V for 53 min in NuPAGE™ MOPS SDS running buffer (Thermo Fisher Scientific). Proteins were transferred to a methanol-activated polyvinylidene difluoride (PVDF) membrane in NuPAGE™ transfer buffer (Thermo Fisher Scientific) at 30 V for 65 min. Membranes were blocked with Odyssey® blocking buffer (LI-COR) for 1 h at room temperature. Membranes were then incubated with primary antibody (see
Table 6) in Odyssey® blocking buffer overnight at 4 °C. Membranes were washed 3 times with TBS-T and then incubated with fluorophore-conjugated secondary antibody (Table 7) in Odyssey® blocking buffer for 1 h at room temperature. Membranes were washed 3 times with TBS-T and imaged using the Odyssey® CLx (LI-COR). Image Studio Lite (LI-COR) was used to quantify intensities of bands. The region above and below each band was used to calculate background intensity.

Table 6. List of primary antibodies used for immunoblot.

<table>
<thead>
<tr>
<th>Antigen</th>
<th>Clone</th>
<th>Supplier</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERK</td>
<td>3A7</td>
<td>Cell Signaling Technology</td>
<td>1:1000</td>
</tr>
<tr>
<td>OXSR1</td>
<td>Polyclonal</td>
<td>MRC PPU Reagents and services</td>
<td>1:1000</td>
</tr>
<tr>
<td>p-CHK1 (S345)</td>
<td>133D3</td>
<td>Cell Signaling Technology</td>
<td>1:1000</td>
</tr>
<tr>
<td>p-KAP (S824)</td>
<td>Polyclonal</td>
<td>Bethyl Laboratories</td>
<td>1:1000</td>
</tr>
<tr>
<td>p-OXSR1 (S325)</td>
<td>Polyclonal</td>
<td>MRC PPU Reagents and Services</td>
<td>1:1000</td>
</tr>
<tr>
<td>p-RPA32 (S4/8)</td>
<td>Polyclonal</td>
<td>Bethyl Laboratories</td>
<td>1:1000</td>
</tr>
<tr>
<td>α-Tubulin</td>
<td>TAT-1</td>
<td>Cell Services STP, Crick</td>
<td>1:15000</td>
</tr>
<tr>
<td>γH2AX (S139)</td>
<td>JBW301</td>
<td>Merck Millipore</td>
<td>1:10000</td>
</tr>
</tbody>
</table>

Table 7. List of secondary antibodies used for immunoblot.

<table>
<thead>
<tr>
<th>Antigen</th>
<th>Conjugate</th>
<th>Supplier</th>
<th>Dilution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse IgG</td>
<td>IRDye® 800CW</td>
<td>LI-COR Biosciences</td>
<td>1:4000</td>
</tr>
<tr>
<td>Mouse IgG</td>
<td>Alexa Fluor 680</td>
<td>ThermoFisher Scientific</td>
<td>1:4000</td>
</tr>
</tbody>
</table>
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### 2.14 Solutions, buffers and media

#### Table 8. List of solutions, media and buffers used

<table>
<thead>
<tr>
<th>Name</th>
<th>Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBS</td>
<td>136.89 mM NaCl, 3.35 mM KCl, 10.12 mM Na₂HPO₄, 1.84 mM KH₂PO₄</td>
</tr>
<tr>
<td>TBS-T</td>
<td>50 mM Tris, 150 mM NaCl, 0.05 % Tween 20</td>
</tr>
<tr>
<td>FACS</td>
<td>PBS, 0.5 % bovine serum albumin (BSA)</td>
</tr>
<tr>
<td>MACS</td>
<td>PBS, 0.5 % BSA, 2 mM EDTA</td>
</tr>
<tr>
<td>ACK</td>
<td>155 mM NH₄Cl, 10 mM KHCO₃, 0.1 mM Na₂EDTA</td>
</tr>
<tr>
<td>AB-IMDM</td>
<td>35.93 mM NaCl, 0.18 mM Penicillin, 0.17 mM Streptomycin, IMDM powder (Gibco™; Thermo Fisher Scientific), adjusted to pH 7.2</td>
</tr>
<tr>
<td>RPMI+</td>
<td>RPMI-1640 (Gibco™; Thermo Fisher Scientific), 100 μM non-essential amino acids (Gibco™; Thermo Fisher Scientific), 20 mM HEPES (Gibco™; Thermo Fisher Scientific), 10 % FCS, 100 U/mL Penicillin (Sigma-Aldrich), 100 μg/mL Streptomycin (Sigma-Aldrich), 2 mM L-glutamine (Sigma-Aldrich) and 100 μM 2-mercaptoethanol (Sigma-Aldrich).</td>
</tr>
</tbody>
</table>
### Chapter 2 Materials and Methods

<table>
<thead>
<tr>
<th>RPMI+ (292mOsm/L)</th>
<th>RPMI+, NaCl concentration (+L-glucose concentration where applicable) adjusted to make total osmolarity 292mOsm/L, osmolarity measured on an osmometer (Model 3250, Thermo Fisher Scientific)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPMI+ (250mOsm/L)</td>
<td>RPMI+, NaCl concentration adjusted to make total osmolarity 250mOsm/L, osmolarity measured on an osmometer (Model 3250, Thermo Fisher Scientific)</td>
</tr>
<tr>
<td>RPMI+ (169mOsm/L)</td>
<td>RPMI+, NaCl concentration adjusted to make total osmolarity 169mOsm/L, osmolarity measured on an osmometer (Model 3250, Thermo Fisher Scientific)</td>
</tr>
<tr>
<td>DC medium</td>
<td>RPMI-1640 (Gibco™; Thermo Fisher Scientific), 10 % FCS, 100 U/mL Penicillin (Sigma-Aldrich), 100 µg/mL Streptomycin (Sigma-Aldrich), 2 mM L-glutamine (Sigma-Aldrich)</td>
</tr>
<tr>
<td>RIP A</td>
<td>50 mM Tris, 150 mM NaCl, 50 mM NaF, 2 mM EDTA, 2 mM Na₃P₂O₇, 1 mM Na₃VO4, 1 % Triton X-100, 0.5 % deoxycholate, 0.1 % SDS, 1 mM PMSF, 1x complete EDTA-free protease inhibitor cocktail (Roche), 1x Phostop (Roche)</td>
</tr>
</tbody>
</table>

#### 2.15 Quantification and statistical analysis

The non-parametric Mann-Whitney U-test was used to analyse the difference between groups as it was not possible to determine whether populations were normally distributed due to the limiting n numbers in the majority of experiments. In cases where n numbers were sufficient to make this calculation populations did not always follow normal distributions. Statistical tests were carried out using GraphPad Prism 8. The abundance of (modified) proteins measured by immunoblot was calculated using densitometry on LI-COR ImageStudio™ Lite. Flow cytometry populations were analysed using FlowJo 9 and 10.
Chapter 3. CD4\(^+\) T cells require WNK1 to support an immune response in vivo

In light of the fact that our lab had previously shown that WNK1 plays a critical role in CD4\(^+\) T cell adhesion and migration I endeavoured to determine whether CD4\(^+\) T cells require WNK1 to respond to antigen in vivo.

3.1 Deletion of Wnk1 in naïve CD4\(^+\) T cells

In order to study the role of WNK1 in naïve CD4+ T cells it was necessary to use a conditional allele of Wnk1 because constitutive deletion of Wnk1 is embryonic lethal (Xie et al., 2009; Zambrowicz et al., 2003). Furthermore, data from our laboratory has shown that deletion of Wnk1 during T cell development results in a block at the DN3 to DN4 transition (Köchl et al., 2020). The Cre-LoxP system was used to facilitate tamoxifen-inducible deletion of Wnk1. Mice were generated with a Wnk1 allele containing LoxP sites inserted either side of exon 2 (Wnk1\(^{fl}\)) and a transgene encoding a CRE recombinase-oestrogen receptor fusion protein (CreER\(^{T2}\)) inserted into the Rosa26 locus (Gt(ROSA)26Sor\(^{tm1(creERT2)Thl}\), RCE) (Figure 12A) (de Luca et al., 2005; Xie et al., 2009). The oestrogen receptor ligand-binding domain of this construct (ERT\(^{T2}\)) contains mutations that confer sensitivity to tamoxifen but not 17β-estradiol (Feil et al., 1997). The ER\(^{T2}\) domain binds to Hsp90 which sequesters the construct in the cytoplasm. Tamoxifen binding induces the dissociation of ER\(^{T2}\) and HSP90 and the subsequent translocation of CreER\(^{T2}\) into the nucleus where Cre activity results in site-specific recombination of LoxP sites (Figure 12A). The LoxP sites in the Wnk1\(^{fl}\) allele were arranged as direct repeats and so recombination results in excision of the intervening DNA. This excision event results in the loss of exon 2, which encodes part of the kinase domain, and a frame shift in the Wnk1 gene, which introduces a premature stop codons into the coding sequence (Wnk1\(^{T}\)). The Wnk1\(^{fl}\) allele and RCE transgene were combined with Wnk1\(^{+}\), Wnk1\(^{-}\) or Wnk1\(^{D368A}\) (kinase-dead) alleles through mouse breeding to generate Wnk1\(^{fl}\)/RCE, Wnk1\(^{fl}\)/RCE, and Wnk1\(^{fl/D368A}\)/RCE animals. Wnk1 mutant alleles and the RCE transgene were limited to the haematopoietic compartment by generating bone marrow chimeric mice (Figure 12B). Sub-lethally irradiated Rag1\(^{-}\) mice were used as bone marrow recipients to ensure that Wnk1 mutant alleles and RCE were present in all
lymphocytes but absent in most cells of all other haematopoietic lineages. After allowing reconstitution to occur for at least 8 weeks, tamoxifen was administered via the intraperitoneal route on 3 consecutive days and naive CD4$^+$ T cells were analysed 7 d after the initial injection (Figure 12B). This strategy facilitated the generation of \textit{Wnk1}^{+/−}, \textit{Wnk1}^{−/−} and \textit{Wnk1}^{D368A−} T cells.
Figure 12. Cre-LoxP mediated deletion of exon 2 of Wnk1 in CD4+ T cells. (A) Schematic showing LoxP sites flanking exon 2 of Wnk1 and the product of Cre recombinase activity. (B) Experimental design: irradiated RAG1−/− mice were reconstituted with bone marrow from Wnk1fl/fl/RCE, Wnk1fl/fl/RCE or Wnk1fl/D368A/RCE mice. At least 8 weeks later mice were treated with tamoxifen for 3 days to induce the deletion of the floxed Wnk1 allele. 7 days after the first injection naïve CD4+ T cells (CD25lo/CD44lo) were isolated from lymph nodes by negative depletion. (C) Expression of Wnk1 (exons 1-2) mRNA in CD4+ T cells at day 0 normalised to the amount of Hprt mRNA measured by RT-qPCR (n=5). Each point represents a single mouse; horizontal lines show median. Data shown representative of 2 independent experiments. Statistical analysis carried out using the Mann-Whitney U test. ** 0.001 < p < 0.01.
Chapter 3 Results

To test the deletion efficiency of the Wnk1fl allele in vivo I used reverse transcription-quantitative PCR (RT-qPCR) to measure the relative amount of Wnk1 RNA (exons 1-2) expressed in naïve CD4+ T cells at day 0 as we could not identify any antibodies against WNK1 that worked on immunoblots. I found that the tamoxifen regime described above was sufficient to reduce the abundance of Wnk1 RNA (exons 1-2) in Wnk1fl/fl/RCE samples to ~4% of that in Wnk1fl+/−/RCE control samples (Figure 12C). I concluded that this tamoxifen-inducible system deletes Wnk1 exon 2 in naïve CD4+ T cells with high efficiency and thus could be used to study the role of WNK1 in CD4+ T cell function.

3.2 CD4+ T cell requirement for WNK1 during an immune response

Our laboratory has shown that WNK1 regulates CD4+ T cell migration and adhesion in vitro and in vivo. Subsequent to this discovery Harald Hartweger, also from our lab, endeavoured to determine whether WNK1 is required by CD4+ T cells to support an immune response. To do this he generated mixed bone marrow chimeras by reconstituting sub-lethally irradiated Rag1−/− mice with a 4:1 mixture of Tcrα−/− and Wnk1fl+/−/RCE or Wnk1flfl−/−/RCE bone marrow, respectively (Figure 13A). He then immunised these mice with NP-CGG (a model antigen) in alum (an adjuvant) and monitored the NP-specific antibody response by ELISA. This experimental design was used to ensure that Wnk1fl, Wnk1+−, and RCE alleles were present in all T cells, but absent in most cells of all other haematopoietic lineages, including B lymphocytes. This allowed Harald Hartweger to study the role of WNK1 in T cells specifically, during an immune response.

The only significant difference in NP-specific IgM concentrations between the two genotypes was in naïve animals at day -7 (p=0.029) (Figure 13B). At this timepoint Wnk1−/−/RCE animals had an average reduction in NP-specific IgM levels of ~40%. However, because the animals were antigen-inexperienced at this timepoint this signal was background and most likely due to cross-reactivity from IgM antibodies present in the blood plasma prior to immunisation. There was also a significant drop in NP-specific IgM antibodies between day -7 and day 0 in Wnk1fl+/−/RCE animals suggesting that tamoxifen administration affected IgM production, at
least in the control animals, and therefore the increase in NP-specific IgM concentration after day 0 could be, at least in part, attributed to recovery from the effects of tamoxifen. Therefore, I used the concentration of NP-specific IgM at day -7 as the baseline. There was a significant increase in plasma levels of NP-specific IgM between day -7 and 21, which is the peak of the response, in mice with both Wnk1+/−/RCE (p=0.024) and Wnk1−/−/RCE (p=0.0198) T cells. There was no significant difference in NP-specific IgM titres between the two genotypes from day 0 onward. These data suggest that Wnk1+/−/RCE T cells can support a normal IgM response to antigen. However, the high background signal, significant difference in background signal between genotypes, and potent effects of tamoxifen on IgM levels made it hard to base firm conclusions on these data.

Wnk1+/−/RCE T cells were able to support a small, but significant increase in NP-specific IgG1 levels between day -7 and day 7 (p=0.016) (Figure 13C). However, the median concentration of NP-specific IgG1 in the plasma of Wnk1+/−/RCE animals was significantly reduced to ~7% of that in Wnk1+/+/RCE animals at day 21, the peak of the response (Figure 13C). It is worth noting that the small IgG response in Wnk1−/−/RCE animals may be mediated by escapee T cells in which the Wnk1fl allele had not been deleted. This profound, if not complete, block in the generation of antigen-specific IgG showed that Wnk1+/−/RCE T cells are severely defective and that therefore there is a strong requirement for WNK1 in T cells during an immune response, presumably in CD4+ T cells. However, it is unclear at what point during the adaptive immune response Wnk1+/−/RCE T cells fail to carry out their function. Therefore, I investigated whether CD4+ T cells require WNK1 for activation, proliferation, and survival in vivo.
Figure 13. CD4* T cells require WNK1 to support a class-switched antibody response. (A) Experimental design: Mixed bone marrow chimeras were generated by reconstituting irradiated RAG1-deficient mice with bone marrow from Tcrα−/− mice (80%) and bone marrow from Wnk1fl/fl/RCE or Wnk1fl−/−/RCE mice (20%). At least 8 weeks later mice were treated with tamoxifen for 3 days to induce the deletion of the floxed Wnk1 allele. 7 days after the first tamoxifen treatment mice were immunised with NP-CGG in alum. Blood was collected from mice on the days indicated and analysed for NP-specific antibodies by ELISA. (B, C) NP-specific IgM (B) and IgG1 (C) antibodies quantified by ELISA at time points indicated (n=10-18). Each data point represents the median±95% confidence interval antibody titre as measured in arbitrary units (a.u.) for the indicated genotype at each timepoint. Data shown pooled from 2 independent experiments. Statistical analysis carried out using the Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01; *** 0.0001 < p < 0.001. These experiments were carried out by Harald Hartweger.
3.3 **WNK1-deficient CD4\(^+\) T cells successfully upregulate activation markers *in vivo*  

An early event in the adaptive immune response is CD4\(^+\) T cell activation marker expression. TCR engagement with cognate p-MHC-II molecules induces downstream signalling and ultimately a change to the gene expression program of CD4\(^+\) T cells, including the upregulation of *Il2ra*, *Cd44*, and *Cd69*. I sought to determine whether WNK1 is required for the expression of IL-2R\(\alpha\) (CD25), CD44 and CD69 activation markers by CD4\(^+\) T cells in response to antigen. To do this, I adoptively transferred *Wnk1\(^{+/–}\)/OT-II/RCE* or *Wnk1\(^{–/–}\)/OT-II/RCE* T cells (CD45.1\(^–\)/CD45.2\(^+\)) into a wild type recipient mouse (CD45.1\(^+\)/CD45.2\(^+\)) and immunised with chicken ovalbumin (OVA) protein in alum (Figure 14A). OT-II T cells express an MHC II I-A\(^b\)-restricted T cell receptor specific for a peptide from chicken ovalbumin extending from amino acid 323 to 339 (OVA\(_{323-339}\)) (Barnden et al., 1998). This approach allowed me to restrict *Wnk1\(^{–/–}\)* and RCE alleles to CD4\(^+\) T cells and follow the response of naïve, antigen-specific cells to antigen *in vivo*.

*Wnk1\(^{–/–}\)/OT-II/RCE* cells, along with heterozygous controls, upregulated the expression of CD25, CD44 and CD69 after 3 days post-immunisation (Figure 14B-G). In fact, relative to controls, *Wnk1\(^{–/–}\)/OT-II/RCE* cells had elevated levels of CD25 and CD69 on their surface at this time point and equivalent levels of CD44. This suggested that *Wnk1\(^{–/–}\)/OT-II/RCE* cells are able to engage cognate p-MHC-II complexes *in vivo* and transduce signals from the TCR to induce changes in gene expression. However, I could not exclude the possibility that these changes in protein expression were antigen-independent as OT-II T cells could not be detected at day 3 in the absence of immunisation, a condition that would be needed to determine the contribution of the adoptive transfer process on activation marker expression. Data in chapter 4.1 addresses this issue by using an *in vitro* activation system.
Figure 14. WNK1-deficient cells express abnormally high levels of activation markers in response to antigen in vivo. (A) Experimental design: Wnk1<sup>+/−</sup>/RCE/OT-II and Wnk1<sup>−/−</sup>/RCE/OT-II T cells (CD45.1<sup>+</sup>/CD45.2<sup>−</sup>) were generated as described in Chapter 3.1. Naive CD4<sup>+</sup> T cells (CD25<sup>−</sup>/CD44<sup>−</sup>) were isolated from lymph nodes, labelled with CTV, and transferred into (B6xB6.SJL) F1 mice (CD45.1<sup>+</sup>/CD45.2<sup>+</sup>) which were immunised the following day with ovalbumin in alum and analysed 3 later. Data shown from live, single, CD4<sup>+</sup> CD45.1<sup>−</sup> CD45.2<sup>+</sup> T cells. (B-G) Surface expression levels of CD25 (B, C), CD44 (D, E) and CD69 (F, G) on Wnk1<sup>+/−</sup>/RCE/OT-II and Wnk1<sup>−/−</sup>/RCE/OT-II (CD4<sup>+</sup> CD45.1<sup>−</sup> CD45.2<sup>+</sup>) cells at indicated time points showing example histograms (B, D, F) and graphs (C, E, G) of the median florescent intensity (MFI) (n=5-8). MFI values in (E) were normalised to the median value of Wnk1<sup>+/−</sup>/RCE/OT-II samples at day 3 (set to 100). Each point represents a single mouse; horizontal lines show median. Data shown from 2 independent experiments (E) or from 1 experiment representative of 2 (B-D, F, G) independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
The elevated levels of CD25 and CD69 may show that WNK1 is required for suppression of the expression of these proteins. However, a more comprehensive time course is required to exclude the possibility that control $\text{Wnk1}^{+/\text{ }}$/RCE/OT-II cells upregulated these proteins to equivalent levels, but only transiently, and in fact the expression of activation markers by $\text{Wnk1}^{+/\text{ }}$/RCE /OT-II T cells is delayed. Data in Chapter 4.1 clarifies this issue by measuring activation marker expression at a number of time points during activation in vitro. Despite these caveats I think it is fair to conclude that WNK1-deficient cells are able to upregulate activation marker expression in vivo, albeit in a dysregulated manner. This suggested that these cells are able to transduce signals from the TCR and induce at least some of the transcriptional changes required for activation in vivo. Defects in this stage of CD4+ T cell activation are therefore unlikely to be responsible for the failure of WNK1-deficient cells to support a class-switched antibody response.

3.4 Defective antigen-induced proliferation, survival and $T_{\text{FH}}$ differentiation of WNK1-deficient CD4+ T cells

After activation marker upregulation CD4+ T cells rapidly proliferate in a process known as clonal expansion in order to generate a large population of antigen-specific cells capable of orchestrating an immune response. I used the adoptive transfer method described in chapter 3.3 to study the role of WNK1 during clonal expansion (Figure 15A). OT-II T cells were labelled with CTV – a cell tracker dye - prior to injection into the wild type mouse. CTV is an amine-reactive dye that indiscriminately labels cellular proteins. The amount of CTV per cell is diluted by ~50% during successive divisions and thus can be used to determine the number of divisions each individual cell has undergone. WNK1-deficient CD4+ T cells exhibited dramatically reduced CTV dilution, and thus proliferation, in response to antigen in vivo at day 3 post-immunisation (Figure 15B). This defective proliferation could be characterised as a reduction in both the percentage of cells that had undergone at least one division, and the average number of divisions completed by cells that had undergone at least one division (proliferation index), relative to control $\text{Wnk1}^{+/\text{ }}$/OT-II/RCE cells (Figure 15C, D). These data showed that WNK1 is required for CD4+ T cell proliferation in vivo.
Figure 15. Defective antigen-induced proliferation and survival of WNK1-deficient CD4\(^+\) T cells in vivo. (A) Experimental design: Wnk\(^{1/+}\)/RCE/OT-II and Wnk\(^{+/+}\)/RCE/OT-II T cells (CD45.1\(^+/\)/CD45.2\(^-\)) were generated as described in Chapter 3.1. Naïve CD4\(^+\) T cells were isolated from lymph nodes, labelled with CTV, and transferred into (B6xB6.SJL) F1 mice (CD45.1\(^+/\)/CD45.2\(^-\)) which were immunised the following day with OVA in alum and analysed at day 3 or 7 post-immunisation. Data shown from live, single, CD4\(^+\)CD45.1\(^-\)CD45.2\(^+\) T cell population. (B-G) Analysis of CD4\(^+\) OT-II T cells at day 3 (B-F) and at day 7 (G). (B) CTV intensity as a measure of proliferation. (C) Percentage of cells that had divided (n=7). (D) Proliferation index (average number of divisions by dividing cells, n=8). (E) CD4\(^+\) OT-II T cells as a percentage of all CD4\(^+\) cells in peripheral and mesenteric lymph nodes (n=5-6). (F) As in E but taking out the effect of division. (G) CD4\(^+\) OT-II T cells as a percentage of all CD4\(^+\) T cells in spleen, mesenteric lymph nodes (mLN) and blood at day 7 post-immunisation (n=4). Each point represents a single mouse; horizontal lines show median. Data shown from 2 independent experiments (C-D) or from 1 experiment representative of 2 (E, F) or 3 (G) independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01; *** 0.0001 < p < 0.001.
As previously mentioned, clonal expansion is needed to generate a large pool of antigen-specific CD4\(^+\) T cells. The number of \(Wnk1^{-/-}/OT-II/RCE\) cells was, on average, \(~9\)-fold lower than the number of \(Wnk1^{+/+}/OT-II/RCE\) cells at day 3 (Figure 15E). Reduced proliferation by \(Wnk1^{-/-}/OT-II/RCE\) cells must have contributed to the reduction in population size at day 3 but altered viability of these cells may also have played a role. In order to deconvolute these two factors the number of cells that would be present at day 3 if no proliferation took place was calculated by fitting a model to the CTV dilution profile (Figure 15B) and dividing the cell number in each peak by the value indicated in Figure 16.
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**Figure 16. Calculation to remove effect of division.** The number of cells in each peak was calculated by fitting a model (green) to the curves. The number of cells that would be present if no cell division had taken place was then calculated by dividing the number of cells in each peak by the number indicated.

Removing the effect of proliferation, there was a \(~3\)-fold reduction in the number of \(Wnk1^{-/-}/OT-II/RCE\) cells relative to \(Wnk1^{+/+}/OT-II/RCE\) cells at day 3, which could have been due to a survival and/or homing defect (Figure 15F). It is difficult to examine the relative contributions of survival and homing as one cannot analyse OT-II T cell population in all tissues in the mouse. Measuring the total number of CD4\(^+\) T
cell using bioluminescence might be one approach to overcome this issue. Nevertheless, these data showed that WNK1 is required for both CD4\(^+\) T cell proliferation and survival/homing \textit{in vivo}, and that defects in these processes contributed roughly equal amounts to the reduction in the population of \textit{Wnk1}^{+/−}/OT-II/RCE cells at day 3 post immunisation.

The decrease in the population size of \textit{Wnk1}^{+/−}/OT-II/RCE cells relative to \textit{Wnk1}^{+/+}/OT-II/RCE cells at day 3 was amplified by day 7 post immunisation. As shown in Figure 15G, there was a dramatic reduction in the \textit{Wnk1}^{+/−}/OT-II/RCE cell population in the spleen, mesenteric lymph nodes (mLN) and blood at day 7, where the median population size of \textit{Wnk1}^{+/−}/OT-II/RCE cells was ~1.5-3\% of the \textit{Wnk1}^{+/+}/OT-II/RCE cells at day 7. This increase in severity of the population size defect was most likely due to the continued effects of WNK1-deficiency on survival/homing and proliferation, particularly as proliferation results in exponential population expansion. The equivalent reduction in the number of \textit{Wnk1}^{+/−}/OT-II/RCE cells in the spleen, mLN and blood suggested that a survival defect contributes more to the WNK1-deficient phenotype than a homing defect, unless WNK1-deficient cells were homing to, and accumulating in, the mucosa-associated lymphoid tissue, or non-secondary lymphoid tissues.
Figure 17. WNK1-deficient CD4⁺ T cells exhibit defective T<sub>FH</sub> differentiation and fail to produce a large population of antigen-specific T<sub>FH</sub> cells. (A) Experimental design: Wnk<sup>+/−</sup>/RCE/OT-II and Wnk<sup>−/−</sup>/RCE/OT-II T cells (CD45.1⁺/CD45.2⁺) were generated as described in Chapter 3.1. Naive CD4⁺ T cells (CD25<sup>low</sup>/CD44<sup>low</sup>) were isolated from lymph nodes and transferred into (B6xB6.SJL) F1 mice (CD45.1⁺/CD45.2⁺) which were immunised the following day with OVA in alum and analysed at day 7 post-immunisation. Data shown from live, single, CD4⁺ CD45.1⁺ CD45.2⁺ T cell population. (B) PD-1 and CXCR5 levels on splenic (CD45.1⁺/CD45.2⁺) Wnk<sup>+/−</sup>/RCE/OT-II (black) and Wnk<sup>−/−</sup>/RCE/OT-II (red) CD4⁺ T cells. Gate indicates T<sub>FH</sub> cells. (C) T<sub>FH</sub> cell numbers in the spleen (n=4). (D) T<sub>FH</sub> cells as a percentage of all OT-II T cells in the spleen (n=4). Data shown from 1 experiment representative of 3 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05.

After activation, some CD4⁺ T cells differentiate into T<sub>FH</sub> cells and migrate to the follicular border to provide help to B lymphocytes, supporting their activation. T<sub>FH</sub> cells then migrate into the follicle where they participate in the germinal centre reaction in which activated B cells undergo somatic hypermutation and class-switch recombination to generate high affinity B cell receptors of an isotype relevant to the class of invading pathogen (Berek et al., 1991; Jacob et al., 1991). The germinal centre reaction generally begins around day 7 post-immunisation, after which activated B cells begin to differentiate into memory B cells or plasma cells, which are responsible for the generation of antigen-specific, class-switched antibodies present in the blood plasma. I measured the number of OT-II T<sub>FH</sub> cells (PD1⁺/CXCR5⁺, Figure 17B-D) at day 7 to determine whether there was a sufficiently sized population to
support a germinal centre reaction. As shown in Figure 17C, there was an almost complete absence of Wnk1+/OT-II/RCE T_{FH} cells (~190 cells on average) in the spleen at day 7 post-immunisation. This was predominantly due to defective proliferation and survival/homing, but these defects were compounded by a reduction in the proportion of Wnk1+/OT-II/RCE cells that differentiate into T_{FH} cells (Figure 17D).

The population of Wnk1+/OT-II/RCE T_{FH} cells at day 7 was unlikely to be able to support B cell activation or the germinal centre reaction. Therefore, I concluded that the inability of WNK1-deficient cells to support a class-switched antibody response was because of a failure to generate a sufficient population of antigen-specific CD4+ T cells to support a germinal centre response. This failure was mainly due to a reduction in antigen-induced proliferation and survival/homing, with a further contribution from impaired T_{FH} differentiation.
Chapter 4. WNK1 is required for CD4$^+$ T cell activation \textit{in vitro}

I used \textit{in vitro} activation systems in which the WNK1-deficient phenotype was faithfully replicated to further define the role of WNK1 and downstream signalling proteins during CD4$^+$ T cell activation and proliferation.

4.1 WNK1 supresses antigen-dependent and antigen-independent activation marker expression \textit{in vitro}

In order to further characterise the role of WNK1 in CD4$^+$ T cells, I endeavoured to determine whether I could replicate the WNK1-deficient phenotype using an \textit{in vitro} activation system. Initially I cultured control or WNK1-deficient OT-II T cells with bone marrow-derived antigen presenting cells (APCs) in the presence, or absence, of OVA$_{323-339}$ peptide (Figure 18A) (Helft et al., 2015). I found that WNK1-deficient cells are able to upregulate the surface expression of CD25, CD44 and CD69 in response to antigen \textit{in vitro} (Figure 18B-G). At almost all concentrations of OVA$_{323-339}$ peptide I found that Wnk1$^{-/-}$/OT-II/RCE cells expressed higher levels of CD25, CD44 and CD69 on their surface than Wnk1$^{+/+}$/OT-II/RCE cells at day 5. However, data from additional timepoints are needed to determine the effect of WNK1 on activation marker expression dynamics. From a single timepoint it was unclear whether WNK1-deficient cells have elevated activation marker expression throughout activation \textit{in vitro} or whether they upregulate activation markers in a temporally delayed manner while at day 5 control cells are in fact downregulating activation marker expression.
Figure 18. WNK1-deficient cells express abnormally high levels of activation markers in response to antigen in vitro. (A) Experimental design: Wnk1+/−/RCE/OT-II and Wnk1+/−/RCE/OT-II T cells (CD45.1+/CD45.2−) were generated as described in Chapter 3.1. Naïve CD4+ T cells (CD25lo/CD44lo) were isolated from lymph nodes and co-cultured GM-CSF-bone marrow culture-derived APCs in the presence of OVA323-339 peptide. Data shown from live, single, CD11c+ CD4+ T cells. (B-G) Surface expression levels of CD25 (B, C), CD44 (D, E) and CD69 (F, G) on Wnk1+/−/RCE/OT-II or Wnk1+/−/RCE/OT-II T cells at day 5 in the presence of indicated OVA323-339 peptide concentrations showing example histograms (B, D, F) and graphs (C, E, G) of the median florescent intensity (MFI, n=4-5). Each point represents a single mouse; horizontal lines show median. Data from 1 experiment representative of 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
Incorporation of activation marker cell surface expression data from the OT-II T cells at day 0 and day 3 revealed that WNK1 does in fact suppress expression of activation markers during activation in vitro (Figure 19). This conclusion was made under the assumption that expression between the timepoints measured followed a roughly linear trajectory. Interestingly, even in the absence of antigen, Wnk1<sup>+/−</sup>/OT-II/RCE cells expressed elevated levels of CD25 and CD69 when compared to Wnk1<sup>−/−</sup>/OT-II/RCE cells (Figure 19A, C, D). CD25 was upregulated in WNK1-deficient cells during culture ex vivo in the absence of antigen. CD69 expression was elevated in naïve Wnk1<sup>+/−</sup>/OT-II/RCE cells at day 0 showing that upregulation of this protein occurs during Wnk1 deletion in vivo. This may also be the case for CD25 or CD44, but depletion of CD25<sup>hi</sup>CD44<sup>hi</sup> cells during naïve CD4<sup>+</sup> T cell isolation would result in their removal from the samples at day 0. These observations showed that WNK1 suppresses the expression of activation markers in the absence, and presence, of antigen. Whether these two processes are regulated by the same WNK1-dependent mechanism will require further study.
Chapter 4 Results

Figure 19. WNK1 suppresses antigen-dependent and -independent activation marker expression in vitro. (A-F) Time course of surface expression of CD25 (A,B), CD44 (C,D) and CD69 (E,F) on Wnk1+/−/RCE/OT-II or Wnk1−/−/RCE/OT-II T cells in the presence of 0µM (A,C,E) or 0.1µM (B,D,F) OVA323-339 peptide concentrations (n=7-9). MFI values normalised to median of Wnk1+/−/RCE/OT-II samples at day 5 with 0.1µM OVA323-339 peptide (set to 1). Each point represents a single mouse; horizontal lines show median. Data pooled from 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01; ***0.0001<p<0.001; ****p<0.0001.
4.2 WNK1 kinase activity suppresses activation marker expression during activation with anti-CD3 and anti-CD28 antibodies *in vitro*

In order to determine whether the WNK1-deficient phenotype could be observed in CD4+ T cells activated in the simplest possible *in vitro* system I used plate-bound anti-CD3 and anti-CD28 antibodies to activate Wnk1<sup>+/−</sup>/RCE and Wnk1<sup>−/−</sup>/RCE cells. These antibodies cross-link the cell surface receptors to which they are specific and induce downstream signalling. Since APCs are not needed, this method reduces the complexity of the cellular environment while providing TCR and costimulation signals which are the minimal requirement for activation.

Wnk1<sup>−/−</sup>/RCE cells also express elevated levels of CD25, CD44 and CD69 relative to controls during activation with immobilised anti-CD3 and anti-CD28 antibodies *in vitro* at almost all timepoints (Figure 20B-G). These data show that we can recapitulate the WNK1-deficient activation marker phenotype seen *in vivo* and *in vitro* co-culture using this system, and that this phenotype is unlikely to be related to the migration defect exhibited by WNK1-deficient cells as activation in this system does not require migration for antigen encounter (Köhler et al., 2016).
Figure 20. WNK1-deficient CD4+ T cells express abnormally high levels of activation markers during activation in vitro with anti-CD3 and anti-CD28 antibodies. (A) Experimental design: Wnk1<sup>+/−</sup>/RCE and Wnk1<sup>−/−</sup>/RCE T cells were generated as described in Chapter 3.1. Naïve CD4+ T cells (CD25<sup>lo</sup>/CD44<sup>lo</sup>) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies. Data shown from live, single, CD4+ T cells. (B-G) Surface expression levels of CD25 (B, C), CD44 (D, E) and CD69 (F, G) on Wnk1<sup>+/−</sup>/RCE and Wnk1<sup>−/−</sup>/RCE CD4+ T cells at indicated time points showing example histograms (B, D, F) and graphs (C, E, G) of the median fluorescent intensity (MFI) (n=5). Each point represents a single mouse; horizontal lines show median. Data from 1 experiment representative of 4 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
WNK1 is known to have kinase-dependent and independent functions (Friedel et al., 2015; Yamada et al., 2016). To determine whether WNK1 kinase activity is required for the suppression of activation marker expression I used mice carrying an allele of *Wnk1* containing a point mutation which renders the kinase domain inactive (*Wnk1<sup>D368A</sup>*). This allele was combined with the *Wnk1<sup>fl</sup>* and RCE alleles to generate *Wnk1<sup>D368A/fl</sup>/RCE* mice. Bone marrow chimeras were once again used to restrict these alleles to the haematopoietic compartment. Tamoxifen-inducible deletion of the *Wnk1<sup>fl</sup>* allele facilitated the generation of *Wnk1<sup>D368A/-</sup>/RCE* T cells that could be used to study the role of WNK1 kinase activity during CD4<sup>+</sup> T cell activation.

*Wnk1<sup>D368A/-</sup>/RCE* CD4<sup>+</sup> T cells phenocopied the elevated activation marker expression seen on *Wnk1<sup>-/-</sup>/RCE* CD4<sup>+</sup> T cells during activation *in vitro* (Figure 21B-G). The increase in activation marker surface expression seen on CD4<sup>+</sup> T cells of these genotypes relative to controls was roughly equivalent in magnitude. These observations lead me to conclude that WNK1 kinase activity is required for suppression of activation marker expression during activation *in vitro*.
Figure 21. WNK1 kinase activity is required for normal activation marker expression during activation in vitro. (A) Experimental design: Wnk1<sup>+/−</sup>/RCE and Wnk<sup>D368A</sup>/RCE T cells were generated as described in Chapter 3.1. Naïve CD4<sup>+</sup> T cells (CD25<sup>lo</sup>/CD44<sup>lo</sup>) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies. Data shown from live, single, CD4<sup>+</sup> T cells. (B-G) Surface expression levels of CD25 (B, C), CD44 (D, E) and CD69 (F, G) on Wnk1<sup>+/−</sup>/RCE and Wnk<sup>D368A</sup>/RCE CD4<sup>+</sup> T cells at indicated time points showing example histograms (B, D, F) and graphs (C, E, G) of the median fluorescent intensity (MFI) (n=5-7). MFI normalised to the median value of Wnk1<sup>+/−</sup>/RCE samples at day 3 (set to 1). Each point represents a single mouse; horizontal lines show median. Data pooled from 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
The approach I used to generate WNK1-deficient T cells requires that naïve CD4+ T cells exist in vivo for a period of time without the WNK1 protein. This raises the possibility that effects observed ex vivo are caused by several days of WNK1-deficiency in vivo. In order to address this issue, acute inhibition of WNK1 kinase activity was achieved by the addition of the pan-WNK inhibitor – WNK463 – to the cell culture media. This inhibitor takes advantage of the atypical structure of the WNK family kinase domains to provide relatively specific inhibition of these kinases (Yamada et al., 2016). An in vitro kinase activity screen showed that 10µM WNK463 inhibited only 2 of the 442 human kinases tested by more than 50%. The fact that naïve CD4+ T cells express only the WNK1 paralog offered us an opportunity to use this inhibitor to acutely inhibit the WNK1 kinase in vitro with relatively high specificity.

**Figure 22. 2.5µM WNK463 is sufficient to inhibit homeostatic and TCR-induced WNK1 activity.** (A) WT naïve CD4+ T cells (CD25lo/CD44lo) were isolated from lymph nodes and incubated with anti-CD3 and anti-CD28 antibodies in the presence of 2.5µM WNK463 or equivalent amount of DMSO for 30 min at 4 °C. Cells were then washed, warmed to 37°C, and stimulated using cross-linking antibody (± WNK463) for indicated times. (B) Graph and example immunoblot of p-OXSR1 and tubulin abundance in WNK463-treated and vehicle only-treated cell extracts after stimulation for the indicated times (n=3). Each bar represents the median±95% confidence interval of relative band intensity. Data pooled from 3 independent experiments. Relative band intensity normalised to vehicle-treated samples at 0 min (set to 1).
Preincubation of naïve CD4\(^+\) T cells with 2.5µM WNK463 for 30 min at 4°C was sufficient to almost completely abolish WNK1 activity, as measured by p-OXR1 (S325) abundance, in both the presence and absence of TCR and CD28 costimulation (Figure 22A, B). Although this WNK463-mediated WNK1 inhibition was experimentally reproducible, as it was observed in 3 independent experiments, a lack of sufficient biological repeats meant that it was not possible to determine whether this was a statistically significant effect. Nevertheless, I concluded that WNK463 could be used to acutely inhibit WNK1 kinase activity in CD4\(^+\) T cells in culture.

CD4\(^+\) T cells activated in vitro with immobilised anti-CD3 and anti-CD28 antibodies in the presence of WNK463 expressed elevated surface levels of CD25, CD44 and CD69 relative to control samples treated with vehicle only (DMSO) by day 3 or earlier (Figure 23). This elevation of activation marker expression was not as large as that seen on Wnk1\(^{-/-}\)/RCE and Wnk1\(^{D368A/-}\)/RCE cells during activation in vitro. The extended period of WNK1-deficiency experienced by Wnk1\(^{-/-}\)/RCE and Wnk1\(^{D368A/-}\)/RCE cells in vivo or off-target activity by WNK463 may account for the differences in the magnitude of the defect. Nonetheless, because WNK463-treatment qualitatively produced the same effect as genetic deletion of WNK1 kinase activity I conclude that WNK1 kinase activity is acutely required for suppression of activation marker surface expression in vitro.
Figure 23. CD4⁺ T cells treated with the WNK inhibitor - WNK463 - express activation markers at aberrantly high levels during activation in vitro. (A) WT naïve CD4⁺ T cells (CD25<sup>lo</sup>/CD44<sup>lo</sup>) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies in the presence of vehicle only or WNK463. Data shown from live, single, CD4⁺ T cell population. (B-G) Surface expression levels of CD25 (B, C), CD44 (D, E) and CD69 (F, G) on vehicle only and WNK463-treated CD4⁺ cells at indicated time points showing example histograms (B, D, F) and graphs (C, E, G) of the median florescent intensity (MFI) (n=5). Each point represents a single mouse; horizontal lines show median. Data from 1 experiment representative of 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01
4.3 Deletion of Oxsr1 in naïve CD4+ T cells

WNK1 is known to directly phosphorylate and activate the OXSR1 kinase which in turn regulates the activity of a number of ion channels at the plasma membrane (Figure 11) (Vitari et al., 2005). To determine whether OXSR1 is required for CD4+ T cell function I used a conditional allele of Oxsr1 because constitutive deletion of this gene is embryonic lethal (Xie et al., 2013). This allele had LoxP sites inserted around exons 9 and 10, which encode for a section of the kinase domain (Oxsr1fl) (Figure 24A) (Lin et al., 2011). This allele was combined with the RCE transgene to facilitate tamoxifen-inducible excision of exons 9 and 10 and a concomitant frame shift resulting in the introduction of premature stop codons into the coding region of the gene. The STK39 kinase is also directly phosphorylated and activated by WNK1 and regulates the activity of many of the same ion transporters as OXSR1 (Figure 11). This functional redundancy may allow STK39 to compensate for the loss of OXSR1 from naïve CD4+ T cells. The Oxsr1fl allele was therefore combined with a mutant allele of Stk39 that encodes for a STK39 protein that cannot be phosphorylated and activated by WNK1 (Stk39T243A) (Rafiqi et al., 2010; Vitari et al., 2005).
Figure 24. Cre-LoxP mediated deletion of exons 9 and 10 of Oxsr1 in CD4+ T cells. (A) Schematic showing LoxP sites flanking exons 9 and 10 of Oxsr1 and the product of Cre recombinase activity. (B) Experimental design: irradiated RAG1-deficient mice were reconstituted with bone marrow from Oxsr1^{+/+}/Stk39^{+/+}/RCE or Oxsr1^{floflo}/Stk39^{T243A/T243A}/RCE mice. At least 8 weeks later mice were treated with tamoxifen for 5 days to induce the deletion of the floxed Oxsr1 allele. 21 days after the initial injection naive CD4+ T cells (CD25^{lo}/CD44^{lo}) were isolated from lymph nodes by negative depletion. (C) Graph shows OXSR1 abundance in Oxsr1^{+/+}/Stk39^{+/+}/RCE and Oxsr1^{floflo}/Stk39^{T243A/T243A}/RCE naive CD4+ T cells determined by immunoblotting cell extracts with antibodies against OXSR1 and ERK proteins (n=5); an example immunoblot is shown below. Each point represents a single mouse; horizontal lines show median. Data from 1 experiment representative of 2 independent experiments. Statistical analysis carried out using the Mann-Whitney U test. ** 0.001 < p < 0.01.
Bone marrow chimeras were generated using sub-lethally irradiated Rag1-deficient recipient mice to restrict these mutations to the haematopoietic compartment and mainly to lymphocytes. Mice were injected with tamoxifen via the intraperitoneal route for 5 consecutive days (Figure 24B). 21 days after the first injection lymph nodes were harvested and the OXSR1 protein content of naïve CD4+ T cells was analysed by immunoblot (Figure 24C). The tamoxifen regime described above was sufficient to reduce the abundance of OXSR1 in Oxsr1/fl/fl/Stk39T243A/T243A/RCE samples to ~10% of that found in the Oxsr1+/+/Stk39+/+/RCE samples. I concluded that this inducible deletion system is sufficiently efficient to study the role of OXSR1 in naïve CD4+ T cells.

4.4 OXSR1- and STK39-dependent signalling is required for suppression of activation marker expression during activation in vitro

The canonical signalling pathway downstream of WNK1 requires phosphorylation and activation of OXSR1 and STK39 kinases by WNK1. Activated OXSR1 and STK39 kinases regulate the activity of NKCC, KCC and NCC ion channels by directly phosphorylating these proteins. Therefore, in order to determine whether this canonical pathway is required for suppression of activation marker expression I used mice carrying a conditional allele of Oxsr1 (Oxsr1fl, see chapter Error! Reference source not found.), RCE and a point mutation in Stk39 that prevents WNK1-dependent phosphorylation and activation of this protein (Stk39T243A). The combination of these conditional and point mutant alleles allowed me to prevent signalling through the canonical pathway and removed any possible effects of redundancy between the OXSR1 and STK39 kinases. Once again, bone marrow chimeras were used to restrict the mutant alleles to the haematopoietic compartment.

However, in contrast to deletion of the Wnk1fl allele, mice were administered with tamoxifen on 5 consecutive days and naïve CD4+ T cells were harvested 21 days after the initial injection to ensure robust deletion of the Oxsr1fl allele and loss of OXSR1. The tamoxifen regime used for Wnk1fl deletion did not efficiently reduce OXSR1 protein levels.

Oxsr1+/+Stk39T243A/T243+/RCE cells exhibited elevated expression of CD25, CD44 and CD69 activation markers during activation in vitro relative to
Oxsr1\(^{+/+}\)/Stk39\(^{+/+}\)/RCE cells (Figure 25B-G). However, the increase in expression was not as large as that seen in Wnk1\(^{-/-}\)/RCE and Wnk1\(^{D368A/-}\)/RCE cells. It is worth noting that naïve Oxsr1\(^{-/-}\)/Stk39\(^{T243/T243}\)/RCE CD4\(^{+}\) T cells would have existed without wild-type STK39 throughout development and without functional signalling via the canonical WNK1 pathway for an unknown period of time in vivo following loss of OXSR1. These differences in the experimental setup used to delete the Wnk1\(^{fl}\) allele may also have been, at least partially, responsible for differences in the defects observed. Nevertheless, from these data I concluded that OXSR1 and STK39 kinases suppress activation marker expression. The similarity between the phenotypes of Oxsr1\(^{-/-}\)/Stk39\(^{T243/T243}\)/RCE and Wnk1\(^{-/-}\)/RCE CD4\(^{+}\) T cells is consistent with WNK1 signalling via OXSR1 and STK39 to regulate expression of activation markers.
Figure 25. OXSR1 and STK39 are required for normal activation marker expression during activation in vitro. (A) Experimental design: Oxsrt^{+/+}/Stk39^{+/+}/RCE or Oxsrt^{-/-}/Stk39^{T243A/T243A}/RCE T cells were generated as described in Chapter Error! Reference source not found. Naïve CD4^{+} T cells (CD25^{lo}/CD44^{lo}) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies. Data shown from live, single, CD4^{+} T cells. (B-G) Surface expression levels of CD25 (B), CD44 (D, E) and CD69 (F, G) on Oxsrt^{+/+}/Stk39^{+/+}/RCE and Oxsrt^{-/-}/Stk39^{T243A/T243A}/RCE CD4^{+} T cells at indicated time points showing example histograms (B, D, F) and graphs (C, E, G) of the median fluorescent intensity (MFI) (n=5). Each point represents a single mouse; horizontal lines show median. Data from 1 experiment representative of 2 experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
It is tempting to hypothesise that suppression of activation marker expression is therefore, at least in part, mediated by net ion influx into the cell through SLC12A-family ion transporters, which are substrates of OXSR1 and STK39. However, further experiments in which the activities of these transporters are manipulated would be needed to confirm this hypothesis. Additionally, it would be interesting to investigate whether an additional non-canonical, OXSR1/STK39-independent pathway downstream of WNK1 contributes to the regulation of activation marker expression as this could explain the difference in the severity of the $Oxsr1^{-/-}$/$Stk39^{T243/T243}$/RCE and $Wnk1^{-/-}$/RCE phenotypes.

### 4.5 WNK1 supresses cytokine expression *in vitro*

Cytokine secretion is a key characteristic of CD4$^+$ T cell activation and is required for many aspects of an immune response including clonal expansion and differentiation of lymphocytes, class-switching by B lymphocytes and regulation of innate immune cell function. To analyse the expression and secretion of cytokines by $Wnk1^{-/-}$/RCE CD4$^+$ T cells during activation *in vitro* I used RT-qPCR and Luminex assays to measure the amounts of cellular Il-2 RNA and cytokine protein secreted into the cell culture medium, respectively (Figure 26A). $Wnk1^{-/-}$/RCE CD4$^+$ T cells expressed elevated levels of Il2 RNA relative to controls from day 1 of activation *in vitro* (Figure 26B). At day 3 expression was ~10-fold higher showing that these cells were capable of increasing cytokine gene expression and that WNK1 is required to suppress Il2 transcription. This increase in Il2 gene transcription was reflected by an increase in IL-2 protein secreted into the cell culture medium (Figure 26C) showing that both transcription, translation and secretion of this protein was increased in $Wnk1^{-/-}$/RCE CD4$^+$ T cells.

$Wnk1^{-/-}$/RCE CD4$^+$ T cells also secreted elevated levels of IL-4, IL-18 and TNF$\alpha$ into the cell culture media (Figure 26D-F) showing that WNK1 is also required to suppress the expression/secretion of these cytokines. It is tempting to speculate that these increases in cytokine secretion were also due to an increase in the transcription of these genes, although further analysis of cellular RNA content would be needed to conclude this. IFN$\gamma$ abundance was significantly increased in $Wnk1^{-/-}$/RCE CD4$^+$ T cell media at day 1 relative to controls, however this difference between the genotypes was not maintained across day 2 and 3 *in vitro* (Figure 26G). This
suggests that the suppression of cytokine expression by WNK1 could be restricted to a certain subset of cytokines.

Measuring total cytokine concentration in the cell culture medium is not an ideal measure of expression as the amount of cytokine produced per cell cannot be calculated. In Chapter 4.7 I show that that Wnk1<sup>−/−</sup>/RCE CD4<sup>+</sup> T cells have reduced proliferation and survival when compared to Wnk1<sup>+/−</sup>/RCE CD4<sup>+</sup> T cells and are therefore present in lower numbers by day 2 in vitro. This means that Wnk1<sup>−/−</sup>/RCE CD4<sup>+</sup> T cells actually expressed higher levels of cytokine on a per cell basis than that represented in Figure 26. Staining and detection of intracellular cytokine would be required to measure cytokine expression on a per cell basis. The in vitro activation system used in these experiments is also not ideal to measure cytokine expression because cytokine expression in vivo is determined by the CD4<sup>+</sup> T cell subset, which is in turn determined by the cytokine environment already present in the mouse tissue that the CD4<sup>+</sup> T cells are activated in. This cytokine environment is of course not present in vitro. An analysis of cytokine expression by T cells in lymphoid tissues during an immune response would be required to address this issue.

Nevertheless, from these data I conclude that WNK1 supresses the expression of certain cytokines, including IL-2. An inability of Wnk1<sup>−/−</sup>/RCE CD4<sup>+</sup> T cells to express IL-2 is therefore unlikely to be the reason for the reduced proliferation exhibited by these cells.
Figure 26. WNK1-deficient cells express and secrete elevated levels of cytokines during activation in vitro relative to controls. (A) Experimental design: Wnk1<sup>+/−</sup>/RCE and Wnk1<sup>−/−</sup>/RCE T cells were generated as described in Chapter 3.1. Naïve CD4<sup>+</sup> T cells (CD25<sup>lo</sup>/CD44<sup>lo</sup>) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies. Cells were collected at indicated timepoints and IL-2 RNA was quantified by RT-qPCR. Media was collected at the indicated time points and cytokine content was analysed by Luminex assay. (B) Expression of Il2 mRNA relative to the amount of Hprt mRNA in cells at the indicated time points (n=5). (C-G) Amount of IL-2 (C), IFNγ (D), IL-4 (E), IL-18 (F), and TNFα (G) protein in media at the indicated time points (n=8-9). Values normalised to median of Wnk1<sup>+/−</sup>/RCE cells at day 3 (set to 1). Each point represents a single mouse; horizontal lines show median. Data from one experiment representative of 2 independent experiments (B) or pooled from 2 independent experiments (C-G). Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01; ***0.0001<p<0.001; ****p<0.0001.
4.6 WNK1 is required for proliferation during activation *in vitro*

One of the likely reasons that WNK1-deficient T cells are unable to support an antigen-specific, class-switched antibody response is that they fail to undergo the rapid cell division required for clonal expansion in response to antigen. To further study this defect I sought to determine whether this phenotype could be recapitulated using an *in vitro* system for activation. Initially I used the co-culture system described in chapter 4.1 in which naïve OT-II CD4*+* T cell are cultured with bone-marrow derived APCs in the presence, or absence, of OVA<sub>323-339</sub> peptide (Figure 27A). OT-II T cells were labelled with CTV so that I could follow the number of divisions completed by each cell over time. *Wnk1<sup>−/−</sup>*/OT-II/RCE cells had undergone fewer divisions than *Wnk1<sup>+/−</sup>*/OT-II/RCE cells at day 3 and 5 and at all concentrations of OVA<sub>323-339</sub> (Figure 27B). This difference could be quantified by both a reduction in the percentage of cells that had undergone at least one division as well as a reduction in the proliferation index (Figure 27C-D). These data show that WNK1 is required for proliferation in response to antigen *in vitro*. 
Figure 27. WNK1 is required for CD4+ T cell proliferation in response to antigen in vitro. (A) Experimental design: Wnk1+/−/RCE/OT-II and Wnk1−/−/RCE/OT-II T cells (CD45.1+/CD45.2−) were generated as described in Chapter 3.1. Naïve CD4+ T cells (CD25lo/CD44lo) were isolated from lymph nodes, stained with CTV, and co-cultured with GM-CSF-induced bone marrow-derived APCs in the presence of OVA323-339 peptide. Data shown from live, single, CD11c+ CD4+ T cells. (B) CTV intensity as a measure of proliferation. (C) Percentage of OT-II cells that had divided at day 3 in the presence of indicated OVA323-339 peptide concentrations (n=5). (D) Proliferation index (average number of divisions by dividing cells) of OT-II cells at day 3 in the presence of indicated OVA323-339 peptide concentrations (n=5). Each point represents a single mouse; horizontal lines show median. Data from 1 experiment representative of 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
4.7 WNK1 kinase activity is required for CD4\(^+\) T cell proliferation and survival during activation \textit{in vitro} with anti-CD3 and anti-CD28 antibodies

In order to further characterise the requirement for WNK1 during CD4\(^+\) T cell activation, I investigated whether proliferation phenotype of WNK1-deficient T cells could be recapitulated during activation \textit{in vitro} with immobilised anti-CD3 and anti-CD28 antibodies. Naïve CD4\(^+\) T cells were labelled with CTV prior to culturing in the presence of anti-CD3 and anti-CD28 antibodies in order to track the proliferation of individual cells over time (Figure 28A). \textit{Wnk1}\(^+/−\)/RCE also proliferated less in response to this form of stimulation \textit{in vitro} relative to \textit{Wnk1}\(^+/+\)/RCE cells (Figure 28B). Similarly to antigen-dependent activation, this reduction in proliferation was due to a reduction in the percentage of \textit{Wnk1}\(^+/−\)/RCE cells that have undergone at least one division as well as proliferation index (Figure 28C, D). These data showed that using anti-CD3 and anti-CD28 antibody-dependent activation \textit{in vitro} it is possible to recapitulate the WNK1-deficient proliferation phenotype seen using antigen and APCs to stimulate T cells.

It was possible to remove the contribution of cell division from the total cell count at each timepoint by fitting a model to the CTV dilution profile and calculating the number of cells that would be present in the absence of division (Figure 28B). As shown in Figure 28E, there was a small but significant reduction in the number of \textit{Wnk1}\(^+/−\)/RCE cells at day 3 relative to \textit{Wnk1}\(^+/+\)/RCE samples if no proliferation had taken place showing that WNK1 is required for survival as well as proliferation \textit{in vitro}. The use of this \textit{in vitro} activation system allowed me to explicitly show that \textit{Wnk1}\(^+/−\)/RCE cells exhibited a small survival defect and from this it is tempting to hypothesise that WNK1-dependent survival also plays a role during immune responses \textit{in vivo}. 
Figure 28. WNK1 is required for CD4+ T cell proliferation and survival in response to TCR and CD28 cross-linking in vitro. (A) Experimental design: Wnk1+/−/RCE and Wnk1+/−/RCE T cells were generated as described in Chapter 3.1. Naïve CD4+ T cells (CD25lo/CD44lo) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies. Data shown from live, single, CD4+ T cells. (B) CTV intensity as a measure of proliferation. (C) Percentage of Wnk1+/−/RCE and Wnk1+/−/RCE cells that had divided at the indicated timepoints (n=5). (D) Proliferation index (average number of divisions by dividing cells) of Wnk1+/−/RCE and Wnk1+/−/RCE cells at day 3 (n=5). (E) Cell number (as a percentage of the input population) adjusted to remove the effect of proliferation. Each point represents a single mouse; horizontal lines show median. Data pooled from 2 independent experiments (E) or from 1 experiment representative of 3 independent experiments (B-D). Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
In order to determine whether WNK1 kinase activity is required for proliferation \textit{in vitro} I used cells expressing a kinase dead form of WNK1 (\textit{Wnk}^{D368A}) (Figure 29A). \textit{Wnk}^{D368A/}/RCE cells exhibited a reduction in proliferation equivalent to that shown by \textit{Wnk}^{+/}/RCE during activation \textit{in vitro} (Figure 29B-D). This allowed me to conclude that WNK1 kinase activity is required for CD4$^+$ T cell proliferation \textit{in vitro}.

\textbf{Figure 29. WNK1 kinase activity is required for CD4$^+$ T cell proliferation during activation \textit{in vitro}.} (A) Experimental design: \textit{Wnk}^{+/}/RCE and \textit{Wnk}^{D368A/}/RCE T cells were generated as described in Chapter 3.1. Naïve CD4$^+$ T cells (CD25$^\text{lo}$/CD44$^\text{lo}$) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies. Data shown from live, single, CD4$^+$ T cells. (B) CTV intensity as a measure of proliferation. (C) Percentage of \textit{Wnk}^{+/}/RCE and \textit{Wnk}^{D368A/}/RCE cells that had divided at the indicated timepoints (n=5-7). (D) Proliferation index (average number of divisions by dividing cells) of \textit{Wnk}^{+/}/RCE and \textit{Wnk}^{D368A/}/RCE cells at day 3 (n=6-7). Each point represents a single mouse; horizontal lines show median. Data pooled from 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
The proliferative defect of *Wnk1*"/RCE and *Wnk1"D368A"/RCE T cells may be due to the extended absence of WNK1 activity these cells experience *in vivo* prior to culture *ex vivo*. To exclude this possibility, I activated cells in the presence of the pan-WNK inhibitor – WNK463 (Figure 30A). As naïve CD4⁺ T cells do not express WNK isoforms other than WNK1 this inhibitor could be used to specifically inhibit WNK1 in an acute fashion *in vitro*. CD4⁺ T cells activated in the presence of WNK463 exhibited a reduction in proliferation equivalent to that observed in *Wnk1"/RCE and *Wnk1"D368A"/RCE cells (Figure 30B-D). Taken together these data showed that WNK1 kinase activity is acutely required for CD4⁺ T cell proliferation during activation *in vitro* and that the WNK1-deficient proliferation phenotype can be recapitulated by activating cells *in vitro* using anti-CD3 and anti-CD28 antibodies in the presence of WNK463.
Figure 30. WNK1 kinase activity is acutely required for CD4⁺ T cell proliferation during activation in vitro. (A) WT Naïve CD4⁺ T cells (CD25⁺/CD44⁻) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies in the presence of vehicle only or WNK463. Data shown from live, single, CD4⁺ T cells. (B) CTV intensity as a measure of proliferation. (C) Percentage of vehicle only- or WNK463-treated cells that had divided at the indicated timepoints (n=5). (D) Proliferation index (average number of divisions by dividing cells) of vehicle only- or WNK463-treated cells at day 3 (n=5). Each point represents a single mouse; horizontal lines show median. Data from 1 experiment representative of 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
4.8 OXSR1- and STK39-dependent signalling is required for CD4+ T cell proliferation during activation in vitro

Immediately downstream of WNK1 kinase activity are the OXSR1 and STK39 kinases. As discussed in Chapter 1.11.1 these kinases regulate the activity of numerous ion transporters at the plasma membrane. In order to investigate the role of these kinases in CD4+ T cell proliferation in vitro, I activated cells carrying the Oxsr1\(^{fl}\), RCE and Stk39\(^{T243A}\) alleles using plate-bound anti-CD3 and anti-CD28 antibodies (Figure 31A). These cells exhibited a reduction in proliferation both at the level of proliferation index and the percentage of cells undergoing division when compared to Oxsr1\(^{+/+}\)/Stk39\(^{+/+}\)/RCE cells (Figure 31B-D). When compared to Wnk1\(^{-/-}\)/RCE and Wnk1\(^{D368A/-}\)/RCE T cells however, the proliferation defect was not as severe. In contrast to WNK1-deficient T cells, a proportion of Oxsr1\(^{-/-}\)/Stk39\(^{T243A/T243A}\)/RCE T cells underwent division by day 2 in vitro. Oxsr1\(^{-/-}\)/Stk39\(^{T243A/T243A}\)/RCE cells also completed more divisions on average at day 3 than Wnk1\(^{+/+}\)/RCE or Wnk1\(^{D368A/-}\)/RCE cells. The reduced proliferation of Oxsr1\(^{-/-}\)/Stk39\(^{T243A/T243A}\)/RCE cells showed that OXSR1 and/or STK39 are required for proliferation during activation in vitro and suggested that WNK1 may signal via the canonical OXSR1-STK39 pathway to positively regulate proliferation during activation in vitro. The partial phenotype exhibited by Oxsr1\(^{-/-}\)/Stk39\(^{T243A/T243A}\)/RCE cells may suggest that WNK1 also signals via another non-canonical, OXSR1/STK39-independent pathway to regulate this process. However, from these data it is once again impossible to rule out the possibility that the partial phenotype is due to the longer period of time in which the canonical signalling pathway is absent from Oxsr1\(^{-/-}\)/Stk39\(^{T243A/T243A}\)/RCE cells (21 d) compared to Wnk1\(^{+/+}\)/RCE or Wnk1\(^{D368A/-}\)/RCE cells (7 d). Ideally a specific inhibitor would be used to acutely inhibit OXSR1 and STK39 activity to allow for a direct comparison between the proliferative capacity of OXSR1/STK39-inhibited and WNK1-inhibited cells. STOCK1S-50699 could be used for this purpose as it abolishes OXSR1 and STK39 activity by inhibiting interactions between the C-terminal domain of these proteins and WNK1 as well as downstream proteins (de Los Heros et al., 2014a).
Figure 31. Cells harbouring mutations in Oxsr1 and Stk39 mimic the proliferation defect exhibited by WNK1-deficient cells during activation in vitro. (A) Experimental design: Oxsr1+/+ /Stk39+/+ /RCE or Oxsr1−/− /Stk39T243A/T243A /RCE T cells were generated as described in Chapter Error! Reference source not found.. Naïve CD4+ T cells (CD25lo /CD44lo ) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies. Data shown from live, single, CD4+ T cells. (B) CTV intensity as a measure of proliferation. (C) Percentage of Oxsr1+/+ /Stk39+/+ and Oxsr1−/− /Stk39T243A/T243A /RCE cells that had divided at the indicated time points (n=?). (D) Proliferation index (average number of divisions by dividing cells) of Oxsr1+/+ /Stk39+/+ and Oxsr1−/− /Stk39T243A/T243A /RCE cells at day 3 (n=5). Each point represents a single mouse; horizontal lines show median. Data from 1 experiment representative of 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01; ***0.0001<p<0.001; ****p<0.0001.
Chapter 5. **WNK1 is required for TCR signalling and cell cycle progression**

Having found that WNK1 is required for CD4\(^+\) T cell proliferation I investigated its role in more detail during early TCR signalling events and during progression through individual phases of the cell cycle.

**5.1 WNK1 is required for entry into G1 during activation *in vitro***

In order to further investigate how WNK1 regulates proliferation I endeavoured to determine the requirement for WNK1 during progression through the different phases of the cell cycle using the *in vitro* activation system (Figure 32A). Naïve CD4\(^+\) T cells are quiescent and reside in the G0 phase of the cell cycle. TCR and costimulation signalling induces the activity of the CDK6/4-cyclin D2 complex which mediates the transition into the G1 phase of the cell cycle (Lea et al., 2003). Ki67 expression is increased during the transition between G0 and G1 and maintained at a high level throughout the S, G2 and M phases of the cell cycle. It plays a role in heterochromatin organisation during interphase and prevents condensed chromosome aggregation during mitosis, however in this study we will use it as a marker for cell cycle entry (Sun and Kaufman, 2018).

The frequency of Ki67\(^+\) cells during activation *in vitro* is dependent on the number of cells entering the cell cycle from G0, the number of cells undergoing division, and the relative viability of Ki67- and Ki67+ populations. By fitting a model to the CTV dilution profile of cell populations at each time point, an example of which is shown in Figure 28B, it was possible to calculate the proportion of Ki67+ cells in each population in the absence of cell division.

After adjusting for proliferation there was a reduced frequency of Ki67+ *Wnk1\(^{-/}\)/RCE* cells at day 1 and 2 during activation *in vitro* compared to controls (Figure 32B, C). This difference was unlikely to be due to any effects of WNK1 on viability because *Wnk1\(^{-/}\)/RCE* cell numbers are normal at these timepoints during activation *in vitro* (Figure 28E). These data therefore showed that *Wnk1\(^{-/}\)/RCE* cells enter the cell cycle in a delayed manner. This can at least in part explain the reduced proliferation exhibited by *Wnk1\(^{-/}\)/RCE* cells following TCR and CD28 costimulation. By day 3
however, the frequency of Ki67+ cells was equivalent between the two genotypes. From these observations I can conclude that WNK1 positively regulates entry into the cell cycle but is not absolutely required for this process.

**Figure 32. WNK1-deficient cells exhibit delayed entry into G1 during activation in vitro.** (A) Experimental design: *Wnk1<sup>+/−</sup>/RCE* and *Wnk1<sup>−/−</sup>/RCE* T cells were generated as described in Chapter 3.1. Naïve CD4<sup>+</sup> T cells (CD25<sup>lo</sup>/CD44<sup>lo</sup>) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies. Data shown from live, single, CD4<sup>+</sup> T cells. (B) Density plots of Ki67 expression vs DNA content of *Wnk1<sup>+/−</sup>/RCE* and *Wnk1<sup>−/−</sup>/RCE* cells at indicated time points. (C) Percentage of *Wnk1<sup>+/−</sup>/RCE* and *Wnk1<sup>−/−</sup>/RCE* cells that were Ki67<sup>+</sup> cells at the indicated time points adjusted to remove the effect of proliferation (n=10). Each point represents a single mouse; horizontal lines show median. Data pooled from 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01; ***0.0001<p<0.001; ****p<0.0001.
5.2 WNK1-dependent osmoregulation is required for TCR signalling

G1 entry by CD4⁺ T cells is induced by TCR and costimulation signalling, in particular via ERK and mTORC1 pathways. I investigated whether TCR signalling is intact in WNK463-treated CD4⁺ T cells in response to TCR cross-linking using soluble antibodies (Figure 33A). I used a flow cytometry-based method to measure phosphorylation of CD3ζ (Y142), ZAP-70 (Y319), ERK1 (T202/Y204) and ERK2 (T185/Y187) in order to assess upstream and downstream signalling events. (For the purposes of clarity phosphorylated residues will be referred to by their position in human proteins.) I found that treatment of CD4⁺ T cells with the WNK463 inhibitor had no effect on TCR/CD28-induced CD3ζ (Y142) phosphorylation (p-CD3ζ) but ZAP-70 (Y319) phosphorylation (p-ZAP-70) was reduced compared to controls (Figure 33B-E). These data suggested that WNK1 positively regulates ZAP-70 Y319 phosphorylation in response to TCR activation. However, this conclusion needs to be verified by using Wnk1D368A/RCE cells and an immunoblot-based detection method to exclude the possibility that the observed defects are due to off-target effects of WNK463 or to artefacts of the flow cytometry-based method. Indeed, an inducible p-CD3ζ signal could be detected in SRCi-treated samples suggesting that the anti-p-CD3ζ (Y142) antibody may not be specific. Alternatively, SRC inhibition could have been incomplete or CD3ζ could have been phosphorylated at Y142 in an SRC-independent manner. ERK1 (T202/Y204) and ERK2 (Y185/Y187) phosphorylation (p-ERK) was also reduced in WNK463-treated cells compared to control cells (Figure 33F, G). This was likely to be, at least in part, due to the defective signalling at the level of ZAP-70 Y319 phosphorylation. The difference in p-ERK levels between WNK463+SRCi-treated and SRCi-treated cells may have been due to a positive regulatory role of WNK1 on SRC-independent ERK phosphorylation. Alternatively, the presence of WNK463 could have lead to differences in non-specific background staining.
Figure 33. CD4⁺ T cells treated with WNK463 exhibit defective TCR signalling. (A) WT Naïve CD4⁺ T cells (CD25⁻/CD44⁻) were isolated from lymph nodes, rested for 60 min at 37°C, and incubated with anti-CD3 and anti-CD28 antibodies in the presence of indicated combinations of vehicle only, WNK463 or SRCi for 30 min at 4°C. Cells were then washed, warmed to 37°C, and stimulated using cross-linking antibody (+ inhibitors). Data shown from single, CD4⁺ T cells. (B-G) Amount of p-CD3ζ (B, C), p-ZAP-70 (D, E) and p-ERK (F, G) after stimulation for the indicated times and in the presence of indicated inhibitors showing example histograms (B, D, F) and graphs (C, E, G) of median fluorescence intensity (MFI, n=4). Each data point represents the median±95% confidence interval of MFI. Data pooled from 2 independent experiments. Statistical analysis carried out using the Mann-Whitney U test. * 0.01 < p < 0.05.
I measured p-ERK levels in CD4+ T cells expressing a kinase-dead mutant of WNK1 (D368A) in order to determine whether defective TCR signalling in the presence of WNK463 was due to off-target effects of the inhibitor. Plate-bound anti-CD3 and anti-CD28 antibodies were used to activate the Wnk1\textsuperscript{D368A/-}/RCE CD4+ T cells for 1 h to investigate whether the TCR signalling defect persisted for periods longer than 10 min and to recapitulate the activation conditions under which the other WNK1-deficient phenotypes were found (Figure 34A).

A lower frequency of Wnk1\textsuperscript{D368A/-}/RCE cells had high levels of p-ERK after 1 h of stimulation with plate-bound anti-CD3 and anti-CD28 antibodies (Figure 34B, C). This showed that WNK1 kinase activity is required for TCR-dependent ERK activation. The specificity of the anti-p-ERK antibody was tested by the addition of a MEK inhibitor (MEKi) to the media to block ERK phosphorylation downstream of TCR activation. No p-ERK signal was observed in cells activated in the presence of MEKi. This was consistent with the anti-p-ERK antibody being specific (Figure 34B, C).

As discussed in Chapter 1.11.1, the most well characterised kinase-dependent function of WNK1 is to maintain osmotic homeostasis across the plasma membrane, and activation of WNK1 results in the net influx of Na\textsuperscript{+}, K\textsuperscript{+} and Cl\textsuperscript{-} ions and water into the cell. Therefore, we hypothesised that a reduction in water influx, or a net efflux of water from the cell, may be responsible for the ERK signalling defect displayed by Wnk1\textsuperscript{D368A/-}/RCE cells. To test this, we activated these cells under hypotonic conditions (169mOsm/L) by lowering the concentration of NaCl in the medium, which resulted in a substantial increase in the frequency of Wnk1\textsuperscript{D368A/-}/RCE cells with high levels of ERK phosphorylation. The frequency of p-ERK+ Wnk1\textsuperscript{-/-} /RCE cells also increased under these conditions but by a very small amount. This partial rescue of p-ERK levels in WNK1-deficient cells may be caused by the lowered osmolarity or by the reduced amount of NaCl in the medium. To distinguish between these two possibilities we activated the cells in an isotonic medium which had the same reduced levels of NaCl as the hypotonic medium, but osmolarity was made up to isotonic levels with L-glucose. L-glucose was used as a compensatory osmolyte as cells are specific for the D-stereoisomer of glucose and thus L-glucose is biologically inert. p-ERK signalling in Wnk1\textsuperscript{D368A/-}/RCE cells was not rescued when cells were activated under these conditions, demonstrating that the rescue of p-ERK levels was caused by the reduction in osmolarity not the reduced NaCl concentration (Figure 34C). Taken together these data showed that WNK1 kinase activity facilitates...
TCR-dependent ERK activation, at least in part by controlling water movement across the cell membrane. The fact that the frequency of p-ERK+ \( Wnk1^{D368A/-} \)/RCE cells remained below the level of \( Wnk1^{+/-} \)/RCE cells during activation under hypotonic conditions suggested that WNK1 regulates other cellular processes required for TCR-dependent ERK activation. One known function of WNK1 that would not be compensated for by activation in hypotonic medium is the influx of ions into the cell, which may account for the incomplete rescue. It is also worth noting that WNK1-dependent osmoregulation may be temporally regulated during activation and reducing medium tonicity by a set amount for the entire activation process would not replicate such kinetics.
Figure 34. WNK-dependent water influx is required for TCR-dependent ERK activation. (A) Experimental design: *Wnk1*<sup>+/−</sup>/RCE and *Wnk1<sup>D368A</sup>/RCE* T cells were generated as described in Chapter 3.1. Naïve CD4<sup>+</sup> T cells (CD25<sup>lo</sup>/CD44<sup>lo</sup>) were isolated from lymph nodes and cultured in the presence of immobilised anti-CD3 and anti-CD28 antibodies for 1 h. Data from single CD4<sup>+</sup> T cells. (B) Histograms of p-ERK abundance in *Wnk1*<sup>+/−</sup>/RCE and *Wnk1<sup>D368A</sup>/RCE* cells activated in the indicated conditions. Gate used to identify p-ERK high cells is shown. (C) Percentage of *Wnk1*<sup>+/−</sup>/RCE and *Wnk1<sup>D368A</sup>/RCE* cells that were p-ERK high after activation in the indicated conditions (n=5). Each point represents a single mouse; horizontal lines show median. Data are from 1 experiment representative of 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
In order to determine whether WNK1 activity is acutely required for TCR-dependent ERK activation I measured the effect of WNK463 on ERK phosphorylation during T cell activation in vitro (Figure 35A). WNK463-treated CD4+ T cells exhibited a ~6-fold reduction in p-ERK+ frequency compared to cells treated with vehicle only (Figure 35B, C). This reduction in ERK signalling could be completely rescued by activating these cells in hypotonic medium (169mOsm/L), containing 123mOsm/L less NaCl (Figure 35B, C). Activation of WNK463-treated cells in media where this missing NaCl had been replaced with L-glucose did not rescue the ERK signalling defect in WNK463-treated cells. These data showed that WNK1-dependent water homeostasis is acutely required for TCR-dependent ERK activation. The complete rescue of p-ERK signalling suggested that this is the only function of WNK1 required for TCR-dependent ERK activation. The discrepancies between experiments using WNK463-treated and Wnk1^{D368A/-}RCE cells may be explained by the extended period in which Wnk1^{D368A/-}RCE cells experience WNK1-deficiency in vivo, or to off-target effects of WNK463.
Figure 35. WNK1-dependent osmoregulation is acutely required for TCR-induced ERK activation. (A) WT Naïve CD4⁺ T cells (CD25⁺/CD44⁺) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies in the presence of vehicle only or WNK463 for 1 h. Data from single, CD4⁺ T cell population. (B) Histograms of p-ERK (Thr201/Tyr203) abundance in vehicle only- and WNK463-treated cells activated in the indicated conditions. Gate used to identify p-ERK high cells is shown. (C) Percentage of vehicle only- and WNK463-treated cells that were p-ERK high after activation in the indicated conditions (n=5). Each point represents a single mouse; horizontal lines show median. Data are from 1 experiment representative of 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01.
ERK and mTORC1 signalling pathways are critical for G1 entry during CD4+ T cell activation. ERK activity induces phosphorylation of the S6 ribosomal protein at S235/236 via mTORC1 and RSK pathways (Figure 8). PI3K signalling via AKT is also able to induce S6 (S235/236) phosphorylation (p-S6) via the mTORC1 pathway in an ERK-independent manner. S6 phosphorylated at S235/236 (p-S6) can therefore be used as a measure of ERK and mTORC1 signalling flux. A MEK inhibitor (MEKi) and Rapamycin (Rapa), which inhibits mTORC1, were used to determine the contribution of individual pathways to S6 phosphorylation. The addition of both MEKi and Rapamycin blocked all p-S6 signal induced by TCR and CD28 stimulation showing that no other pathways contribute to this phosphorylation event.

Naïve CD4+ T cells were activated using immobilised anti-CD3 and anti-CD28 antibodies for 3 h or 20 h and the amount of intracellular p-S6 was measured using flow cytometry (Figure 36A). The proportion of p-S6 high Wnk11−/−/RCE cells was reduced compared to control cells after 3 and 20 h of stimulation (Figure 36B, C). This difference was predominantly due to MEK-dependent, mTORC1-independent signalling at the 3 h timepoint presumably indicating defective ERK-RSK signalling in Wnk11−/−/RCE cells. Conversely mTORC1-dependent, MEK-independent S6 phosphorylation at 3 h, presumably mediated by PI3K-AKT-mTORC1 signalling, was unaffected by loss of WNK1. S6 phosphorylation at 20h was dependent on MEK signalling via mTORC1, assuming MEK is upstream of mTORC1. These data supported the previous findings that ERK signalling downstream of TCR and CD28 costimulation is defective in WNK1-deficient cells. This defect was still apparent even after 20 h of TCR and CD28 costimulation. It was not possible to carry out non-parametric statistical tests on these data as this experiment contained only 2-3 biological repeats of each condition. Additionally, the experiment was not repeated. Therefore, additional experiments are required to show that the effects of WNK1 on S6 phosphorylation are statistically significant and reproducible.
Figure 36. WNK1-deficient cells have defective MEK-dependent S6 phosphorylation. (A) Experimental design: Wnk1⁺⁻/RCE and Wnk1⁻⁻/RCE T cells were generated as described in Chapter 3.1. Naïve CD4⁺ T cells (CD25lo/CD44lo) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies for the indicated time points. Data from live, single, CD4⁺ T cells. (B, C) Example histograms (B) and graph (C) of p-S6 (S235/236) abundance in Wnk1⁺⁻/RCE and Wnk1⁻⁻/RCE cells activated for the indicated amount of time in the presence of the inhibitors indicated (n=2-3). Gates used to identify p-S6+ population are indicated. Graph shows median ±range. Data from 1 experiment.
5.3 WNK1-dependent osmoregulation is required for entry into G1 phase of the cell cycle

In light of the fact that WNK1-dependent water homeostasis is required for TCR signalling we investigated whether this process was also required for G1 entry. To address this question we activated WNK463-treated cells in hypotonic media (250mOsm/L) and measured the proportion of that had exited G0 and entered the cell cycle by day 2 in vitro, using Ki67 expression and DNA content to identify this population (Figure 37A, B). As discussed in Chapter 5.1, the effect of cell division on the frequency of Ki67+ cells was removed by fitting a model to the CTV dilution profile of cell populations in each condition, an example of which is shown in Figure 37B, and calculating the proportion of Ki67+ cells that would be present in the absence of division.

A 42mOsm/L reduction in culture medium tonicity was sufficient to rescue the decrease in cell cycle entry rate exhibited by WNK463-treated cells (Figure 37C). This rescue was not observed when WNK463-treated cells were activated in isotonic medium containing 42mOsm/L L-glucose used to replace the reduced NaCl in the hypotonic medium. This experiment showed that WNK1-dependent osmoregulation is required for G1 entry during CD4+ T cell activation.
Figure 37. WNK1-dependent osmoregulation is required for entry into G1. (A) WT Naïve CD4\(^+\) T cells (CD25\(^{lo}\)/CD44\(^{lo}\)) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies in the presence of vehicle only or WNK463 for 2 days. Data from live, single, CD4\(^+\) T cells. (B) Dot plots of Ki67 expression vs DNA content (upper panels) and CTV dilution profiles (lower panels) of vehicle only- and WNK463-treated cells at day 2 of activation in the indicated conditions. Gate displayed in upper panels used to identify cells Ki67\(^{+}\) cells. (C) Percentage of Ki67\(^{+}\) cells after adjusting for proliferation (n=10). Each point represents a single mouse; horizontal lines show median. Data pooled from 2 independent experiments. Statistical analysis carried out using Mann-Whitney U test. ***0.0001<p<0.001; ****p<0.0001.
5.4 WNK1-deficiency results in altered cell cycle dynamics

Although WNK1 is required for G1 entry, WNK1-deficient cells are able to enter the cell cycle, albeit in a delayed manner. To investigate the possibility that WNK1 is required for progression through the other phases of the cell cycle I studied the cell cycle dynamics of Ki67+ cells after 72 h of activation in vitro (Figure 38A). DNA content can be used to distinguish cells in G1, S and G2/M phases of the cell cycle. MPM2 phosphorylation status can be incorporated to distinguish between cells in G2 and M phases giving a fully resolved picture of the cell cycle profile for a population of cells. Wnk1−/−/RCE cells had a dramatically altered cell cycle profile when compared to Wnk1+/−/RCE cells, which was characterised by a reduction in the proportion of cells in G1 and M phases but an increase of cells in S and G2 phases (Figure 38B, C). These data showed that WNK1 is required for cell cycle regulation however it was unclear whether WNK1-deficiency is associated with an increase in speed through G1 and M phases or a reduction in speed through S and G2 phases of the cell cycle.

To determine the speed of S phase progression I measured the rate of 5-ethynyl-2′-deoxyuridine (EdU) incorporation. EdU is a thymidine analogue that is incorporated into DNA during synthesis (Figure 38A). EdU incorporation rate was determined by calculating the difference between the mean EdU MFI of S phase cells and the mean EdU MFI of cells in G1 and G2/M phases (ΔMFI) (Figure 38D). Wnk1−/−/RCE cells incorporated ~3.5-fold less EdU than Wnk1+/−/RCE cells during a 10-minute pulse. This suggested that DNA replication, and thus S phase, occurred at ~30% efficiency in Wnk1+/−/RCE cells. It is likely therefore that Wnk1+/−/RCE cells were experiencing severe replication stress and the increase in G2 phase length may have been due to the activation of cell cycle checkpoint pathways in response to this. Alternatively, the reduced EdU incorporation rate in Wnk1+/−/RCE cells may have been due to reduced nucleoside uptake. Further experiments are needed to determine exactly how WNK1 regulates nucleoside incorporation into DNA during S phase.
Figure 38. WNK1 is required for progression through the cell cycle. (A) Experimental design: Wnk1+/RCE and Wnk1−/RCE T cells were generated as described in Chapter 3.1. Naïve CD4+ T cells (CD25lo/CD44lo) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies. After 72 h EdU was added to the cell media for 10 min. Data from live, single, Ki67+ CD4+ T cells (B) DNA content of Wnk1+/RCE and Wnk1−/RCE cells at day 3. (C) Percentage of Ki67+ cells in each of the cell cycle phases at day 3 quantified from DNA histograms using the Watson model (n=8-9). (D) Contour plots of EdU incorporation vs DNA content of Wnk1+/RCE and Wnk1−/RCE cells after 10 min pulse of EdU at day 3. Gates used to identify S, G1 and G2/M phase cells. (E) ΔMFI of EdU in Wnk1+/RCE and Wnk1−/RCE cells in S phase (n=5). Bars or horizontal lines show median; each point represents a single mouse (E); error bars show 95% confidence intervals (C). Data pooled from 2 independent experiments (C) or from 1 experiment representative of 2 independent experiments (E). Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05; ** 0.001 < p < 0.01; ***0.0001<p<0.001; ****p<0.0001.
5.5 WNK1-deficiency results in ATR checkpoint activation

A reduction in DNA replication efficiency, and an accompanying block at the G2/M phase transition, is characteristic of cell cycle checkpoint activation. ATR and ATM kinases mediate cell cycle arrest in response to a range of cellular stresses, although their role in responding to DNA damage is the best characterised. These kinases mediate cell cycle arrest via multiple mechanisms including the acute inhibition of CDK-cyclin complexes by indirectly regulating the tyrosine phosphorylation status of CDK proteins via CDC25 phosphatases. ATR and ATM checkpoint activation are also accompanied by an increase in the expression of the CDK inhibitor p21, providing an additional layer of CDK regulation. In order to investigate the possibility that WNK1-deficient cells were undergoing ATR- or ATM-mediated cell cycle arrest I used immunoblotting to measure phosphorylation of Chk1 (S345) and KAP1 (Ser824) as a readout for ATR and ATM activity, respectively (Figure 39A).

WNK463-treated cells exhibited a ~3-fold increase in Chk1 (S345) phosphorylation but no difference in KAP1 (S824) phosphorylation (Figure 39B, C). This suggests that the ATR, but not the ATM, cell cycle checkpoint is activated in the absence of WNK1 activity. Hydroxyurea (HU) and ATR-inhibition enhanced and depleted the p-Chk1 signal, respectively, suggesting that our detection method was specific. Interestingly ATR-inhibition induced ATM activation in vehicle only-treated cells to a greater extent than in WNK463-treated cells. ATR is involved in stabilising and restarting stalled replication forks and in its absence these decay to double strand breaks, which activate ATM. One possible reason for a difference in ATM activation in the presence of an ATR inhibitor would be a decreased number of replication forks present in WNK463-treated cells, although the number of replication forks would need to be directly quantified to determine whether this is the case.

To determine whether activation of the ATR pathway was responsible for the S and G2/M block observed in WNK-deficient cells, I added an ATR inhibitor (ATRi) to the culture medium at 36 h (Figure 39A) and measured its effect on the cell cycle profile of samples after 72 h of activation in vitro using flow cytometry. ATR-inhibition significantly reduced the proportion of WNK463-treated cells in G2, although the proportion of cells in S phase was unchanged. This suggested that ATR mediates at least part of the G2/M arrest observed in WNK463-treated cells. ATR inhibition reduced the proportion of vehicle only-treated cells in S phase but not G2 phase. A
possible explanation for this is that ATR inhibits firing of some replication origins during an unperturbed S phase and so inhibition of this kinase would result in an increase in the number of origins firing and an equivalent reduction in the time required for replication of the entire genome assuming substrates are not limiting. It is interesting that ATR inhibition didn’t produce the same reduction in the proportion of S phase cells in WNK463-treated samples suggesting DNA synthesis may not have been limited by ATR in these cells.

The major drawback of this experiment was that the data could not be used to determine the rate of progression through individual phases of the cell cycle. This is because the proportional nature of the data collected means that values for the cell cycle phases are entirely interdependent. For example, the proportion of cells in S phase depends on the rate of S phase progression but also the rate of progression through each of the other cell cycle phases. The functionally opposing roles of ATR during fork slowing and restart also complicates the conclusions one can draw from these data. Finally, the experiment was not repeated so it was unclear whether the effect of ATR on the cell cycle is reproducible. Time course experiments measuring cell cycle rates could shed more light on the function of the ATR pathway in the absence of WNK1 activity by providing additional information about cell cycle kinetics.
Figure 39. Cells treated with WNK463 activate the ATR-mediated cell cycle checkpoint. (A) WT naïve CD4+ T cells (CD25lo/CD44lo) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies in the presence of vehicle only or WNK463 for 72 h. At 36 h ATR-inhibitor (ATRi) was added to the media of the indicated samples. 4mM hydroxyurea (HU) was added to the media of indicated samples at 70 h to induce replication fork stalling (B-C) Immunoblots of cells at 72 h with antibodies against p-Chk1 (S345) (B), p-KAP1 (S824) (C), and tubulin (B, C). (D) DNA content of (live, single, Ki67+ CD4+) cells in vehicle only- and WNK463-treated cells in the presence or absence of ATRi at 72 h (E) Proportion of (live, single, Ki67+ CD4+) cells in each phase of the cell cycle at 72 h. Quantified from DNA histograms using the Watson model (n=4). Horizontal lines show median; each point represents a single mouse (B-C); Error bars show interquartile range (E). Data from 1 experiment representative of 3 experiments (B, C) or from 1 unrepeated experiment (D, E). Statistical analysis carried out using Mann-Whitney U test. * 0.01 < p < 0.05.
ATR is activated by the presence of ssDNA formed during replication stress or DSB resection. DNA damage markers were quantified by Western blot to determine whether DNA damage was occurring during CD4+ T cell activation in the absence of WNK1 activity (Figure 40A). γH2AX can be generated by both ATM and ATR signalling pathways, whereas RPA32 is phosphorylated at S4/8 (p-RPA32) by DNA-PKcs in response to a number of types of DNA damage. Neither of these markers were significantly increased in WNK463-treated cells at day 3 of activation in vitro (Figure 40B, C). In contrast, treatment of the cells with hydroxyurea (HU), a chemical that induces replication stress and subsequently DNA damage, for the final 2 h of culture resulted in a large increase in γH2AX and p-RPA32. These data suggest that DNA damage is not occurring in WNK1-deficient cells. However, a more comprehensive analysis of replication stress in these cells is required to show this conclusively. For example, DNA fibre assays could be used to measure multiple aspects of replication fork dynamics in the absence of WNK1 activity. Increased statistical power may also be needed to reveal small increases in DNA damage in the absence of WNK1 activity.
Figure 40. WNK1 inhibition does not promote $\gamma$H2AX or p-RPA32 (S4/8) accumulation during activation in vitro. (A) WT naïve CD4$^+$ T cells (CD25$^{lo}$/CD44$^{lo}$) were isolated from lymph nodes and cultured on plate-bound anti-CD3 and anti-CD28 antibodies in the presence of vehicle only or WNK463 for 72 h. 4mM hydroxyurea (HU) was added to the media of indicated samples at 70 h to induce replication fork arrest and subsequent DNA damage. (B-C) Immunoblots of vehicle only- and WNK463-treated cells at 72 h with antibodies against p-RPA32 (S4/8) (B), $\gamma$H2AX (S139) (C), and tubulin (B, C) (n=5-7). Bars show median; each point represents a single mouse. Data pooled from 3 independent experiments. Statistical analysis carried out using Mann-Whitney U test. ** $0.001 < p < 0.01$; *** $0.0001 < p < 0.001$. 
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**Note:** The diagram and immunoblots are included to illustrate the experimental setup and the results. The textual description provides a comprehensive overview of the experimental conditions and the outcomes observed.

---

**Figure 40 details:**
- **Figure 40A:** Diagram showing the experimental setup.
- **Figure 40B:** Graph showing $\gamma$H2AX normalized to tubulin in WNK463-treated versus vehicle group.
- **Figure 40C:** Graph showing p-RPA32 (S4/8) normalized to tubulin in WNK463-treated versus vehicle group.

---

**Legend:**
- WT mouse: Whole body diagram of a mouse.
- WNK463: Symbol indicating the WNK463 treatment.
- Western blot: Symbol indicating Western blot analysis.
- Time: Time in hours (0, 70, 72).
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**Experimental Setup:**
- **A:** Schematic of the experimental setup involving WT mouse, WNK463, HU, and Western blot analysis.
- **B, C:** Graphs illustrating the expression levels of $\gamma$H2AX and p-RPA32 (S4/8) respectively.

---

**Key Points:**
- The experiment examines the effect of WNK1 inhibition on $\gamma$H2AX and p-RPA32 accumulation during T cell activation.
- Hydroxyurea is used to induce replication fork arrest and subsequent DNA damage.
- The graphs display the normalized expression levels under different conditions.

---

**Statistical Analysis:**
- Mann-Whitney U test is used for statistical comparison.

---

**References:**
- The experiment is carried out in 3 independent experiments.
- Data are pooled from the experiments.
Chapter 6. Discussion

There is a nearly absolute requirement for WNK1 expression in CD4\(^+\) T cells during a T-dependent, class-switched antibody response. This requirement for WNK1 activity can be observed even at the earliest stage of CD4\(^+\) T cell activation – TCR signal transduction. WNK1 inhibition did not affect TCR-induced phosphorylation of CD3\(\zeta\) on Y142, suggesting that LCK activity and localisation are undisturbed. However, TCR-induced phosphorylation of ZAP-70 at Y319 is substantially reduced in the absence of WNK1 kinase activity. This implies that ZAP-70 activity is also reduced as phosphorylation of Y319 is critical for ZAP-70 activation and signalling to downstream signalling intermediates including SLP76 and ERK proteins (Di Bartolo et al., 1999b). These profound effects on downstream signalling are exemplified by the dramatic decrease in the proportion of p-ERK+ WNK1-deficient cells after an hour of stimulation in vitro. WNK1 is also required for CD4\(^+\) T cell entry into G1 in response to TCR and CD28 stimulation as well as progression through the cell cycle.

It is possible that defective ZAP-70 Y319 phosphorylation is solely responsible for the p-ERK and G1 entry defects exhibited by WNK1-deficient cells. The similar magnitude of the p-ZAP-70 and p-ERK defects observed in WNK1-inhibited cells during stimulation using soluble antibodies, for example, is consistent with this although feedback circuits and amplification effects in the ZAP-70 signalling pathway make it impossible to draw a conclusion on this matter. Based on the evidence presented in this thesis therefore, the possibility that the TCR signal and activation process are being interrupted at multiple points downstream of ZAP-70 in WNK1-deficient cells cannot be excluded. An inducible, constitutively active form of ZAP-70 could be used to address this question. Additionally, confirmation of the ZAP-70 signalling defect by immunoblotting \(Wnk1^{D368A}\)-cell extracts is needed to confirm that the ZAP-70 Y319 phosphorylation defect is not an artefact of the flow cytometric method nor a result of off-target effects of WNK463.

Given that ZAP-70 Y319 phosphorylation is the earliest event in CD4\(^+\) T cell activation that was found to be affected by WNK1 activity, I will focus this part of the discussion on possible mechanisms by which WNK1 could influence this process. One possibility is that WNK1 regulates ZAP-70 Y319 phosphorylation by modulating the LFA-1-dependent adhesion of CD4\(^+\) T cells, a function of WNK1 that was previously reported by our lab (Köchl et al., 2016). The fact that the ZAP-70 signalling
defect can be observed when WNK1-inhibited cells are stimulated in vitro using anti-CD3 and anti-CD28 antibodies suggests that WNK1-dependent regulation of LFA-1 activity does not play a role in ZAP-70 Y319 phosphorylation because unlike during T cell activation in vivo this type of stimulation does not require integrin-mediated adhesion. However, ICAM-1 molecules decorate the surface of all the CD4$^+$ T cells in culture providing possible ligands for LFA-1 during activation in vitro with anti-CD3 and anti-CD28 antibodies. As LFA-1 has been shown to induce ZAP-70 Y319 phosphorylation upon binding to ICAM-1, and has well characterised costimulatory effects in vivo, it would be surprising if increased LFA-1 activity in WNK1-deficient cells inhibited ZAP-70 Y319 phosphorylation (Evans et al., 2011; Kandula and Abraham, 2004). However, a study by Jankowska et al. showed that the addition of ICAM-1 during T cell activation with immobilised anti-CD3 antibodies reduced ZAP-70 Y319 phosphorylation, at least in part by reducing actin flow (Jankowska et al., 2018). This observation provides a possible mechanism by which WNK1 could regulate ZAP-70 Y319 phosphorylation via LFA-1. To exclude the possibility that impaired TCR signalling in WNK1-inhibited cells is due to increased integrin-dependent adhesion, activation could be analysed in the presence of integrin inhibitors.

A second possibility that could explain effects of WNK1 activity on ZAP-70 Y319 phosphorylation is that LCK activity specifically towards ZAP-70 has been altered in WNK1-inhibited cells. However, phosphorylation of LCK S59 and Y192, which are the two most well characterised post-translational modifications that are able to modulate LCK substrate specificity, are not good candidates for explaining the defect in ZAP-70 Y319 phosphorylation. Phosphorylation of LCK Y192 is thought to dramatically alter ligand binding but not towards ZAP-70. LCK S59 phosphorylation affects LCK activity itself, as measured by Y394 phosphorylation, suggesting it would affect activity towards CD3ζ as well, which is not the case in WNK1-inhibited cells (Dutta et al., 2017; Granum et al., 2014). Moreover, Dutta et al. show that calcineurin activity, which modulates LCK substrate specificity in part through dephosphorylation of LCK S59, reduces ZAP-70 Y493 phosphorylation but does not affect ZAP-70 Y319 phosphorylation. Other mechanisms of post-translational LCK regulation cannot be excluded, however alternative explanations exist.
A third possibility is that ZAP-70 recruitment to the membrane is disrupted in WNK1-inhibited cells. ZAP-70 membrane recruitment is mediated predominantly through co-operative interactions between the ZAP-70 tandem SH2 domains and doubly phosphorylated ITAMs on the intracellular tail of CD3ζ (Iwashima et al., 1994). Additionally, interactions between the C-terminal SH2 domain and phosphoinositides, such as PIP_2 and PIP_3, on the inner leaflet of the plasma membrane appear to be very important for ZAP-70 recruitment and function (Park et al., 2016). LCK-mediated phosphorylation and/or autophosphorylation of ZAP-70 Y319 is tightly coupled to ITAM binding and thus if ZAP-70 recruitment to the membrane were to be perturbed then ZAP-70 Y319 phosphorylation would also be affected. It would therefore be interesting to measure TCR-induced ZAP-70 recruitment to the membrane in WNK1-inhibited cells, possibly using total internal reflection fluorescence (TIRF) microscopy (Yokosuka et al., 2005). If ZAP-70 membrane recruitment is found to be defective, then the role of this process in ZAP-70 Y319 phosphorylation and downstream signalling could be tested using a gain-of-function ZAP-70 mutant – D184K – which has a higher membrane affinity. Expression of this mutant in WNK1-deficient T cells could restore ZAP-70 activation and downstream signalling if it is the case that defective ZAP-70 membrane recruitment is responsible for the TCR signalling defects observed in these cells.

TCR-induced phosphorylation of CD3ζ at Y142, which is located within an ITAM motif, is normal in WNK1-deficient cells. Therefore, it is likely that bi-phosphorylated CD3ζ ITAMs, which form the binding site for ZAP-70, are present in normal amounts in WNK1-inhibited cells during TCR and CD28 costimulation. Thus, if ZAP-70 membrane recruitment is impaired it is unlikely to be due to reduced CD3ζ phosphorylation but may be due to other factors. One such possibility is that WNK1 inhibition alters the abundance of phosphoinositides, such as PIP_3 and PIP_2, at the plasma membrane, because these lipids play a major role in ZAP-70 recruitment (Park et al., 2016). It would therefore be interesting to measure the abundance of these lipids using fluorescent reporters in WNK1-deficient cells during TCR and CD28 costimulation (Balla and Várnai, 2009).

A fourth possibility that could explain the ZAP-70 Y319 phosphorylation defect is a change in the dephosphorylation kinetics of Y319. The phosphorylation status of ZAP-70 Y319 is governed by an equilibrium between LCK-dependent
phosphorylation or autophosphorylation and phosphatase-dependent dephosphorylation. In this case the most well characterised phosphatases that act on Y319 are the STS family. As discussed in Section 0, STS phosphatases depend on ubiquitination of ZAP-70 for dephosphorylation. Thus, it would be interesting to measure ubiquitination of ZAP-70 in WNK463-treated cells as this post-translational modification could plausibly be responsible for altering the equilibrium towards Y319 dephosphorylation. The role of phosphatases could be further examined by using inhibitors, although specificity may present a problem as small molecule inhibitors of these enzymes are not generally very specific. Additionally, phosphatases themselves tend to be highly promiscuous towards their substrates when compared to kinases and it is therefore hard to delineate their effects for specific substrates. Nevertheless, two studies have found that the SHP-1 inhibitor – PHPS1 – can be used to potently inhibit STS activity and sulfonated azo dyes, such as Congo red, inhibit STS1 with a selectivity index of >20 compared to PTP-1B and SHP-1. If treatment with an STS inhibitor abolished the difference in TCR-induced ZAP-70 Y319 phosphorylation between WNK1-inhibited and control cells this would suggest that WNK1 promotes ZAP-70 Y319 phosphorylation by supressing STS phosphatase activity.

The fact that the defect in TCR-induced ERK phosphorylation in WNK1-inhibited cells can be reversed by activating these cells under hypotonic conditions shows that it is the osmoregulatory function of WNK1 that is required for this process. If the p-ERK defect in WNK1-inhibited cells is caused by defective ZAP-70 Y319 phosphorylation, this would suggest that WNK1-dependent osmoregulation is needed for ZAP-70 Y319 phosphorylation. However, rescue of the p-ZAP-70 defect in WNK1-inhibited cells by activation in hypotonic medium needs to be demonstrated to formally show this. It cannot be excluded that hypotonic treatment in fact induces ERK signalling independently of the TCR in WNK1-deficient cells. To test this possibility, ERK phosphorylation needs to be measured under hypotonic treatment in the absence of TCR stimulation. However, the fact that there is only a very small increase in the proportion of p-ERK high control cells when activated under hypotonic conditions is consistent with WNK1-dependent osmoregulation being required for TCR-dependent ERK signalling, which requires ZAP-70 Y319 phosphorylation.

As discussed in Chapter 1.11.1, under hypertonic conditions WNK1 signals to NKCC, KCC and NCC ion transporter family members via OXSR1 and STK39
kinases resulting in a net influx of ions and water into the cell. Additionally, this pathway is partially activated under steady-state conditions to maintain a constant cell volume as well as being induced downstream of the TCR (Köchl et al., 2016). In the absence of WNK1 activity, constitutive KCC activity will lead to a net efflux of ions from the cell and TCR stimulation will fail to induce water influx. This would result in a reduction in cell volume and a failure to increase volume in response to TCR stimulation. The lack of WNK1 likely means that these cells also have a compromised RVI response to this shrinkage. Hypotonic treatment will reverse these aspects of WNK1-deficiency.

The mechanism by which cell volume could regulate TCR signalling, in particular ZAP-70 Y319 phosphorylation, is unclear. Macromolecular crowding effects are a major consequence of cell shrinkage. An increase in crowding reduces diffusion rates. Additionally, the volume exclusion effect of increased crowding makes protein-protein interactions more energetically favourable. This is due to the fact that, when crowding is increased, unbound interactors incur a greater entropic cost to the solution than bound interactors, because bound interactors exclude less volume from cosolutes (Minton, 1983). The intracellular space is highly crowded. Even in unperturbed conditions, it is estimated that macromolecules occupy up to 40% of cellular volume (Ellis, 2001). ZAP-70 phosphorylation, for example, requires diffusion, binding to p-CD3ζ, a conformational change, and finally interaction and phosphorylation by LCK. Theoretically, increased molecular crowding could influence many of these steps in both positive and negative manners. For example, the diffusion coefficient of ZAP-70 could be reduced as a consequence of cell shrinkage thus reducing the efficiency of its recruitment to the membrane. This crowding-dependent reduction in diffusion rates has been illustrated experimentally by the fact that hypertonic shock reduces the diffusion coefficient of GFP in CHO cells as measured by FRAP (Swaminathan et al., 1997). ZAP-70 is several times larger than GFP meaning it would be influenced to a greater extent by changes to cell volume. However, the volume exclusion effects of cell shrinkage would promote interactions between ZAP-70 and CD3ζ and LCK and thus Y319 phosphorylation. Then again this is also true for interactions between ZAP-70 and STS phosphatases. Volume exclusion effects could also affect the favourability of ZAP-70 conformational changes required for Y319 phosphorylation. The direction of the effect would depend on the relative sphericity of the “closed” and “primed/active” species as sphericity
determines the volume that each ZAP-70 molecule excludes from cosolutes. The effect of cell shrinkage on ZAP-70 Y319 phosphorylation therefore depends on which step in the process is rate-limiting. Additionally, the extent of cell shrinkage needs to be quantified to determine the plausibility of the mechanism. The fact that maximal hypotonic rescue of ERK signalling in WNK1-deficient cells requires the removal of 123mM of NaCl suggests that the WNK1 activity accounts for ~40% of intracellular tonicity and therefore cell shrinkage in its absence could be profound. Molecular crowding is difficult to manipulate other than through osmotic means. However, Delarue et al. show that ribophagy induced by Rapamycin-dependent inhibition of mTORC dramatically reduces the excluded volume of the cytoplasm (Delarue et al., 2018). Hence, WNK1-deficient T cells could be treated with Rapamycin to determine if a reduction in molecular crowding rescues TCR signalling defects. However, treatment with Rapamycin is likely to cause many other changes to cell physiology, making the interpretation of such an experiment difficult.

Above, I proposed that changes to phosphatase activity could be the cause of reduced ZAP-70 phosphorylation in WNK1-deficient cells. The ability of cell shrinkage to activate phosphatases is illustrated beautifully by Watanabe et al. who show that PP6 is activated under hypertonic conditions and induces WNK1 activity via ASK3 inhibition as discussed in Chapter 1.11.1 (Naguro et al., 2012; Watanabe et al., 2018). This shows that osmotic changes have the potential to regulate phosphatases. However, PP6 itself is a Ser/Thr phosphatase and thus cannot be directly responsible for ZAP-70 dephosphorylation. Interestingly, PP6 has nonetheless been shown to regulate TCR signalling (Ye et al., 2015). Deletion of PP6 using the CRE recombinase under the control of the Lck promoter results in reduced TCR expression, reduced TCR-proximal signalling, but elevated downstream signalling from at least the level of C-RAF onwards. There is no evidence that the STS phosphatases, which are well known for dephosphorylating ZAP-70, are regulated by cell volume changes.

A TCR-proximal defect as seen in WNK1-deficient cells would be expected to have profound effects on T cell activation as most, if not all, pathways downstream of the TCR may well be affected by the absence of WNK1 activity. One of the earliest effects of T cell activation which would be predicted to be altered by WNK1-deficiency is activation marker and cytokine expression because these processes are heavily dependent on TCR signalling and in some cases can be used as a marker
for TCR signalling flux. Unexpectedly, WNK1-deficient cells display a “hyperactivated” cell surface phenotype as activation marker expression is elevated in these cells relative to controls during activation in vitro. A similar effect is seen in the production of cytokines, a large number of which have increased expression levels in WNK1-deficient cells. At least in the case of IL-2 this is at both the transcriptional and translational level. A defect at the level of ZAP-70 activation would be expected to negatively impact all TCR-induced transcription factor and translation activity. For example, CD69 is one of the earliest activation markers to be expressed and is highly dependent on ERK activity. It is clear that ERK phosphorylation at T202/Y204, and thus activation, is heavily downmodulated in WNK1-deficient cells between 0-1hr of activation in vitro. Additionally, ERK-dependent S6 phosphorylation is also reduced in WNK1-deficient cells at least until 20 h of activation in vitro. CD69 expression on the other hand is normal at day 1 and elevated at day 2 in WNK1-deficient cells activated in vitro. CD44, which is highly sensitive to mTORC1 activity, is also expressed at super-physiological levels in WNK1-deficient cells from day 1 onwards. We also know that mTORC1 activity is reduced in WNK1-deficient cells at least until 20 h of stimulation. It is hard to reconcile these contradictory observations. A decoupling of TCR signalling and activation marker/cytokine expression may have occurred in WNK1-deficient cells. This is supported by the fact that Wnk1−/−/OT-II/RCE cells display elevated CD25 and CD69 compared to controls even in the absence of antigen although the addition of antigen does dramatically increase activation marker expression in WNK1-deficient cells suggesting it still plays a central role. It is unclear which signalling pathways and transcription factors could be responsible for substituting for TCR signalling to induce activation marker expression.

The osmoregulatory function of WNK1 may once again provide an answer for at least some of the observed effects. The NFAT5 transcription is activated in response to cell shrinkage. This transcription factor has been shown to directly induce TNFα transcription and a putative binding site in the IL-18 promoter has been identified (Neuhofer, 2010). Additionally, NFAT5 was shown to promote IL-2 expression in CD4+ T cells under hypertonic conditions (Alberdi et al., 2017). Activation of Il2 expression in response to hypertonic shock seems to be regulated through an unusual mechanism requiring ATP release and autocrine/paracrine signalling via P2X7 receptor to p38 (Loomis et al., 2003). This provides a means by which these cytokines could be upregulated in the absence of full TCR signalling in
WNK1-deficient cells. IL-2 signalling is known to be sufficient for Il4 expression meaning that NFAT5-dependent expression of IL-2 could also have a knock-on effect of inducing the elevated levels of IL-4 observed in WNK1-deficient cells (Cote-Sierra et al., 2004). IL-4 in turn is known to antagonise T<sub>H</sub>1 differentiation possibly explaining the drop in IFN<sub>γ</sub> expression by WNK1-deficient cells. Elevated IL-4 expression could also be explained by suppressed ERK signalling in the absence of WNK1 activity. As previously discussed, low levels of ERK signalling during activation decrease the ratio of fos-jun/jun-jun AP1 dimer DNA binding activity resulting in activation of Il4 transcription (Li et al., 1999). Additionally, elevated autocrine/paracrine IL-2 signalling could contribute to the super-physiological levels of CD25 expressed on WNK1-deficient cells as STAT5 mediates a positive feedback loop enhancing Cd25 expression (John et al., 1999).

OXSR1 and/or STK39 also suppress activation marker expression during CD4<sup>+</sup> T cell activation in vitro. It is conceivable that WNK1 signals via these kinases to suppress activation marker expression. This would have to be tested using an inducible, constitutively active OXSR1 and/or STK39 construct. If induction of OXSR1 and/or STK39 activity in WNK1-deficient cells rescues the activation marker defect this would show that WNK1 signals via these kinases to suppress activation marker expression. It would also be interesting to determine whether the WNK1-OXSR1/STK39 signalling pathway regulates activation marker expression via its osmoregulatory function. Measuring the effect of varying medium tonicity on activation marker expression by Wnk<sup>+/−</sup>/RCE and Oxsr<sup>+/−</sup>/Stk39<sup>T243A/T243A</sup>/RCE cells could address this question. The less extreme upregulation of activation markers in OXSR1/STK39-deficient cells compared to WNK1-deficient cells suggests that WNK1 may additionally regulate activation marker expression via a parallel pathway.

The transition from G0 into G1 phase of the cell cycle is another of the earliest changes in cell phenotype induced by TCR stimulation. Titration of ZAP-70 activity results in a corresponding reduction in T cell proliferation during activation in vitro in a dose-dependent manner (Au-Yeung et al., 2014). This is due to a reduced number of cells reaching the required threshold of TCR signalling for commitment to division. It is therefore likely that WNK1 regulates cell cycle entry through regulation of ZAP-70 signalling. This mechanism of regulation of G1 entry by WNK1 fits with the fact that WNK1-deficiency dramatically reduces ERK signalling and consequently mTORC1 activity, which are the master regulators of the G0/G1 transition as
discussed in Chapter 1.9.1. Finally, activation of WNK1-deficient cells in hypotonic media rescues the G1 entry defect, as well as the TCR signalling defect, suggesting that WNK1-dependent osmoregulation is required for ZAP-70 signalling which in turn induces G1 entry. Other possibilities cannot however be excluded. This theory could be tested using an inducible ZAP-70 kinase such as the one generated by Graef et al. which takes advantage of interactions between Rapamycin derivatives and FKBP12 in order to inducibly recruit ZAP-70 to the membrane resulting in activation (Graef et al., 1997). If the reduced rate of G1 entry by WNK1-deficient T cells is caused by limiting ZAP-70 activity, expression of such an inducibly activated ZAP-70 kinase could rescue this cell cycle defect.

The reduced rate of entry into G1 partially explains the inability of WNK1-deficient cells to expand and support a class-switched antibody response in vivo. However, WNK1-deficient cells also display severe defects during progression through multiple additional stages of the cell cycle. This effect is probably not due to TCR signalling defects as ZAP-70 signalling is dispensable for CD4+ T cell division after 24 h of continuous signalling (Au-Yeung et al., 2014) and S, G2 and M cell cycle defects become apparent in WNK1-deficient T cells only at day 3.

The dramatically altered DNA profile of WNK1-deficient cell populations at day 3 of activation in vitro suggests significant dysregulation to cell cycle dynamics. The use of this readout for measuring progression through individual phases is hampered by the fact that these proportional values are entirely interdependent. EdU incorporation rate is used as a surrogate for S phase rate and shows that WNK1-deficient cells may have a ~3.5-fold reduction in DNA polymerase processivity. However, this finding is complicated by the fact that WNK1 may have effects on nucleoside uptake which could also explain reduced EdU incorporation. Total cell cycle times need to be measured by microscopy to determine empirical values for the rate of individual cell cycle phases. Nevertheless, the reduction of CTV dilution rates in WNK1-deficient cells supports the notion that there is a significant reduction to cell cycle speed in the absence of WNK1 activity.

S and G2 delays are characteristic of DNA damage checkpoint activation. However, it seems there is no significant increase in DNA damage in WNK1-inhibited cells as measured by γH2AX and p-RPA32 (S4/8). As discussed previously, γH2AX is formed in response to ATM or ATR signalling whereas RPA32 (S4/8) phosphorylation is mediated by DNA-PKcs in response to a most types of DNA
damage, including hydroxyurea-dependent replication stress (Liaw et al., 2011). Despite the apparent absence of DNA damage, increased p-CHK1 (S345) can clearly be observed in WNK463-treated cells relative controls at day 3 in vitro suggesting DNA damage-independent activation of ATR is taking place. Alternatively, the increased proportion of WNK1-deficient cells in S phase at day 3 in vitro could increase the p-CHK1 signal from these samples purely due to the fact that more background replication stress and ATR activation is observed in S phase. However, the extent in elevation of p-CHK1 signal appears much greater than the increase in the proportion of WNK1-deficient cells in S phase. It would be useful to measure other ATR-dependent phosphorylation events that are normally induced at the site of DNA damage to confirm that ATR activation is occurring in the absence of DNA damage. One attractive candidate is RPA32 (S33) phosphorylation which seems to be predominantly mediated by ATR (Toledo et al., 2013). p-KAP1 levels are unaltered in WNK463-treated cells suggesting ATM is not being activated by DSBs. Quantification of other ATM-dependent phosphorylation events, such as CHK2 phosphorylation, would be useful to support this finding.

Once again, the osmoregulatory function of WNK1 could be used to explain ATR activation and dysregulation of S and G2 progression in WNK1-deficient cells. Osmotic shock is well known to induce S and G2 arrest (Michea et al., 2000). Whether this is due to DNA damage is unclear and a number of different signalling pathways have been proposed to regulate this arrest (see Chapter 1.9.4). Kumar et al. found that osmotic stress, or other forms of mechanical stress, induced ATR activation in the absence of DNA damage (Kumar et al., 2014). This was characterised by localisation of ATR and ATRIP to the nuclear envelope. It would be interesting to image the localisation of these proteins in WNK1-deficient cells to examine the possibility that mechanical stress is activating ATR. Additionally, this hypothesis predicts that hypotonic conditions should be able to rescue these defects providing another way to investigate this possibility. ATR inhibition reduces the proportion of WNK1-deficient cells in G2 suggesting that in the absence of WNK1 activity ATR may enforce G2/M cell cycle arrest. However, direct measurement of the G2/M transition rate in the presence of ATRi would be needed to confirm this.

OXSR1 and STK39 positively regulate proliferation during CD4+ T cell activation. It is tempting to speculate that WNK1 promotes cell cycle progression by activating these kinases. This possibility could be investigated using a constitutively
active OXSR1 and/or STK39 construct. If the expression of these constructs rescued the WNK1-deficient proliferation phenotype this would show that WNK1 signals via OXSR1 and STK39 to promote cell cycle progression. It would be interesting to further characterise the cell cycle phenotype of Oxsr1<sup>-/-</sup>/Stk39<sup>T243A/T243A</sup>/RCE cells to determine whether these kinases also play a role in G1 entry as well as cell cycle progression.

The reduced number of WNK1-deficient antigen-specific CD4<sup>+</sup> T cells post-immunisation is due not only to a failure to expand properly but also reduced survival and/or homing. Defective homing in vivo has been clearly demonstrated by Köchl et al. and almost certainly influences the ability of WNK1-deficient cells to mount an immune response as antigen encounter in secondary lymphoid tissues is an essential step in CD4<sup>+</sup> T cell activation (Köchl et al., 2016). A significant reduction in viability in WNK1-deficient cells can be observed at day 3 in vitro suggesting increased cell death could also play a role in vivo.

As discussed in Chapter 1.8, CD4<sup>+</sup> T cell death during an immune response can be induced by withdrawal of cytokines or AICD, which involves the augmentation of cell death receptor signalling pathways. As there is an increased concentration of cytokines such as IL-2 and IL-4 that promote survival via γ<sub>c</sub> chain-containing receptors it is unlikely that cytokine withdrawal is responsible for the increased cell death observed in WNK1-deficient cultures. It is possible that elevated cytokine signalling in WNK1-deficient cells may in fact increase susceptibility to AICD as IL-2 signalling has been shown to have pro-apoptotic effects during expansion including upregulating FASL and downregulating FLIP (Refaeli et al., 1998b). TNFα, which is highly upregulated in WNK1-deficient cells, can also signal in an autocrine and paracrine manner to induce AICD (Müller et al., 2009). It would be interesting to determine whether FAS and FASL are upregulated in WNK1-deficient cells during activation, particularly in light of the fact that a number of other activation-induced cell surface receptors are upregulated. Suppression of cell death receptor signalling by NFκB during the early stages of expansion could also be defective in WNK1-deficient cells as ZAP-70 signalling is required for NFκB signalling. The key NFκB family members for survival are RELA and p52 and their nuclear import could be measured to determine whether NFκB also plays a role in WNK1-mediated survival.
Alternatively, transcriptional targets such as GADD45β could be measured as a readout of NFκB transcriptional activity.

T<sub>FH</sub> cell differentiation is essential for T-dependent class-switched antibody responses. The reduction in WNK1-deficient T<sub>FH</sub> cells <i>in vivo</i> relative to controls is mainly due to reduced proliferation and survival as discussed above, however WNK1 also promotes T<sub>FH</sub> differentiation itself. Further investigation is required to determine the precise role of WNK1 during this process. However, T<sub>FH</sub> differentiation is highly dependent on changes to chemokine-dependent migration and Köchl et al. have shown that WNK1 activity is critical for this process. Therefore, it is conceivable that defective migration in response to CXCR5 signalling in WNK1-deficient cells is the reason why fewer of these cells differentiate into T<sub>FH</sub> cells. This theory could be tested using immunohistochemistry of secondary lymphoid tissue in order to determine whether WNK1-deficient cells are able to migrate to the B cells zone, and into the follicle, as efficiently as their WT counterparts.

In conclusion, WNK1 is involved in a great many aspects of CD4<sup>+</sup> T cell activation and function. WNK1-dependent osmoregulation is critical for ZAP-70 activation in response to TCR stimulation and subsequent G1 entry. Furthermore, WNK1 promotes progression through the other stages of the cell cycle, in part by suppressing activation of cell cycle checkpoints. Conversely, WNK1 plays a negative regulatory role during expression of cytokines and activation markers in response to TCR and CD28 costimulation. This may be because in the absence of WNK1, osmotic stress induces the expression of these proteins in a TCR-independent manner. Finally, WNK1-dependent survival, proliferation, and differentiation of T<sub>FH</sub> cells is essential to generate a class-switched antibody response <i>in vivo</i>. 
Figure 41. Model for WNK1-dependent regulation of CD4+ T cell activation. WNK1 is activated by hypertonic conditions and TCR stimulation. WNK1 signals via STK39 and OXSR1 to induce ion influx and consequently passive water influx. Water influx promotes TCR-dependent ZAP-70 activation which initiates downstream signalling and ultimately proliferation. Furthermore, WNK1 activity suppresses the activation of the ATR-dependent cell cycle checkpoint further facilitating proliferation. The mechanisms by which water influx promotes ZAP-70 activation and WNK1 suppresses ATR activation remain major outstanding questions. In this model the author has indicated that WNK1 signalling via OXSR1 and STK39 prevents ATR activation, but additional experiments are required to show that this is the case. WNK1 signalling via STK39 and OXSR1 also suppresses activation marker expression through an unknown mechanism that requires further study.
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