Facebook’s Exploitative and Exclusionary Abuses in the Two-Sided Market for Social Networks and Display Advertising

Abstract

The German Facebook case has directly addressed the contentious interplay between data protection and competition law for the first time. The Bundeskartellamt’s theory of harm, which directly linked privacy violations to the strengthening of Facebook’s market power, proved controversial: it elicited strong criticism from the appeals court, but then was partially endorsed by the Bundesgerichtshof (German Federal Supreme Court). This article shows that an enforcement action against Facebook under Article 102 TFEU need not be controversial. We present empirical evidence confirming that Facebook’s ‘envelopment by privacy policy tying’ strategy exploits consumers, as it causes clear consumer harm on the market for social networks in the form of lack of choice and degradation of quality. In turn, such consumer harm on the ‘free’ side leads to a weakening of the competitive market structure and foreclosure of competitors on the ‘paid’ market for display advertising and other adjacent markets. This strategy falls neatly within the scope of Article 102 TFEU, irrespective of whether it also violates EU data protection law. In addition, the enveloping by privacy policy tying forms part of an overall anti-competitive strategy over which the Commission can assert jurisdiction and prosecute as a single and continuous infringement.

I. Introduction

On 6 February 2019, the Bundeskartellamt (‘BKA’) issued a decision finding that Facebook had abused its dominant position in the German market for social networks (the ‘BKA Decision’). The BKA Decision was based on the German equivalent of Article 102 TFEU. It constituted the first attempt by a national competition authority in the EU to address the interface between data protection and competition law. It showed how data-driven firms like Facebook gain and amass market power in multi-sided markets where consumers pay no monetary price, but instead pay with their personal data, the fundamental raw material that advertising-funded platforms require for the successful operation of their revenue-making segment (that is, targeted advertising). The BKA’s theory of harm proved controversial, eliciting a substantial amount of commentary both in support of and in disagreement with the BKA’s approach. On 26 August 2019, the

1 Decision in Case B6-22/16, Verwaltungsverfahren GEM § 32 ABS. 1 GWB.
2 German Act against Restraints on Competition, s. 19(1).
Oberlandesgericht Düsseldorf (the ‘Düsseldorf Court’) overturned the BKA Decision involving an order of suspensive effect, levelling strong criticisms against the BKA’s approach. However, on 23 June 2020, the Bundesgerichtshof (the ‘Federal Supreme Court’) upheld the BKA’s prohibition decision against Facebook by summary proceedings. The Federal Supreme Court confirmed the BKA’s findings that Facebook holds a dominant position in the German market for social networks and has abused that dominant position, although based on reasons other than those the BKA relied upon.

This article explores the key aspects that should lie at the centre of a competition enforcement action against Facebook under Article 102 TFEU, based on empirical evidence showing consumer harm. It uses the German Facebook case as a point of reference, but relies on a different theory of harm: ‘envelopment by privacy policy tying’, a strategy whereby a dominant platform (the ‘enveloper’) links its privacy policies in one platform market (the origin market) and another platform market (the target market) to extract users’ consent to the combination of their data generated in both markets for commercial purposes. The BKA found that data protection law infringements, including privacy violations, were directly linked to the strengthening of Facebook’s market power. While it is important to have a proper understanding of the dynamics and structure

7 Judgment of the Bundesgerichtshof in Facebook v Bundeskartellamt, KVR 69/19 (23 June 2020) (the ‘Federal Supreme Court Judgment’) <https://juris.bundesgerichtshof.de/cgi-bin/rechtsprechung/document.py?Gericht=bgh&Art=en&sid=bedd4af3c9d89a4dacaa64fc85d244e9e&nn=109506&pos=0&anz=107> accessed 18 November 2020
of data-driven and multi-sided markets, including the extent to which data protection and competition law overlap, relying on a violation of data protection law is not necessary to establish an infringement of Article 102 TFEU. This article shows that Facebook’s envelopment strategy (i) has caused clear consumer harm on the market for social networks in the form of lack of choice and degradation of quality, and (ii) such consumer harm on the ‘free’ side leads to a weakening of the competitive market structure and foreclosure of competitors on the ‘paid’ market for display advertising and other adjacent markets. This envelopment strategy falls neatly within the scope of Article 102 TFEU, irrespective of whether it also breaches EU data protection law.

This article presents the results of a choice modelling exercise providing empirical evidence on the existence of consumer harm and the fact that Facebook would not be able to impose forced online tracking under competitive conditions. In turn, in agreement with the findings of the Federal Supreme Court, we show that the imposition of unfair terms allows Facebook to increase the quality and effectiveness of its data use, this being the ultimate enabler of Facebook’s ability to foreclose competitors, to the detriment of consumers. In particular, improved ad-targeting resulting from Facebook’s exploitative conduct impairs competing display advertisers’ ability and incentive to compete. As a result of Facebook’s access to additional data without proper consent, a quality gap between Facebook’s and its competitors’ advertising services emerges. Without access to similar data, whether by reason of their smaller scale, their more limited or lack of vertical or horizontal integration, or their adherence to competition on the merits, Facebook’s competitors’ ability and incentive to compete is effectively reduced. At the same time, released from effective competitive pressure, Facebook’s incentive to innovate and improve its services in the interests of consumers is greatly diminished.

Moreover, the enveloping by privacy policy tying is not a standalone form of conduct. Instead, it forms part of an overall scheme consisting of multiple forms of abusive conduct that pursue an identical aim: the strengthening of Facebook’s dominant position in the worldwide market for social networks, and the concomitant protection of its advertising revenues. Specifically, since the acquisition of Instagram in 2012 Facebook has implemented a ‘Snap up or Squash’ strategy: it buys out undertakings it considers a nascent competitive threat, or alternatively it takes active steps to prevent them from gaining scale. Whilst some forms of conduct comprising the Snap up or Squash strategy have been implemented outside the EU, they are liable to have ‘immediate, substantial and foreseeable’ effects in the internal market. Therefore, the Commission is able to assert jurisdiction to apply Article 102 TFEU to those practices. Moreover, given that all forms of conduct seek to attain the same anti-competitive aim, the Commission is entitled to view them ‘as a whole’ and prosecute them as a single and continuous infringement. The procedural advantages

18 November 2020: ‘[T]he rules of fair competition and the privacy rules can be violated by […] commercial operations on the internet. Companies with market power can use this kind of conduct to entrench their market position’.

9 Facebook is a multi-sided platform that caters to at least four sides (users, advertisers, app developers and content publishers), enabling interactions that would not be possible but for its intermediation. For the sake of simplicity, in this article Facebook will assessed as if it were a two-sided platform, connecting the users of its social network with advertisers. For a good overview of multi-sided platforms, see David S. Evans, ‘Some Empirical Aspects of Multi-Sided Platform Industries’, in David S. Evans (ed), Platform Economics: Essays on Multi-sided Businesses (Competition Policy International, 2011).

10 Competition and Markets Authority, ‘Online Platforms and Digital Advertising - Market Study Final Report’ (2020) 258, where the CMA presents evidence of Facebook’s exploitation of market power in the display advertising market, including “the changes over time in Facebook’s monetisation of its display platforms and how this compares with other platforms; evidence from advertisers and other third parties; and evidence of the use of defaults to change advertisers’ behaviour.”.
derived from this concept can greatly assist the Commission in the assessment of an exemplary, dissuasive fine.

The reminder of this article is structured as follows. Section II shows that data processing that is unlawful under the General Data Protection Regulation ('GDPR') 11 is not the type of conduct with which competition law is concerned. Article 102 TFEU is triggered when a dominant undertaking departs from competition on the merits, thereby impairing competition, irrespective of whether such departure breaches other bodies of law. Section III explains the first anti-competitive prong of Facebook’s privacy policy tying strategy: an exploitative abuse under Article TFEU(a) – i.e. imposition of unfair trading terms. We rely on the evolution of the social network market to illustrate that under competitive conditions Facebook would have not been able to impose on consumers onerous terms of service that enable pervasive online tracking. Also, we present the results of a choice modelling exercise which confirm that Facebook’s unfair terms both impair consumer choice and amount to a degradation of quality of the Facebook social network platform for privacy-sensitive users, whose number is substantial. Section IV clarifies the role of traditional and data-driven network effects in the two-sided market for social networks and display advertising. This explanation serves to clarify that, contrary to the Düsseldorf Court’s poor understanding of such market, the accumulation of data is well capable of raising barriers to entry. The European Commission (the ‘Commission’) and EU Courts must be aware of this reality to carry out correct assessments and impose adequate remedies in a much-needed Article 102 TFEU case against Facebook. Section V illustrates the second anti-competitive prong of Facebook’s privacy policy tying strategy: the monopolisation of target markets – such as the market for the provision of display advertising in third-party properties and the classified ads market – and the entrenchment of its dominant position in the origin (i.e. social network) market. Thus, although the sheer exploitation of consumers in the social network market is enough for the Commission to launch an enforcement procedure against Facebook under Article 102(a) TFEU, there is also enough evidence for the Commission to also pursue an exclusionary case under Article 102(b) TFEU. Traditionally, enforcement actions under Article 102(a) TFEU have been about excessive pricing, which is an excessively narrow interpretation of this provision. It is time to enforce this provision to its fullest extent. Section VI explains that the enveloping by privacy policy tying forms part of an overall scheme to protect and strengthen Facebook’s dominant position in the social networking market. Given that all forms of conduct pursue the same aim and are bound to have immediate, substantial and foreseeable effects in the EU, the Commission can readily apply Article 102 TFEU to all of them, viewed as a whole. Also, the Commission can rely on the concept of single and continuous infringement to enjoy its procedural advantages and thereby ensure effective enforcement of Article 102 TFEU. Finally, some conclusions draw up the discussion.

II. The Germany Facebook case and why Enforcement Action under Article 102 TFEU would be different

This section argues that data processing in contravention of the GDPR, as outlined in the BKA Decision, is not the type of conduct that Article 102 TFEU is called upon to address. The BKA’s Facebook case was the first attempt of a national competition authority in the EU to address the interplay between competition and data protection law, putting forward a theory of harm designed to prevent Facebook from strengthening its market power and impeding competition through the violation of users’ fundamental right to data protection. It was a commendable effort, but according to the Düsseldorf Court, the BKA went too far, effectively clashing two regulatory

frameworks into one. The Federal Supreme Court did not fully endorse the BKA’s approach either; instead it placed emphasis on the impairment of consumer choice arising from Facebook’s imposition of unfair trading terms. To avoid the tension in the BKA Decision, an Article 102 TFEU case must be concerned only with exploitative and exclusionary effects, irrespective of whether or not Facebook’s conduct violates the GDPR.

The BKA found that Facebook was dominant on the German social network market for private users, and held that the use and actual implementation of Facebook’s data policy constitutes an abuse of a dominant position in the form of exploitative business terms pursuant to Section 19(1) of the German Act against Restraints on Competition (‘GWB’, the German equivalent to Article 102 TFEU). In particular, the BKA established that the abuse consisted in Facebook making the use of the Facebook social network conditional on users agreeing to the collection of user- and device-related data off Facebook (i.e. gathered from third-party websites and smartphone and tablet apps embedded with ‘Facebook Business Tools’ or which are part of the ‘Facebook Audience Network’, as well as from Facebook-owned services such as WhatsApp, Instagram and Messenger) and the combination of that data with data saved on Facebook user accounts (i.e. data gathered on Facebook), without users’ consent. According to the BKA, ‘[t]here is no effective consent to the users’ information being collected if their consent is a prerequisite for using the Facebook.com service in the first place.’

In order to determine whether Facebook’s terms of service are exploitative and therefore abusive, the BKA relied on the VBL Gegenwert and Pechstein case-law of the Bundesgerichtshof. According to that case-law, terms are exploitative and consequently amount to an abuse within the meaning of Section 19(1) GWB where they are a manifestation of market power or superior power of the party imposing such terms. To reach a finding of abuse, it is necessary to balance all interests of the parties involved, including constitutional rights. In this context, the BKA explains that ‘Section 19 GWB must be applied in cases where one contractual party is so powerful that it is practically able to dictate the terms of the contract and the contractual autonomy of the other party is abolished’, and if a dominant company handles the constitutional rights of its counterparts, the law must step in to uphold the protection of said rights. Transposing these principles to the Facebook Case, the


13 ibid 7; Clarifying the scope of the abuse, the BKA reported that ‘private use of the network is subject to Facebook being able to collect an almost unlimited amount of any type of user data from third party sources, allocate these to the users’ Facebook accounts and use them for numerous data processing processes. Third-party sources are Facebook-owned services such as Instagram or WhatsApp, but also third party websites which include interfaces such as the “Like” or “Share” buttons. Where such visible interfaces are embedded in websites and apps, the data flow to Facebook will already start when these are called up or installed. It is not even necessary, e.g., to scroll over or click on a “Like” button. Calling up a website with an embedded “Like” button will start the data flow. Millions of such interfaces can be encountered on German websites and on apps. Even if no Facebook symbol is visible to users of a website, user data will flow from many websites to Facebook. This happens, for example, if the website operator uses the “Facebook Analytics” service in the background in order to carry out user analyses.’ Bundeskartellamt, ‘Bundeskartellamt Prohibits Facebook from Combining User Data from Different Sources’ (7 February 2019) <https://www.bundeskartellamt.de/SharedDocs/Meldung/EN/Pressemitteilungen/2019/07_02_2019_Facebook.html> accessed 18 November 2020.

14 See fn 12, above.

15 ibid 8.
BKA assessed the ‘appropriateness’ of Facebook’s terms under data protection principles, as such terms concerned an unbalanced negotiation between Facebook, a dominant undertaking, and its users, whose constitutional rights to informational self-determination were at stake.

The BKA found that Facebook has no legal basis to collect its users’ personal data off Facebook and combine such data with data collected on Facebook.com for the following reasons: (i) there is no effective user consent pursuant to Art. 6(1a) GDPR; (ii) the processing is not required for the fulfilment of a contract within the meaning of Art. 6(1b) GDPR; (iii) a comprehensive assessment of Facebook’s and data subjects’ interests does not lead to the conclusion that Facebook’s legitimate interests in processing personal data outweigh the interests and fundamental rights and freedoms of the involved data subjects pursuant to Art. 6 (1f) GDPR; and (iv) none of the provisions set out in Art. 6(c-e) GDPR are applicable to the processing at hand. The BKA concluded that Facebook’s unlawful data processing was a manifestation of its market power, and that there was normative causality between the impairment of its private users’ right to self-determination and Facebook’s dominant position. In essence, Facebook’s terms of service were found abusive because, being a reflection of its dominant position, they enable Facebook to engage in unlawful data processing, thereby impinging upon its users’ fundamental right to data protection.

Whilst the BKA’s conclusion may be correct under German law, a violation of the GDPR - or of other bodies of law - is not a necessary requirement for a finding of an infringement under Article 102 TFEU. Rather, according to settled case law, an infringement of Article 102 TFEU occurs when a dominant undertaking departs from competition on the merits, thereby causing anti-competitive effects. This is the approach followed in AstraZeneca, where the EU Courts had to determine whether specific behaviour consisting in the misuse of the patent system infringed Article 102 TFEU. Noting that Article 102 TFEU bans dominant undertakings from eliminating competition through ‘methods other than those which come within the scope of competition on the merits’, the CJEU held that having recourse to highly misleading representations in order to lead public authorities into error (for the purposes of improperly obtaining exclusive rights) was ‘manifestly not consistent with competition on the merits and the specific responsibility on such undertaking not to prejudice, by its conduct, effective and undistorted competition.’

However, the CJEU also held that this conduct, in and of itself, was not enough

16 Ibid. The Bundeskartellamt holds that as far as the appropriateness of conditions agreed in an unbalanced negotiation is concerned, these decisions of the highest court apply to all other areas of the law as well [...] which includes data protection law.
17 This is on account of Facebook’s dominant position and the provision of its social networking service conditioned upon users’ consenting to personal data collection on and off Facebook, in accordance with the General Data Protection Regulation, Article 7(4): ‘[w]hen assessing whether consent is freely given, utmost account shall be taken of whether, inter alia, the performance of a contract, including the provision of a service, is conditional on consent to the processing of personal data that is not necessary for the performance of the contract.’
18 See fn 12, above. 10.
19 Ibid 11.
23 Ibid 98.
24 Ibid 105.
to constitute an abuse; rather, actual or potential anticompetitive effects were required.\textsuperscript{25} Importantly, the CJEU maintained that the illegality of abusive conduct under Article 102 TFEU is ‘unrelated to its compliance or non-compliance with other legal rules.’\textsuperscript{26}

No doubt Facebook’s market power and its ability to erect barriers to entry in the market for display advertising is due to the scope of its personal data collection practices taking place in the social network market, but whether or not these practices violate the GDPR is not in itself important for the analysis under Article 102 TFEU. The criteria that trigger the application of Article 102 TFEU would be met by proving that Facebook imposes unfair trading terms on consumers and avails itself of such terms to enjoy a data advantage that both protects its position in the social network segment and creates barriers to entry and expansion in the market for display advertising. Although the sheer exploitation of consumers on the paid said should be sufficient for the Commission to open infringement procedure against Facebook under Article 102(a) TFEU, there is enough evidence for the Commission to also pursue an exclusionary case under Article 102(b) TFEU, as shown in Section 4 below.

III. Enveloping Part 1: Exploitative Abuse in the Social Network Market

According to Eisenmann \textit{et al.}:

‘Through envelopment, a provider in one platform market [the origin market] can enter another platform market [the target market] and combine its own functionality with that of the target in a multi-platform bundle that leverages shared user relationships. Envelopers capture market share by foreclosing an incumbent’s access to users; in doing so, they harness the network effects that previously had protected the incumbent.’\textsuperscript{27}

A good example of platform envelopment is Google’s entry into the mobile operating systems market by combining Android with Google Search – two distinct platforms – with a view to \textit{inter alia} leverage the data generated by users of both platforms. Google was able to process and monetise this data through its advertising platforms, thereby funding its entry in a way that competitors could not replicate and reinforcing its position in multiple data-driven segments (e.g. search, maps, mobile OS, search and display advertising).

Platform envelopment can take different forms,\textsuperscript{28} including by ‘privacy policy tying’, a strategy Facebook has relied upon to cement and protect its dominance in the social network market and leverage its market power onto other data-driven markets. In particular, after monopolising a multi-sided market where user data is monetised (the ‘origin’ or ‘social network’ market), Facebook has profitably enveloped other platform markets with overlapping users (the ‘target’ markets\textsuperscript{29}) by tying its privacy policies in all such platform markets in order to (i) extract users’ consent so that

\begin{footnotesize}
\textsuperscript{25} Ibid,112. The CJEU held that the anticompetitive effect ‘does not necessarily have to be concrete, and it is sufficient to demonstrate that there is a potential anti-competitive effect (see to that effect TeliaSonera Sverige, paragraph 64).’

\textsuperscript{26} Ibid 132.


\textsuperscript{28} See Daniele Condorelli and Jorge Padilla, ‘Harnessing Platform Envelopment in the Digital World’ [2020] SSRN Electronic Journal, 9

\textsuperscript{29} These markets include \textit{inter alia} the market for the provision of display advertising in third-party websites and apps (through the Facebook Audience Network), the classified ads market (Facebook Marketplace), the online gaming market (Facebook Gaming), the retail banking market (Facebook Pay) and the online dating market (Facebook Dating).
\end{footnotesize}
it can combine the data the common users generate and (ii) monetise such data advantage in the origin market where it is dominant.

Whilst platform envelopment strategies need not be anti-competitive, Facebook’s privacy policy tying causes consumer harm and distorts competition. In this Section, we show that Facebook’s conduct amounts to an exploitative abuse under Article 102(a) TFEU consisting of the imposition of unfair trading terms on consumers. In particular, we illustrate that Facebook’s dominance has enabled it to impose trading conditions which are significantly more onerous than those that would prevail under conditions of effective competition (A). Then, we provide conclusive evidence – i.e. the results of a choice modelling exercise conducted on a recent and rich sample of German social network users – of clear consumer harm arising from the imposition of said unfair terms in the form of lack of consumer choice and degradation of quality (B). The foreclosure effects of Facebook’s strategy are detailed in Section 4 below.

III.1 Unfair Trading Terms – the Counterfactual

Harm to the competitive process is not a requirement that must be met for the application of Article 102(a) TFEU. Rather, direct damage to consumers enabled by dominance is what matters. While exploitative abuses do not involve a restriction of competition per se, they are nevertheless the outcome of an exercise of market power unrestrained by effective competition. In the absence of a restriction of competition strictu sensu, ‘the harm addressed is still competitive harm in the form of prices significantly and persistently above the competitive level or, more rarely, trading conditions significantly and persistently more onerous than those that would prevail under conditions of effective competition.’

If it is claimed that Facebook is exploiting its users by imposing trading terms affording a level of data protection that is inferior to that which would prevail under competitive conditions, then the ‘competitive level’ of privacy (i.e. the counterfactual) must be identified. To this end, one can rely on the evolution of the social network market since its inception. As we explain in detail elsewhere, the history of this market is fraught with examples of privacy intrusions that Facebook had to abort or conceal with deception to avoid consumer switching, when competitive pressure was still exerted upon it. When Facebook’s dominance was entrenched, however, such intrusions became the norm.

At the time Facebook entered the social network market (2004) MySpace was the market leader. By 2006, MySpace became the most visited website in the US, and the biggest US Internet companies at the time (Google, Yahoo and AOL) had all launched competing services in a bid to convince MySpace’s over 108 million users to switch. The market, however, had not reached the

---

30 For example, consumers may experience lower transactions costs when enveloped products are sold by a single firm.
32 Cf Nazzini, fn 4, 4.
tipping point yet, and MySpace’s open design, which was increasingly blamed for sexual predation, suicides and other unfortunate incidents, provided newcomers and competitors with an opportunity to launch a successful challenge against the then incumbent. Facebook fully embraced that opportunity. Whilst MySpace featured an open architecture where anybody could join, Facebook’s network was closed, as it required new users to use their real names and to validate their identities with a university (.edu) email address. These privacy features made Facebook ‘fundamentally different from just about everything else that had come before on the Internet, including Friendster and MySpace.’ MySpace allowed users to choose between making their profiles accessible to either the ‘public’ or to ‘Friends only’. Facebook, conversely, had privacy options that allowed users to determine exactly who could see their information (for example, current students, people in their class or only people in their residential house, and later on ‘No one’, ‘Friends’, ‘Friends-of-Friends’ or a specific ‘Network’). Moreover, whilst MySpace user profiles were by default publicly accessible to anyone, Facebook user profiles could not be made public to all users. In this way, Facebook addressed the mounting privacy concerns surrounding MySpace to offer a ‘more exclusive, secure and trusting environment,’ representing itself as a secure, privacy-driven alternative social network.

Facebook embodied its commitment to privacy in a short, easy-to-read privacy policy, carefully drafted to elicit consumer trust. Crucially, whilst explaining Facebook’s data collection practices

---

35 In 2007 the market was highly competitive, with many social networks striving to displace MySpace, including LiveJournal, LunarStorm, AsianAvenue, Cyworld, Ryze, Fotolog, MiGente, BlackPlanet, Friendster, Skyblog, Xing, Hi5, Orkut, Dogster, Flickr, MiXi, Hyves, Yahoo 360, Bebo, Windows Live Spaces and Facebook. See Danah Boyd and Nicole Ellison, ‘Social Network Sites: Definition, History, and Scholarship’ (2007) 13 Journal of Computer-Mediated Communication 210, 212.


39 Facebook started allowing only participants with a university (.edu) email address. High school and corporate networks were subsequently allowed in 2005, and then in September 2006 Facebook was opened to the general public. However, ‘[t]he change to open signup did not mean that new users could easily access users in closed networks - gaining access to corporate networks still required the appropriate .com address, while gaining access to high school networks required administrator approval.’ See, Boyd and Ellison, fn 35 above, 218.


41 Boyd and Ellison, fn 35, 213.

42 Kirkpatrick, fn 40, 31.


45 Boyd and Ellison, fn 35, 218.

46 The Economist, fn 34.

47 The privacy policy was under 1000 words long, and stressed Facebook’s commitment to privacy in its opening sentence: ‘Because we want to demonstrate our commitment to our users’ privacy, we will disclose our information and privacy practices below.’ See Facebook Privacy Policy
with a reasonable degree of detail, the privacy policy enshrined Facebook’s commitment not to interfere with its users’ privacy with the aid of tracking technology (i.e. cookies). Facebook’s privacy-centred approach, as disclosed in its privacy policy, was instrumental to its successful market penetration, given that numerous studies commissioned at that time revealed that Internet users were (already) concerned about online privacy. By 2007, however, Facebook’s growth began to slow down. To reverse this trend, Mark Zuckerberg created the ‘growth team’, which would use data analytics to increase consumer engagement. The growth team was entrusted with developing a deep understanding of user behaviour to re-engineer the site. They had a simple aim: more users and more of their time. This aim was extremely reliant on user data, gathered through the tracking of users’ activities online. Data analytics proved effective: Facebook reached 145 million users in 2008, year in which MySpace’s number of users began to rapidly decline. Yet, Facebook’s newly gained incentive to track user behaviour clashed with its original privacy-driven approach and users’ privacy preferences. From this point on, Facebook progressively back-tracked from its privacy-centred approach. Firstly, it launched the advertising solution ‘Beacon’, which enabled Facebook to track both users and non-users across the Internet, without their consent. Later on, Facebook launched the ‘Like’ button and other ‘Social plugins’, which were also secretly used to track users. When privacy-intrusive features were uncovered, a consumer backlash ensued. Fearing consumer switching at times the social network market was still competitive, Facebook blatantly denied its privacy violations.

However, when Facebook’s dominance was cemented, the fear of consumer switching disappeared. In June 2014, empowered by over 1.31 billion monthly average users and

---

48 Ibid. ‘We do not and will not use cookies to collect private information from any user.’

49 For example, a March 2000 BusinessWeek/Harris Poll showed that 86 percent of users wanted a web site to obtain opt-in consent before collecting users’ names, address, phone number, or financial information. The same poll showed that 88 percent of users supported opt-in as the standard before a web site shares personal information with others. See Electronic Privacy Information Center, ‘EPIC - Public Opinion on Privacy’ accessed 18 November 2020; Similarly, a 2001 survey conducted in the US found that 67 percent of Americans identified online privacy as a big concern. John Schwartz, ‘Giving Web a Memory Cost Its Users Privacy’ The New York Times (4 September 2001)

50 Hannah Kucher, ‘How Facebook Grew Too Big to Handle’ Financial Times (28 March 2019)

51 Ami Sedghi, ‘Facebook: 10 Years of Social Networking, in Numbers’ the Guardian (February 2012)

52 Emma Barnett, ‘MySpace by Numbers: How It Compares to Its Rivals’ The Telegraph (6 January 2011)

53 See Lovdahl Gormsen and Llanos, fn 33 above, 25–35.

To sum up, Facebook entered the social network market satisfying the latent demand for a privacy-centred social network. However, Facebook subsequently decided to follow a data-driven approach, but in a competitive market, competitive pressure prevented Facebook from successfully implementing user tracking. Yet, as the social network market became less competitive, Facebook progressively backtracked on its privacy commitment, concealing this change of heart with deceptive statements aimed at retaining user trust. Then, after the majority of Facebook’s competitors exited the social network market and Facebook dominance was entrenched, Facebook forced consumers to accept exactly what it promised not to do to successfully penetrate the market, that is, to track users off Facebook as a precondition to using its social networking service.

The evolution of the social network market presented above allows to determine the ‘competitive level’ of online privacy on it. That ‘competitive’ level of privacy is no other than the level of privacy protection afforded by the market leader when it was constrained by competitive pressure, that is, a scenario where consumers were not bound to agree to be tracked off Facebook for advertising purposes as a precondition to use its social networking service.

III.2 Consumer Harm – Lack of Consumer Choice and Choice Modelling Exercise

The imposition of unfair trading terms by Facebook causes consumer harm in the social network market in the form of impaired consumer choice and degradation of quality. Thus, Facebook’s behaviour gives rise to the type of consumer harm that Article 102(a) TFEU is meant to remedy. Empirical results from a choice modelling exercise confirm the existence of this harm.

As noted above, the Federal Supreme Court agreed with the BKA in that Facebook’s terms of service are abusive, but based on considerations other than violations of the GDPR. For the Federal Supreme Court, Facebook’s terms are abusive because they leave Facebook users no choice as to

---

56 See below Section IV.
57 Rivals such as MySpace, BlackPlanet, Yahoo’s 360, Bebo and Friendster had already exited the market, and Facebook had already acquired its closest competitor, Instagram.
- whether they want to use the network with a more personalised user experience, which is associated with potentially unlimited access to characteristics of even their ‘off-Facebook’ Internet browsing behaviour through Facebook, or
- whether they only want personalisation based on the data they disclose on facebook.com themselves.\(^{60}\)

In short, the essence of Facebook’s exploitative abuse is that Facebook’s ‘personalised user experience’ amounts to an ‘extended service’ that is imposed on consumers: consumers must accept access by Facebook to their ‘off-Facebook’ data, irrespective of whether the extended service is worth the consideration.\(^{61}\) If competition in the market for social networks were working properly, the Federal Supreme Court reasoned, a more privacy-friendly option would be on offer.\(^{62}\) In particular, ‘the social networking market would provide a service that would take account of user preferences for greater autonomy in providing data that broadly reflects their overall use of the Internet, and would give users the choice as to whether they want to use the network with a more intensive personalisation of the user experience, such as based on the processing of “off-Facebook” data, or whether they only want to agree to personalisation based on data that they disclose when using the platform operator’s network.’\(^{63}\) Users for whom the extent of data disclosure would be an important decision criterion could make use of this offer.\(^{64}\)

The preponderant role the Federal Supreme Court gave to the concept of consumer choice is in line with consistent case-law by the EU Courts where the reduction in the choice opportunities that are available to consumers was decisive to reaching a finding of an abuse of a dominant position. For example, in France Telecom, a case on predatory pricing, the CJEU held that the lack of possibility of recoupment of losses is not sufficient to prevent the dominant undertaking from reinforcing its position, given that following the exit from the market of one or more competitors, the degree of competition existing on the market ‘is further reduced and customers suffer loss as a result of the limitation of the choices available to them.’\(^{65}\) (emphasis added) Similarly, in Deutsche Telekom, the CJEU observed that the margin squeeze at hand harmed consumers when the reduction of competition exerted by competitors who are at least as efficient as the dominant undertaking result in ‘the limitation of the choices available to them’.\(^{66}\) Crucially, the availability of choices has such significance that it is not limited to final consumers. Rather, it encompasses any economic actor involved in choices of products and services offered by a dominant undertaking, including, customers, contractors or buyers.\(^{67}\)

\(^{60}\) German Federal Supreme Court (Bundesgerichtshof), fn 6).

\(^{61}\) Federal Supreme Court Judgment, fn 7, para. 97

\(^{62}\) German Federal Supreme Court (Bundesgerichtshof), fn 6.

\(^{63}\) Federal Supreme Court Judgment, fn 7, para. 87.

\(^{64}\) German Federal Supreme Court (Bundesgerichtshof), fn 6.


\(^{67}\) For example, in Michelin I, the CJEU held that “[i]n deciding whether Michelin NV abused its dominant position [...] it is therefore necessary to [...] to investigate whether, in providing an advantage not based on any economic service justifying it, the discount tends to remove or restrict the buyer’s freedom to choose his sources of supply”. Case 322/81, Nederlandsche Banden Industrie Michelin v Commission (Michelin I) [1983] ECLI:EU:C:1983:313 [para 73]; Similarly, in Deutsche Telekom, the CJEU argued that Article 102 TFEU prohibits a dominant undertaking from ‘making it more difficult or impossible for [the dominant firms]’ co-contractors to choose between various sources of supply or commercial partners’ Case C-280/08 P, Deutsche Telekom AG v Commission [2010] ECLI:EU:C:2010:603 (n 66) para para 177; Also, in Intel, the Commission argued that ‘the Intel rebates were aimed at influencing [Dell’s] choice and actually were one of the factors behind Dell’s choice, and more precisely “an important part”’. Case COMP/C-3/37990 - Intel, Commission Decision of 13 May 2009 [para 932].
In addition to consumer harm in the form of lack of choice, for privacy-sensitive consumers, a reduction in the level of data protection afforded by the products and services of a dominant player entails a degradation of quality, which is a standard category of consumer harm that results from market power. The foregoing requires that there is a segment of privacy-sensitive consumers that Facebook is harming.

Some have questioned the lack of consumer choice and the significance of privacy-sensitive consumers noted above. We disagree with these mistaken views. In order to determine Facebook users’ attitudes towards online tracking and combination of first- and third-party data by Facebook to build consumer profiles for advertising purposes, the British Institute of International and Comparative Law commissioned from Compass Lexecon a choice modelling exercise using a rich representative sample of German social network users. The results of this exercise confirm that the portion of privacy-sensitive Facebook users is substantial, and that they would prefer to have the choice not to give away their privacy unless in exchange for certain monetary incentive, which Facebook does not offer.

Choice modelling is the methodology which most closely mirrors the situation that people face in real life when choosing between products. Consumers’ decisions usually consist of a choice made from a finite set of alternatives, for example, different social networks, defined by different attributes such as the type of data they collect and how they use it. Choice modelling allows for the estimation of consumers’ willingness to pay for or to be paid to accept each attribute, or put in other words, the amount of money an individual is willing to pay for, or for which he/she is willing to accept a given attribute. In the choice modelling experiment concerning the German social network market, 1002 respondents were given a number of choices to assess and quantify their willingness to accept the use of their data in exchange for better targeted advertisement.

In each choice experiment, respondents were given a choice of five alternatives, each depicting a different social network. As seen in Figure 1 below, social networks differed along a number of attributes.
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69 For example, the Düsseldorf Court argued: “The fact that the use of the Facebook network is linked to the consent to the use of additional data does not mean a loss of control on the part of the user and does not constitute a predicament for the user. It merely makes it necessary to balance the advantages resulting from the use of an advertising-financed (and thus free) social network against the consequences associated with the use of the additional data by Facebook. The user can make this assessment uninfluenced and completely autonomously according to his personal preferences and values.” (emphasis added). See fn 5, Düsseldorf Court Judgment, (3.1) p. 10. This argument is mistaken for two reasons. First, the information asymmetries and impediments to rational-decision making affecting the choices of online users are well-documented. See José Tomás Llanos, ‘A Close Look on Privacy Protection as a Non-Price Parameter of Competition’ (2019) 15 European Competition Journal 225, 13–17; Lovdahl Gormsen and Llanos, fn 33, 55–61. Second, Facebook offers neither choice as to the extent to which users are tracked nor monetary compensation in this connection.


Firstly, the network may collect first-party data, third-party data or both first- and third-party data. Secondly, the network may combine first- and third-party data to create user super-profiles. Thirdly, the network may offer no targeted ads, low-quality targeted ads or high-quality targeted ads. Fourthly, the network may not sell data to third parties, sell aggregated data (so no individual can be identified) or disaggregated data. Fifthly, users may be given the possibility to either opt-out or opt-in to data collection. Lastly, the network may not pay any sum for network use or pay a monthly fee ranging between €5 and €100.

As illustrated in Figure 2 below, respondents were presented with five alternatives, and were asked to select their most preferred one from amongst them. 100 different sets with combinations of 5 alternatives featuring different combinations of attributes were designed using the general method for efficient choice designs (“ChoiceEff” SAS macro) developed by Zwerina et al. As each respondent faced 5 out of these 100 different sets. Specifically, respondents were asked to choose their most preferred alternative for each of these 5 sets.

Each set contained a privacy-friendly alternative (the ‘fifth alternative’) depicting a social network which only collects the first-party data necessary to provide its social networking services, which are of the same quality as those provided by the alternative networks. The data collected is not used for the delivery of targeted ads and/or sold to third parties, and this network does not pay monetary incentives. The other four alternatives varied across choice sets. For example, in these other alternatives the social network always collects first-party data necessary to provide its services, but may also collect third-party data. Third-party data can be combined with first-party data to create user super-profiles. In turn, the collected data may be used for the provision of – high or low quality - targeted ads and/or to be sold to third-parties (in either aggregated or disaggregated form). These alternatives may also include monetary incentives for users.

Figure 2. An Example of Choice Experiment
On average, respondents disliked networks which collect third-party data; combine first- and third-party data to create super-profiles; show low-quality targeted ads; and sell data in either aggregated or disaggregated form. Importantly, respondents preferred a social network which does not collect more first-party data than strictly necessary to provide its social networking services, and required monetary compensation for any other option. In particular, as seen in Table 1 below, the average respondent was willing to accept €43.15 per month to allow the social network to collect third-party data; €23.51 per month to allow the social network to create user ‘super-profiles’; €22.80 per month to allow the social network to display low quality targeted ads; €27.78 per month to allow the social network to sell disaggregated data to third parties; and €18.37 per month to allow the social network to sell aggregated data to third parties. The average respondent was indifferent between a social network which only collects and sells data if users “opt-in” and another one where data is collected and sold unless users “opt-out”.

The average respondent was also indifferent between a social network that displays high-quality targeted ads and one which does not display any ads.

Table 1. Estimated Willingness to Accept for each Relevant Attribute

---

73 This sheds light on the fact that the ‘notice and consent’ mechanism embedded in the GDPR does not work in practice, as consumers understand they have no control over their personal data to begin with.
Crucially, as seen in Table 2 below, the average respondent was willing to accept a whopping monthly sum of €150.38 to become indifferent between a privacy-preserving social network (the ‘fifth alternative’) and a social network that engages in practices such as those championed by Facebook - i.e. collection of first- and third-party data, combination of that data to create user ‘super-profiles’, selling of disaggregated data to third parties and affording users the right to opt-out instead of opting-in (‘social network 1’).

Table 2. Average Willingness to Accept a Social Network affording Limited Privacy (‘Social Network 1’)

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Level</th>
<th>Relative to</th>
<th>Estimated WTA (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source of collected data</td>
<td>3rd-party data</td>
<td>1st-party data</td>
<td>43.15 €</td>
</tr>
<tr>
<td></td>
<td>Superprofile</td>
<td>No Super-profile</td>
<td>23.51 €</td>
</tr>
<tr>
<td>Type of targeted ads</td>
<td>High quality</td>
<td>No targeted ads</td>
<td>3.48 €</td>
</tr>
<tr>
<td></td>
<td>Low quality</td>
<td></td>
<td>22.80 €</td>
</tr>
<tr>
<td>Type of data sold to 3rd parties</td>
<td>Disaggregated data</td>
<td>No data is sold to 3rd parties</td>
<td>27.78 €</td>
</tr>
<tr>
<td></td>
<td>Aggregated data</td>
<td></td>
<td>18.37 €</td>
</tr>
<tr>
<td>Type of consent</td>
<td>Opt-in</td>
<td>Opt-out</td>
<td>-0.02 €</td>
</tr>
</tbody>
</table>

Overall, the respondents’ stated willingness to accept above shows that the average Facebook user is dissatisfied with Facebook’s user tracking and combination of data from different sources, and consequently would like to be able to choose between a ‘highly personalised’ social networking experience (i.e. the ‘extended service’ pointed out by the Federal Supreme Court) and another where they are able to disclose less personal data. Indeed, more than 90% of the respondents
demanded a positive monetary incentive to relinquish this choice. Moreover, the positive monetary incentive demanded combined with the fact that the majority of respondents disliked the ‘social network 1’ (which resembles Facebook’s modus operandi after the imposition of its unfair terms) and preferred instead a privacy-preserving social network (similar to Facebook in its early days) proves that data privacy is a highly relevant dimension of quality in social networks. Accordingly, Facebook’s imposition of unfair trading terms – which lowered the data privacy standards Facebook used to afford – can be readily equated to a degradation of quality of the Facebook social network for the substantial amount of Facebook privacy-sensitive users which had no choice but to accept such abusive terms.

IV. Barriers to Entry in Form of Data-driven Network Effects

The Düsseldorf Court considered it ‘incomprehensible’ that large volumes of data raise barriers to entry in the social network market. This Court seemed to have relied on the significance of direct network effects to undermine this notion. It maintained that the ‘fact that, and to what extent, the processing and linking of the multiple data in dispute is capable of hindering or hinders market entry by Facebook competitors is not self-evident’. In particular, the Düsseldorf Court reproached the BKA for not specifying ‘concrete additional data’ the linking and processing of which by Facebook raises barriers to entry for competing social network providers.

The Düsseldorf Court showed a very poor understanding of data-driven markets, as it assessed direct network effects without considering their interaction with indirect network effects and data-driven externalities. As a result, it failed to appreciate that the combined effect of these externalities on the display advertising market can be significant. In order to arrive at sound conclusions and impose suitable remedies capable of restoring competition, the Commission and the EU Courts must be careful not to make the same mistakes in an Article 102 TFEU case against Facebook.

Direct network effects arise where there is interaction between the users of a product, and having more users makes the product more useful and valuable for all users. In Facebook, the more users are on the network, the more attractive the network will be, since the audience with whom they can interact is larger. As a matter of fact, it is reported that every new Facebook user brings in 200 friends on average. As a result, networks with a large use base tend to grow bigger, as they attract more users, all else being equal. Conversely, indirect network effects arise where the increasing use of a product increases its attractiveness to another economic group. In Facebook, a larger number
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74 That is, a monetary incentive that made the respondent indifferent between the ‘social network 1’ and the ‘fifth alternative’.

75 The results of the choice modelling exercise are consistent with the findings of a consumer survey commissioned by the BKA that around three-quarters of German users of social media consider the (responsible) handling of data (i.e. appropriate data processing conditions) to be (very) important for the choice of a social network. See BKA Decision, fn 1, para. 427 Fn. 415, 883. However, due to the lack of competition and choice, they are bound to agree to whatever terms Facebook imposes.

76 Düsseldorf Court Judgment, fn 5, p. 34

77 Ibid. ‘The benefit of the Facebook network for its users increases with the total number of people connected to the network, because with increasing numbers of users, the communication options for each individual user increase. As a result, the market position of Facebook as a provider of a social network can only be successfully challenged if a competitor succeeds in winning a sufficient number of users in a reasonable amount of time to enhance the attractiveness of its network, which, in turn, depends on whether it can offer an attractive social network compared to Facebook.com. Therein lies the decisive hurdle to market entry.’

78 Ibid

79 Ibid, 34-35

of users attract more advertisers, since they can access a larger audience to whom they can show their ads. These two effects interact with and are fuelled by data-driven externalities, thereby reinforcing the position of Facebook relative to its competitors in the two-sided market for social networks and display advertising.

In particular, larger volumes of data lead to data-driven economies of scale. Based on the data gathered from user-generated content and users’ interactions with the platform, Facebook’s social network algorithms can increase the relevance of social network engagement, suggested friends or suggested interests that are shown to specific users. For example, the stories shown in a user’s newsfeed are determined by the user’s connections and activity on Facebook. Specifically, Facebook shows more stories of interest of a specific user that are posted by friends with whom such user interacts the most.81 Similarly, Facebook shows targeted ads based on the information it holds about users, including age, gender, location, interests and any other inferred information. The more information Facebook has, the higher the precision of ad targeting is. As the Economist has reported:

‘[t]he more users write comments, “like” posts and otherwise engage with Facebook, for example, the more it learns about those users and the better targeted the ads on newsfeeds become […] Facebook gets its users to train some of its algorithms, for instance when they upload and tag pictures of friends. This explains why its computers can now recognise hundreds of millions of people with 98% accuracy.’82

Furthermore, greater variety of data leads to data-driven economies of scope. Linked data is a source of ‘super-additive insights’ and value that are greater than the sum of its isolated parts.83 As Schepp and Wambach explain: ‘[t]he linkage of […] data [from different sources] can give companies more insights into user habits, enabling them to further improve their services and reinforce their market position. Generally speaking, the more data a company can combine, the better its chances to gain knowledge that can be used to strengthen its market position.’84 The more that users rely on Facebook’s services (such as its social network platform, Messenger, Instagram or WhatsApp) and the greater the variety of personal data on particular users Facebook has, the more personalised and more targeted its social network and advertising services are.

Also, the velocity of data processing leads to economies of speed, that is, ‘the capacity of a company to use the velocity at which a data set grows to discern trends well before others.’85 If users’ interests suddenly change as a consequence of a recent event, Facebook needs to react rapidly and adapt to the new scenario. Given its unparalleled audience, Facebook has first access to data about recent events, which enables it to update relevant content more quickly than competing social network platforms, thereby generating more traffic, more consumer engagement

82 ‘Data Is Giving Rise to a New Economy’ The Economist (6 May 2017) <http://www.economist.com/news/briefing/21721634-how-it-shaping-up-data-giving-rise-new-economy> accessed 18 November 2020; See also, fn 10, 292: ‘Facebook […] has access to valuable first-party data from users’ interactions on its social media platform. It can infer users’ likely demographic attributes, preferences and behaviours from their interactions on its leading social media platform, but also from their friends’ and families’ interactions as well. This enables Facebook to collect a greater quantity and variety of high-quality data that is useful for advertising to obtain insight on their audiences and to target advertising.’.
and consequently more data. For example, within the first twelve hours of news that David Bowie had died, thirty-five million people had one hundred million interactions about Bowie’s passing on Facebook, thereby attracting more users who were interested in this news.

Ultimately, the interaction between Facebook’s ‘traditional’ and data-driven network effects leads to a ‘virtuous cycle’: more users attract more users, generating more data; user data is used to train algorithms to improve users’ social networking experience by making their social interactions more relevant to their interests. At the same time, user data is used to create user profiles and derive valuable insights to better target advertisements, which in turn attracts more advertisers and therefore more revenues. More revenues enable Facebook to acquire firms that hold valuable datasets or may yield some type of data advantage, as a result of which Facebook can gather and process more data to improve its social networking and advertising services, thereby attracting more users and advertisers, in a positive feedback loop whereby Facebook grows bigger and bigger, and so does its market power.

Therefore, the notion that more data raises barriers to entry in the two-sided market for social networks and display advertising is actually highly comprehensible. It is clear that large volumes of data about consumers improve ad-targeting algorithms and consequently provide Facebook a competitive advantage that competitors without access to the same scale of data cannot match. The role of direct network effects as a barrier to entry cannot be analysed separate from the other externalities mentioned above. Nor can the social network market be assessed in isolation, without regard to the feedbacks involving the advertising side. Doing so inevitably leads to analytical mistakes, as proved by the Düsseldorf Court’s example of Google+.

The Düsseldorf Court observed that the amount of data was ‘obviously’ not decisive for the successful operation of a social network (and therefore could hardly amount to a barrier to entry), as allegedly confirmed by the investigation of the European Commission in Facebook/WhatsApp. In its merger decision in that case, the Commission noted that Google had a 33% share of data collection on the Internet, whereas Facebook only had 6.39%. In spite of this, Google+ was forced to leave the social network market, a fact that would confirm the inconsequential character of data in that segment. The problem with this argument is that it rests on a flawed analysis of a two-sided market that considers only one side in isolation, which is a huge mistake. The social network, which is offered at a zero-price, is what attracts users and generates the raw material (that is, data) necessary to operate the revenue-making side (i.e. display advertising). Although Google+ indeed left the market largely due to its inability to overcome Facebook’s strong network effects, Google

87 ‘And there is a virtuous cycle here: more data means better machine learning, which means better services and more users, which means more data.’ Nick Srnicek, ‘We Need to Nationalise Google, Facebook and Amazon. Here’s Why’ The Guardian (30 August 2017) <https://www.theguardian.com/commentisfree/2017/aug/30/nationalise-google-facebook-amazon-data-monopoly-platform-public-interest> accessed 18 November 2020.
88 Such as for example the Onavo app, which enabled Facebook to determine which new apps had the potential to become a competitive threat, and attempt to acquire them to prevent the possible emergence of viable challengers. See Lovdahl Gormsen and Llanos, fn 33, 76–83.
89 See Section V below.
90 Düsseldorf Court Judgment, fn 5, p. 35
has not exited any online advertising segment, where data is indispensable for ad-targeting precision. This is unsurprising, as Google has a plethora of data sources powering its advertising business. Indeed, the fact that Google and Facebook have a duopoly in online advertising is widely acknowledged, and access to vast repositories of data is universally signalled as one of the underpinnings of such market structure. Thus, the additional data gathered by Facebook through the imposition of exploitative terms on consumers can indeed raise barriers to entry in the display advertising side of Facebook’s two-sided market, irrespective of the unsuccessful attempts of another data-driven behemoth to penetrate the social network segment. The Federal Supreme Court shares the same understanding. According to this Court, ‘[t]he attractiveness of the Facebook service offer made available to advertising customers increases with the quality and quantity of the data provided [by users].’ The failure of the Google+ social network, on the other hand, only serves as support to the conclusion that ‘good access to competition-relevant data is not sufficient to compensate for the lack of sufficient direct network effects.’

Lastly, in view of the dynamics of big data, a requirement to specify the ‘concrete data’ the processing and linking of which hinders market entry amounts to a probatio diabolica. The value of data derives from the insights it is possible to extract from analysing the data rather than from the data itself. The analysis of big data, performed through algorithms and advanced data processing techniques (i.e. big analytics), is valuable to the extent that it allows for specific patterns to be found and new correlations to be made between several datasets from different sources, as a result of which new information can be deduced or inferred, and trends and behaviour can be accurately predicted with astonishing precision. The more data is available for processing, irrespective of its apparent significance or value, the higher are the chances to obtain unexpected and potentially valuable information. Accordingly, specific data leading to a particular advantage can be hardly singled out. What truly matters in the assessment of whether data raises barriers to entry is the extent to which the data in question reinforces data-driven economies of scale, scope and speed, thereby eliciting more value. Given that the abusive terms gave Facebook access to very large volumes of additional data, it is difficult to dispute that such terms fuelled the aforementioned data-driven externalities, thereby strengthening its market position.

V. Enveloping Part 2: Exclusionary Abuse in the Display Advertising and Related Markets

Facebook’s enveloping strategy has caused foreclosure effects in the origin and enveloped markets, leading to market structures with fewer competitors. Specifically, through the privacy policy tying, Facebook ensures that users of the origin (i.e. social network) platform grant access to data generated in the target platforms, thereby allowing Facebook to combine the data generated from
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92 See fn 106 below.
93 Federal Supreme Court Judgment, fn 7, para. 43
94 Ibid, para. 95
99 See below text accompanying footnote 112.
all the platforms without the need for additional consent. As a result, Facebook obtains an insurmountable data advantage which competitors in the social network, display advertising and other enveloped markets cannot possibly replicate. This type of privacy policy tying is profitable because it allows Facebook to offer a better service – i.e. better matching between users and between users and advertisers – in the origin market, also shielding this market from entry. This strategy falls neatly within the definition of exclusionary abuse set out by the CJEU in Post Danmark I:

‘[exclusionary abuse is] conduct of a dominant undertaking that, through recourse to methods different from those governing normal competition on the basis of the performance of commercial operators, has the effect, to the detriment of consumers, of hindering the maintenance of the degree of competition existing in the market or the growth of that competition.’

Firstly, accessing data and obtaining other advantages through the imposition of unfair trading terms on consumers can hardly constitute ‘normal competition’ or competition on the merits. This conclusion is reinforced by the fact that such terms violate EU data protection law, a circumstance that can be taken into account as an element of context in the overall assessment of the abuse.

Secondly, the imposition of Facebook’s exploitative terms has led to three types of anti-competitive effects, one felt across the whole of the display advertising market, one suffered by content publishers only, and one suffered by different players in adjacent data-driven markets which have become the target of Facebook’s enveloping strategy. The first one is that identified by the BKA: the additional data that Facebook was able to amass by imposing unfair terms on consumers enabled it to enrich its user profiles and thereby refine its ad-targeting algorithms, to the detriment of competing suppliers of display advertising that cannot match Facebook’s unparalleled audience and data advantage. The additional data does not have to be unique or

100 Condorelli and Padilla, fn 28, 30.
101 ibid.
102 Case C-209/10, Post Danmark A/S v Konkurrenceradet (Post Danmark I) [2012] ECR I-0000 [22–24].
103 Lovdahl Gormsen and Llanos, fn 33, 44–50; Bundeskartellamt, ‘Case Summary - Facebook, Exploitative Business Terms Pursuant to Section 19(1) GWB for Inadequate Data Processing’, fn 12, 10–11.
104 Autorité de la Concurrence and Bundeskartellamt, ‘Competition Law and Data’ (2016) 23.
105 Apart from other advertising-funded social network platforms like Twitter and Snapchat, content publishers, such as the news and entertainment websites, are Facebook’s competitors in the display advertising market, as they all compete for user’s attention, data and advertising revenues.
106 Access to large audiences and unparalleled volumes of data are identified as the main underlying causes of the Google/Facebook duopoly in online advertising. The Autorité de la Concurrence recently observed: ‘[the majority of publishers, advertisers and advertising service providers expressed [...] that Google and Facebook form a duopoly in the online advertising sector that captures most advertising revenue and growth in the sector. Some feel that there will be less and less competition in the sector in the future. A significant number of players underlined the competitive advantage of having large audiences from the services provided to internet users. This enables Google and Facebook to sell advertising inventories and capitalise on huge volumes of data.’ Autorité de la Concurrence, ‘Opinion No. 18-A-03 of 6 March 2018 on Data Processing in the Online Advertising Sector’ (2018) 36 <http://www.autoritedelaconcurrence.fr/doc/avis18a03_en_.pdf> accessed 18 November 2020; The Cairncross Review arrived at similar conclusions: ‘Publishers gather user data from their own sites, including login data for their subscribers, but this pales in comparison to the power of online platforms, which have a rich set of user data giving them significant advantage over others in the market.’ ‘The Cairncross Review - A Sustainable Future for Journalism’ 62; Numbers lend support to these contentions. In Q1 2016 US online ad revenues ‘hit a record-setting high at nearly $16 Billion’. However, it was estimated that
qualify as an ‘essential facility’. As Nazzini observes, it is sufficient that ‘the “data asymmetry” that the unlawful conduct creates hinders “the maintenance of the degree of competition existing in the market or the growth of that competition”, that is, that the “data asymmetry” has a likely foreclosure effect.’

In the 2014 Facebook/WhatsApp merger decision, the Commission observed that the majority of Facebook’s advertising customers placed a high value on Facebook’s advertising services, not least due to its highly engaged user base and ad targeting opportunities, which generally leads to a higher return on investment. Given that the more data about users Facebook can access, the greater its ad targeting opportunities are, by enlarging the universe of Facebook’s data sources, the imposition of Facebook’s unfair terms on consumers dramatically hindered the maintenance of the degree of competition existing in the display advertising market. After such terms came into force, Facebook became able to follow its users across the Internet, collect data on their browsing behaviour, and accordingly derive additional inferences about their preferences, interests and even intimate details, all of which could be used for advertising purposes. According to Facebook, as of April 2018, the Like button appeared on 8.4 million websites, the Share button on 931,000 websites covering 275 million webpages, and 2.2 million Facebook pixels had been installed on websites globally. Based on those numbers, it can be safely assumed that the additional data Facebook has been able to gather and process after the imposition of its unfair terms is of an impressive magnitude, and on account of data-driven externalities and feedback effects, of great significance for the improvement of its ad targeting precision.

The Federal Supreme Court agreed with this view, noting that Facebook’s terms of use are ‘likely to hinder competition.’ In particular, this Court held that ‘competition concerns arise from the


107 Nazzini, fn 4, 7.

108 Case COMP/M7217, Facebook/WhatsApp (2014) 77, 177.

109 For example, it has been reported that Facebook’s hyper-targeted Custom Audiences feature enables advertisers to advertise so specifically that advertisers have seen their new customer acquisition costs decline by as much as 73%. See Ali Parmelee, ‘How Effective Is Facebook Advertising? The Truth About Facebook ROI’ (IMPACT, 28 February 2018) <https://www.impactbnd.com/blog/how-effective-is-facebook-advertising-the-truth-about-facebook-roi/> accessed 18 November 2020.

110 ‘Facebook has much in common with traditional forms of advertising like television and print, but the difference is companies who use Facebook have a near-endless number of data points with which to target their ads, and can show them to much narrower slices of the population.’ See Louise Matsakis, ‘Facebook’s Targeted Ads Are More Complex Than It Lets On’ (WIRED, 25 April 2018) <https://www.wired.com/story/facebooks-targeted-ads-are-more-complex-than-it-lets-on/> accessed 18 November 2020.

111 For example, a person experiencing drug abuse problems may not be inclined to post anything related to that issue on Facebook. However, if that user visits websites providing information on drug abuse and embedded with Facebook’s Plug Ins or other tracking-enabling technology, Facebook can infer that condition from the user’s browsing behaviour, and then target that user with ads on drug abuse treatments both on and off Facebook.


113 See text accompanying footnotes 81-87.

114 German Federal Supreme Court (Bundesgerichtshof), fn 6.
fact that imposing an undesired service [i.e. the personalised user experience] increases the consideration for the desired service (i.e. the use of the social network) in the form of provision of more personal data, which constitutes a significant competitive advantage in the [paid] market.\footnote{115} The Court also observed that Facebook’s market position in the market for social network can be only challenged if a competitor succeeds in gaining a sufficient number of users within a reasonable period of time to make its network attractive.\footnote{116} However, direct network effects and associated ‘lock-in effects’ prevent this from happening, thus effectively raising barriers to entry. Also, since access to data is an essential parameter of competition in both the social network and advertising markets, Facebook’s access to a ‘considerably larger database further reinforces the already pronounced “lock-in effects”’ that result from network effects.\footnote{117} This larger database enhances the possibilities of financing the social network with the advertising proceeds, which also depend on the ‘scope and quality of the available data.’\footnote{118} The Federal Supreme Court concluded:

‘The more data Facebook has at its disposal, the more accurate is the predictability of user behaviour. (…) Moreover, as each increase in the quantity and quality of the data and data analysis provided by Facebook, which is already very large in terms of the number of users, also reduces the chances of both actual and potential competitors that they can compete with this offer, there is the risk that (potential) competitors will lose the competition for advertising contracts necessary to run their network. This comes on top of the market entry barrier caused by direct network effects.’\footnote{119} In short, “because of the negative effects on competition for advertising contracts, the possibility of an impairment of the market for online advertising cannot be ruled out.”\footnote{120}

Indeed, improved ad-targeting resulting from Facebook’s exploitative conduct impairs competing display advertisers’ ability and incentive to compete. The quality gap arising from Facebook’s access to additional data through unlawful means entails that competitors’ advertising services are inevitably less attractive to advertisers. Without access to similar data, whether by reason of their smaller scale, their more limited or lack of vertical or horizontal integration, or their adherence to competition on the merits, their ability to compete is effectively restricted.\footnote{121} In turn, confronted with the realisation that they are unlikely to catch up with Facebook’s scale of data collection, their incentive to compete is reduced.\footnote{122} Ultimately, defied by virtually no effective competitive

\footnote{115} Federal Supreme Court Judgment, fn 7, para. 59
\footnote{116} Ibid, para. 93
\footnote{117} German Federal Supreme Court (Bundesgerichtshof), fn 6.
\footnote{118} Ibid.
\footnote{119} Federal Supreme Court Judgment, fn 7, para. 94. See also para. 84: ‘There is no serious doubt that the terms of use complained of would lead to an anti-competitive market outcome because they could not be expected under conditions of effective competition.’
\footnote{120} Ibid, para 96.
\footnote{121} According to the CMA, advertisers and media agencies complained to the CMA that Google’s and Facebook’s ‘unique and vast sources of data’ allows them to offer in-depth targeting options which they cannot replicate. The CMA concluded that ‘[t]he inability of smaller platforms and publishers to access user data creates a significant barrier to entry’. See fn 10, 15.
\footnote{122} ‘Though platforms and news publishers acquire data on their users from the personal information that users willingly provide, people tend to enter much more personal data for a Facebook account, for instance, than for an account with a news publisher. This data, along with data about a user’s browsing history (contained in a “cookie” in their internet browser), can be tailored for online advertising according to demographic, location, browsing and purchasing data […] Publishers will thus need to collect far more extensive information on their users, if they want to compete effectively for online advertising spend.’ ‘The Cairncross Review - A Sustainable Future for Journalism’, fn 106, 45.
constraints, Facebook faces less pressure to innovate and improve its services in the interests of consumers.\textsuperscript{123}

Facebook’s infrastructure and scale advantages further contribute to the reduction of the scope of competition on the display advertising market. As a result of its privacy policy tying, Facebook has the ability to deliver ads on its own properties (mostly Facebook and Instagram, and indirectly on messaging functionalities if ads are sent by users) and on third-party publisher websites and apps that are members of the Facebook Audience Network. The use of automatic placements on both inventories is likely to lower the overall cost of advertising campaigns,\textsuperscript{124} for which reason advertisers are likely to be more inclined to choose Facebook’s advertising services. The \textit{Cairncross Review} concluded that the position of Facebook in online display advertising, through its integrated infrastructure and ‘vast repositories of data’, is of such magnitude ‘that challengers are effectively unable to enter the market’, which may be indicative of ‘grounds for intervention’.\textsuperscript{125}

Based on the findings of the \textit{Cairncross Review}, the UK Competition Markets Authority (the ‘CMA’) launched a market study on Online Platforms and Digital Advertising.\textsuperscript{126} Many submissions to this study expressed the view that the display advertising market is not working,\textsuperscript{127} largely due to the Facebook/Google duopoly and the data advantage these players have been able to consolidate, against which content publishers cannot compete.\textsuperscript{128} This was also the CMA’s conclusion in its final report published on 1 July 2020.\textsuperscript{129}

The second type of anti-competitive effects arise from the fact that Facebook’s unfair terms gave Facebook the ability to track content publishers’ readers and visitors, and by extension the ability to undercut their value and content publishers’ pricing power over them. Consider the following example. A content publisher such as the TechCrunch attracts a well-defined audience interested in gadgets, technology and Internet trends. The TechCrunch has an interest in keeping that audience engaged with its website, so it can show them ads that are targeted to their interests and thereby make profit. However, the ability to monitor Internet users across the Web meant that Facebook could determine with precision who the members of the TechCrunch’s audience are, follow them throughout the Internet and target them with ads on any website or app other than the TechCrunch, charging a significantly lower ad serving cost than that the TechCrunch would

\textsuperscript{123} See fn 10, 129.
\textsuperscript{124} See fn 106, 55.
\textsuperscript{125} ‘The Cairncross Review - A Sustainable Future for Journalism’, fn 106, 63.
\textsuperscript{128} ‘[...] it will be extremely hard, if at all possible, for companies that only collect data in the context of a single activity (e.g., news publishers) to compete with multi-market online platforms. When it comes to digital advertising, no company seems close to match the data collection and processing abilities of Google and Facebook.’ Damien Geradin, ‘Submission to the CMA’s Study on Online Platforms and Digital Advertising’ (2019) 4 <https://assets.publishing.service.gov.uk/media/5d7274da40f0b6092f56c0de/Damien_Geradin_response.pdf> accessed 18 November 2020.
\textsuperscript{129} See fn 10, 211.
Put in other words, Facebook contributed to the commoditisation of content publishers’ most valued asset: their loyal audiences. Consequently, content publishers’ ability and incentive to compete is reduced even further: lower advertising revenues make the production of quality content more difficult, and as a result their audiences are likely to lose interest in their content offering.

Facebook may argue that its data processing practices (i.e. combination of first- and third-party data) generate efficiencies vis-à-vis the advertisers, as the combined dataset allows advertisers to run more and/or higher-quality targeted ads, resulting in higher return on investment (ROI). However, there are two trends suggesting that Facebook appropriates any alleged short-term efficiencies vis-à-vis advertisers, thereby harming them in the long run. First, Facebook has become an indispensable trading partner for advertisers, which is reflected in the exponential growth of its advertising revenues in recent years. Facebook’s annual advertising revenues went from USD 11.4 billion in 2014, the year before the implementation of its unfair terms, to USD 69 billion in 2019.

Second, and more tellingly, advertisers have very little bargaining power vis-à-vis Facebook, as shown by their inability to verify by themselves the performance of their ads on Facebook’s platforms. For example, it has been observed that on some occasions the performance of Facebook’s advertising services is overstated, which may be the consequence of over reporting the number of visitors to its platform. Similarly, it is claimed that the standards Facebook has adopted may mislead advertisers into believing that the number of consumers that have viewed their ads is higher than actually is. Indeed, Facebook has a rich history of miscalculating ad metrics. For instance, in 2017, ad videos served on the Facebook mobile app continued to play after they were scrolled out of view, and Facebook charged advertisers for the background views. Also, in 2016 Facebook admitted that it had been overstating the ‘average duration of [the] video viewed’ metric. Facebook reportedly told some advertisers that it had been ‘probably’ overstating the average time spent watching video ads by 60 per cent to 80 percent; however, a group of small advertisers claimed in a lawsuit that Facebook had instead inflated the average ad-
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watching time by 150 per cent to 900 per cent. Importantly, complaints have been made that Facebook is measuring the performance of its own advertising services whilst restricting the ability of advertisers to resort to independent third parties to this end. According to the Australian Competition & Consumer Commission:

‘the inability for advertisers to verify the delivery and performance of their ads on […] Facebook has the potential to lessen competition in the supply of advertising services. This is because it has the potential to mislead advertisers into thinking their ads perform better than they actually do. This impedes the transmission of price and quality signals in the market and encourages some advertisers to advertise on [Facebook] rather than with competing suppliers of advertising services.’

The more market power Facebook has in digital advertising, the higher it is its ability to exploit advertisers through high prices and increasing the overall cost of advertising in its platforms, thereby causing negative spill-overs that are ultimately borne by consumers. As the CMA observes, ‘if the costs of digital advertising are higher than they would be in a more competitive market, we would expect this to be felt in the prices that consumers pay for hotels, flights, consumer electronics, insurance and many other products that make heavy use of digital advertising’.

The third type of anti-competitive effects result from the leveraging of market power onto related data-driven markets. Take the example of Marketplace, a platform where buyers and sellers meet to buy and sell multiple types of items such as electronics, clothes or household appliances. There are no listing or selling fees in Marketplace, as Facebook monetises Marketplace through advertising. In particular, Facebook allows advertisers to extend their Facebook ads from News Feed to Marketplace, ‘where people actively shop’. Users see those ads alongside other relevant products in Marketplace, and if they click on the ad, they are directed to the advertiser’s website or app for more information.

As part of the process to show ads on Marketplace, advertisers must ‘implement the Facebook pixel and/or SDK’ on their websites or apps to measure the actions users take on them. The implementation of Facebook technology enables the transmission of users’ browsing data from Marketplace advertisers’ websites and apps to Facebook, and based on such data, Facebook can enhance the targeting precision of Marketplace ads. Also, Facebook can use such browsing data to enrich its user profiles to show targeted ads across Facebook, Instagram, Messenger and the Audience Network. ‘This is a direct consequence of Facebook’s privacy policy tying, which allows Facebook to track user behaviour on any website or app embedded with Facebook’s tracking technologies and social plugins. As a result, Facebook has successfully enveloped the market for classified ads, availing itself of ‘reverse economies of scope’: the data acquired in the

139 Australian Competition & Consumer Commission, fn 133, 77.
140 Ibid 79.
141 Ibid.
143 Ibid.
144 Ibid. ‘Facebook itself uses the possibility of advertising ‘across the entire Facebook family of apps and services’ as a selling point of Marketplace ads, noting that in a study they ‘found that audiences who saw impressions across Facebook, Instagram and Audience Network had conversion rates of 8x higher than audiences only exposed to a single placement on Facebook.’
enveloped market allows Facebook to improve its user matching and advertising targeting in the origin market, extracting additional surplus. In turn, by leveraging the monopoly power Facebook has on consumer attention, Facebook is able to protect its dominant position in the origin market and reinforce its position in display advertising, thereby reducing the degree of competition that already exists in these segments. As Condorelli and Padilla observe, ‘[f]ighting the enveloper in the target market may be very difficult, if not impossible, for firms which operate only in that market, even when they are as efficient or even more efficient than the enveloper.’

The universe of markets Facebook is enveloping is quickly expanding. In addition to display advertising in third-party properties and classified ads, Facebook has entered retail banking (Facebook Pay), online gaming (Facebook Gaming) and online dating (Facebook Dating). Facebook has the ability and incentive to engage in exclusionary conduct in these related segments. For instance, the Danish dating site Dating.dk has claimed that it had used Facebook’s advertising services for a long time; however, shortly after Facebook announced the launch of its own dating service in 2018, its ad requests were turned down. As the CMA observes, if Facebook engages in practices of this type, ‘existing services may be forced to exit as their businesses cease to be financially viable, reducing both consumer choice and innovation in the sector.’

VI. Facebook’s Overall Strategy: Immediate, Substantial and Foreseeable Effects in the EU and Single and Continuous Infringement

Facebook’s enveloping by privacy policy tying does not exist in a vacuum. Rather, it forms part of an overall strategy composed of different sets of abusive conduct pursuing the same aim: to protect and strengthen Facebook’s dominant position in social networking services and by extension its revenues derived from display and social advertising. In particular, since the acquisition of Instagram in 2012 Facebook has implemented a ‘Snap up or Squash’ strategy designed to maintain its dominant position by building an unassailable ‘moat’ that competitors cannot cross. In this way, Facebook secured access to valuable data to improve its social network and advertising offering, preventing any nascent threats from becoming an actual challenger at the same time (1).

Some practices comprising Facebook’s Snap up or Squash strategy were implemented outside the EU. However, as they form part of overall strategy pursuing the same aim, they are liable to have immediate, substantial and foreseeable effects in the internal market. Accordingly, the Commission can readily assert jurisdiction over said practices, assessing them in conjunction with the enveloping by privacy policy tying as a whole. In addition, as Facebook’s array of anti-competitive actions pursue an identical objective which distorts competition within the internal market, the Commission is able to have recourse to the single and continuous infringement concept to ensure effective enforcement and assess a fine consistent with the duration and gravity of Facebook’s overall plan (2).

VI.1 Snap up or Squash

When Facebook perceives the presence of a viable competitive threat, it either buys them out or block them from access to essential data they need to compete, thereby preventing them from gaining scale. This pattern of conduct is complemented by acquisitions and practices that have

145 Condorelli and Padilla, fn 28, 35.
147 See fn 10, 144.
improved Facebook’s ability to detect potential future challengers and act upon them. This Snap up or Squash strategy and the enveloping by privacy policy tying share the same objective and outcome, as they comprise an overall plan: they seek to impede entry into the worldwide market for social networks, causing market foreclosure and anti-competitive harm in the form of quality degradation and reduced choice for consumers and advertisers alike.

a. Acquisitions (Snapping up)

**Instagram**

When Facebook announced the acquisition of Instagram for around USD 1 billion in 2012, analysts readily identified the move as both offensive and defensive\(^{148}\), as it allowed Facebook to access a new large audience – and therefore more data - and prevented the emergence of a successful challenger, either on its own or merged with an actual or potential competitor.

In a recent US House of Representatives antitrust subcommittee’s hearing on antitrust issues in tech, Facebook showed a number of emails and documents from 2012 that inadvertently revealed its anti-competitive motivations behind the Instagram acquisition. The emails show that Facebook sought to acquire smaller competitors, including Instagram, Foursquare and Path, to take advantage of network effects, ‘neutralise’ competitors, and ‘buy time’ – i.e. preventing these competitors and any other newcomers from ‘getting closer to their scale’\(^{149}\).

Quickly after the acquisition, in November 2012 Facebook amended its privacy policy to gain the ability to share user information with its ‘affiliates’ (that is, companies owned by Facebook, such as Instagram).\(^{150}\) In this way, Facebook degraded Instagram users’ privacy and choice by integrating Facebook and Instagram functionalities and data to show targeted ads on either of these outlets. Accordingly, the acquisition of Instagram was instrumental to the deployment of Facebook’s enveloping by privacy policy tying.

**Onavo**

In 2013 Facebook acquired the mobile-analytics company Onavo,\(^{151}\) creator of the Onavo Protect app, which offered a number of security features including security alerts and access to a virtual private network (VPN) service. VPNs create a virtual encrypted tunnel between users and a remote server operated by a VPN service.
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Facebook portrayed Onavo as a means for users to block malicious websites, keep their traffic safe and protect their data privacy, whilst Facebook itself was accessing and analysing that traffic. The insights Facebook derived from analysing mobile traffic enabled it to identify new trends in the mobile ecosystem. For example, Facebook would get an early heads up about apps that were becoming breakout hits; it could also tell which apps were seeing slowing user growth; and it could see which apps’ new features were becoming popular. Knowledge of these trends, in turn, was the driver of some important strategic decisions and acquisitions by Facebook.

For example, Onavo helped shape Facebook’s live-video strategy. Facebook’s employees could see usage patterns for live-video apps like Meerkat and Twitter’s Periscope. Based on this knowledge, Facebook made the decision to add a live-video feature to the Facebook app in 2016. Similarly, Houseparty, an app that let groups of people hang out over video on smartphones, was quickly gaining popularity in 2016. Soon thereafter, Facebook executives approached Houseparty for meetings, to explore an acquisition. Then, two months after Houseparty advertised itself as ‘the Internet’s living room’, Facebook’s Messenger informed that it would become a ‘virtual living room’. Based on Onavo data, Facebook had spotted Houseparty’s explosive growth. After Facebook executives informed Houseparty that the conversations had not progressed, Facebook introduced a feature to the Messenger app which allowed users to see up to six people in a conversation, as compared to the eight-person rooms supported by Houseparty. Ultimately, Facebook ended up launching its own live group-chat app, Bonfire, a clone of Houseparty.

In a similar vein, internal presentations based on Onavo data depicted Snapchat as a potential threat as of April 2013. Whilst Facebook and Instagram led in US mobile apps for iPhone, Snapchat was nevertheless growing fast, reaching a 13.2 per cent market share and ranking 16. Conversely, Facebook’s Messenger had a 13.7 per cent market share, and ranked 15. Onavo data reportedly revealed to Facebook how many Snaps were sent every day on Snapchat. That year Facebook attempted to acquire Snapchat for USD 3 billion, but Snapchat’s CEO rejected the offer. After the failed acquisition attempt, Facebook decided to devote its efforts to copy the features that led to Snapchat’s initial success, including Stories (i.e. a public feed of photos and
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videos that disappear after 24 hours) and augmented reality features. Facebook initially introduced its own version of Stories on Instagram, thereby leveraging its then-user base comprised of 500 million users. Stories on Instagram elicited more traffic and user engagement, and at the same time removed the motivation for Instagram’s users to give a try to Snapchat. Instagram’s Stories quickly surpassed Snapchat’s and directly kneecapped Snapchat, the growth of which was slowed by 82 per cent at the end of 2016.

**WhatsApp**

Facebook’s CEO was reportedly highly concerned in 2013 about the prospect of a messaging app becoming a broader social network. Thus, it resorted to Onavo to track and detect potential threats, thereby realising about WhatsApp’s impressive growth and usage trends.

Onavo data showed that WhatsApp was progressively gaining market reach, surpassing apps such as Tumblr, Foursquare, Vine and Google+. Similarly, Onavo data from April 2013 showed that WhatsApp was sending 8.2 billion messages per day, largely surpassing Facebook Messenger’s 3.5 billion. Onavo data also showed that WhatsApp was outpacing Facebook Messenger in engagement time. A few months after Facebook’s acquisition of Onavo, Facebook acquired WhatsApp for around USD 19 billion.

Both the US Federal Trade Commission (FTC) and the Commission approved the acquisition. They generally saw WhatsApp as an unprofitable start-up with a large user base in a fragmented market, which would have otherwise gone under its radar had it not been for Facebook’s proposed acquisition. However, Facebook had the tools and information to determine that WhatsApp was a potential future ‘Facebook killer’.

Just as in the case of Instagram, the WhatsApp acquisition resulted in less competition, quality and choice. WhatsApp was a privacy-driven messaging service with a simple business model: the provision of free service for a year and charging an annual 1-dollar subscription fee thereafter. Facebook claimed in the merger review proceedings before the FTC and the Commission that it would not change WhatsApp’s data handling practices and would not combine WhatsApp data with Facebook data. Quickly after the acquisition, however, Facebook amended WhatsApp’s
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privacy policy to allow data to be shared with Facebook,\(^{168}\) thereby effectively limiting the options of those consumers who prefer higher levels of data protection. WhatsApp users’ phone numbers began to be shared with Facebook, which enabled the latter to run analytics on user activity and make friends suggestions based on people with whom users talk on WhatsApp,\(^{169}\) thereby enriching its social graph. Thus, the WhatsApp acquisition eliminated a viable competitive threat and enabled Facebook to implement its privacy policy tying to protect and improve its position in the social networking market and thereby secure its advertising revenues.

b. Foreclosure of input data (Squashing)

Facebook’s social graph, that is, ‘the information about one’s relationships on [Facebook] that the user makes available to the system’,\(^{170}\) is one of Facebook’s most valuable assets. To encourage app developers to write apps for Facebook, for years Facebook gave them access to its users’ social graph through the Find Friends API, an IP-protected interface which effectively allows users to connect with their Facebook friends on other apps. This interoperability permission was essential to the viability and success of social apps. This is because social apps, just like Facebook, depend on connections between people, and only Facebook knows who people’s real connections are.

However, after Facebook had gained unparalleled scale and attained a dominant position in the social network market, to protect that position, it began to deny apps it perceived as a competitive threat access to the Find Friends API, thereby impairing their growth potential.

For example, Voxer was a walkie-talkie mobile app that allowed users to talk to friends across iPhones and Android devices. In 2012 the app started to become viral, ranking in top places in the app stores. It availed itself of the Find Friends API to propel adoption and growth. Based on its growth potential it raised over USD 30 million in that year.\(^{171}\) However, in 2013 Facebook copied Voxer by adding voice messaging to its Messenger app,\(^{172}\) and two weeks later Facebook cut off Voxer’s access to the Find Friends API.\(^{173}\) Soon thereafter Facebook applied the same measure to Wonder,\(^{174}\) a then-new social search app developed by the Russian search engine Yandex which combined its own proprietary search algorithms with social network data from Facebook, Twitter,


\(^{172}\) Josh Constine, ‘Facebook Adds Voice Messaging To Messenger For iOS and Android, Tests Open Source VoIP In Canada’ (TechCrunch, 2013) <http://social.techcrunch.com/2013/01/03/facebook-voice-messaging/>.


Instagram and Foursquare, supporting searches on places, music and news.\textsuperscript{175} The same happened with Twitter's video app Vine,\textsuperscript{176} Path,\textsuperscript{177} and Circle.\textsuperscript{178}

Facebook justified these decisions on the basis of a prohibition in its Platform policy, which forbade the replication of a core Facebook functionality without permission,\textsuperscript{179} without explaining what its core functionality was, and what would happen when Facebook expanded that functionality into a new segment. Unsurprisingly, this prohibition was used for anti-competitive purposes. For example, the app Phhhoto, which allowed users to shoot animated GIFs, was cut off from Instagram's social graph soon after reaching 1 million users, and six months later Instagram launched Boomerang, a blatant copy of Phhhoto.\textsuperscript{180}

Facebook’s pattern of conduct disincetivised newcomers from developing new features that Facebook could construe as overlapping with its offering. Facebook could readily find some social features added to an app as in competition with Facebook, whereupon Facebook could swiftly cut access to its APIs. The outcome of this, again, is less innovation, competition and choice.

VI.2 Jurisdiction and Single and Continuous Infringement

The Commission’s jurisdiction to apply EU competition law has been traditionally asserted on the basis of the implementation test developed in \textit{Woodpulp}, a case on concerted practices of wood pulp producers established outside the EU whereby they fixed their export prices into the EU. Noting that undertakings could easily escape the prohibition of Article 101 TFEU if its applicability depended on the place where the agreement, decision or concerted practice was formed, the CJEU concluded that the place where the agreement, decision or concerned practice is implemented is the decisive factor to establish the Commission’s jurisdiction\textsuperscript{181}. However, the implementation test, conceived at a time at which countries’ economies were brick-and-mortar-based, has become excessively narrow and consequently outdated. As AG Whal noted in his Opinion on \textit{Intel}, in the absence of other tests, ‘various types of conduct that may well have the object or effect of preventing, restricting or distorting competition within the internal market would fall beyond the reach of those rules’\textsuperscript{182}.


\textsuperscript{177} Josh Constine and Mike Butcher, ‘Facebook Blocks Path’s “Find Friends” Access Following Spam Controversy’ (TechCrunch, 4 May 2013) <https://social.techcrunch.com/2013/05/04/path-blocked/>.


\textsuperscript{181} Case 89/85 Ahlström Osakeyhtiö and others v Commission [1994] ECLI:EU:C:1994:12 (Wood Pulp) [16].

An effects-based approach to jurisdiction is undoubtedly better-suited to the reality of global digital markets, where the effects of conduct implemented outside the EU can be readily felt within it. In *Intel*, the CJEU upheld this view. Noting that both a ‘qualified effects’ test and the implementation test aim at ‘preventing conduct which, while not adopted within the EU, has anticompetitive effects liable to have an impact on the EU market’\(^\text{183}\), the CJEU acknowledged them as standalone and alternative routes to assert the Commission’s jurisdiction\(^\text{184}\).

Some practices comprising the Snap up or Squash strategy – specially the monitoring of competitive threats and denial of access to the Find Friends API – were arguably implemented outside the EU. However, after *Intel*, there is no doubt that Commission can assess and punish these practices insofar as they are bound to have immediate, substantial and foreseeable effects in the EU\(^\text{185}\).

Importantly, when assessing whether the Commission has jurisdiction to apply EU competition law, ‘it is necessary to examine the conduct of the undertaking or undertakings in question as a whole’\(^\text{186}\) (emphasis added). It follows that in order to assess the nature of the effects of Facebook’s practices on the EU market, especially the degree to which they are substantial,\(^\text{187}\) it is appropriate to take into consideration both the Snap up or Squash and the enveloping by privacy policy tying strategies. Doing otherwise would cause an artificial fragmentation of an overall anti-competitive strategy capable of distorting competition within the EU into an array of separate forms of conduct which may escape the EU’s jurisdiction\(^\text{188}\).

Indeed, as seen in Figure 3 below, Facebook’s Snap up or Squash strategy has been a prerequisite for the implementation of the enveloping by privacy policy tying, and both components are essential complements of its anti-competitive aim. Facebook has monitored usage trends to detect potential threats, and as soon as it has identified one, Facebook has given them a binary choice: either be acquired or be squashed. After a successful acquisition, Facebook amends its services’ privacy policies to be able to combine the newly acquired firm’s data with that hoovered from its current offering, thereby degrading the privacy and choice of the acquired firm’s users. If an entrant is brave enough to resist an acquisition offer and chooses instead to compete with Facebook, Facebook either blocks access to essential inputs to compete or steals the entrant’s innovation, leveraging its user base and making even more profit that the entrant would have otherwise made.\(^\text{189}\) The prospect of becoming a target is bound to chill start-ups’ incentives to compete and innovate in segments and ways that may potentially threaten Facebook’s market power.\(^\text{190}\) As a consequence, competition and innovation levels are lowered in the areas where Facebook has presence, and Facebook’s products and services, even if inconsistent with the preferences of some consumers, become the only available options.

**Figure 3. Interplay between the Snap up or Squash and Privacy Policy Tying strategies**

\(^{183}\) *Case C-413/14 P Intel/Commission [2017] ECLI:EU:C:2017:632* [45].
\(^{184}\) ibid paras. 46-47.
\(^{185}\) ibid 49.
\(^{186}\) ibid 50.
\(^{187}\) See ibid 56.
\(^{188}\) See ibid 57.
\(^{189}\) See text accompanying footnotes 161-164
The effects of Facebook’s practices implemented outside the EU undoubtedly meet the qualified effects test’s foreseeable, immediate and substantial criteria. Firstly, it is sufficiently probable\(^\text{191}\) that Facebook’s snap up or squash strategy would either force potential entrants in the EU to sell or lower competition and innovation levels after such newcomers suffered Facebook’s active steps to copy their functionalities or prevent them from gaining scale. Secondly, since Facebook’s Snap up or Squash strategy was designed to send a clear message to the world, including the EU internal market, that anyone getting close to competing with Facebook had to either sell their business or face devastating consequences, the effects of Facebook’s conduct in the EU are both intended and immediate. And thirdly, given that to assess the substantial nature of the effects in the EU of Facebook’s practices implemented outside the EU - which form part of a successful overall strategy aimed at preserving its worldwide monopoly over the social network market and thereby protect its advertising revenues – it is appropriate to take into consideration Facebook’s conduct ‘viewed as a whole’\(^\text{192}\), the substantial character of said effects is hard to dispute. Therefore, the Commission can readily apply Article 102 TFEU to every component of Facebook’s Snap up or Squash strategy in conjunction with the enveloping by privacy policy tying.


\(^{192}\) See ibid 56.
Although some disagree with the CJEU’s approach in Intel to establish EU jurisdiction over foreign conduct forming part of an overall plan to restrict competition, it is submitted that this approach actually provides a coherent standard for the determination of Article 102 TFEU’s jurisdictional limits.

Article 102 TFEU applies when unilateral conduct may affect trade between Member States - otherwise, national law applies. In essence, the ‘effect on trade’ criterion establishes ‘the boundary between the areas respectively covered by [EU competition] law and the [competition] law[s] of the Member States.’ When assessing whether an abuse has an effect on inter-state trade, the abuse’s elements need not be appraised in isolation; rather, conduct forming part of an ‘overall strategy’ must be assessed in terms of its ‘overall impact’. Specifically,

[w]here a dominant undertaking adopts various practices in pursuit of the same aim, for instance practices that aim at eliminating or foreclosing competitors, in order for Article [102] to be applicable to all the practices forming part of this overall strategy, it is sufficient that at least one of these practices is capable of affecting trade between Member States.

If viewing and assessing conduct composed of various practices as a whole, on account of their common anticompetitive aim, is a longstanding established practice in EU competition law for the purpose of the effect on trade jurisdictional test, it makes no sense to follow a different approach in the context of the qualified effects test, another jurisdictional test designed to set the limits between EU competition law and the competition laws of non-EU jurisdictions.

Ultimately, the CJEU’s approach in Intel should be praised on two grounds. First, it brings about much-needed clarity with respect to the acceptability of the qualified effects test to ascertain the Commission’s jurisdiction. Second, and perhaps more importantly, it ensures consistency in the way to assess a dominant undertaking’s conduct composed of various practices forming part of the same overall strategy when determining whether EU competition law or the competition laws of EU member states and non-EU states apply. The Commission should avail itself of this clarity and coherence to investigate and punish Facebook’s overall anti-competitive strategy as a whole.

Moreover, given the degree to which the different forms of conduct by Facebook, as depicted in Figure 3 above, complement each other to achieve the identical objective, the Commission is able to have recourse to the single and continuous infringement concept and avail itself of its procedural advantages to facilitate the repression of Facebook’s overall anti-competitive strategy.

The concept of single and continuous infringement has been mostly employed in the context of Article 101 TFEU to ensure that infringements which consist of an array of anti-competitive practices forming part of an overall plan to restrict competition be investigated and dealt with as a whole, instead of separately. In the context of Article 102 TFEU, it serves to identify a single infringement which is essentially an exclusionary strategy based on different components. Being essentially a procedural rule, the concept facilitates enforcement and deterrence. In particular, it allows the Commission to punish conduct that extends over time. Since the end of the continuous
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infringement determines the date on which the limitation period begins to run, the Commission can address conduct that would be time-barred if considered in isolation. In turn, the ‘continuous’ nature of the infringement has an impact on its duration, which plays a decisive role in the calculation of the amount of the fine.

In order to characterise various forms of conduct as a single and continuous infringement, it is necessary to establish their complementarity in the attainment of the overall plan, taking into account any circumstance capable of establishing or casting doubt on that complementary link, including the period of application, the content and methods used, and the objective of the various actions in question.

Table 3. Facebook’s single and continuous infringement

<table>
<thead>
<tr>
<th>Content and methods</th>
<th>Period of application</th>
<th>Objective of the action</th>
<th>Outcome</th>
</tr>
</thead>
</table>
| **Snap up** – strategic acquisitions of Instagram and WhatsApp | 9 April 2012 (date of the Instagram acquisition) – to date\(^{200}\) | - Removal of competitive threats  
- Access to large audiences and more data  
- Gaining benefits from stronger (traditional and data-driven) network effects | Protection and reinforcement of dominant position in the social network market |
| **Snap up** – strategic acquisition of Onavo | 13 October 2013 (date of the Onavo acquisition) – to date\(^{201}\) | - Gaining the ability to monitor competitors, detect threats and act upon them by either attempting to buy them or squashing them (i.e. replication of innovations and blocking access to essential inputs) | Protection of dominant position in the social network market |
| **Squash** – replication of entrants’ innovations | At least 2 August 2016 (date on which Instagram implemented Stories) – to date | - Leveraging of Facebook products’ large user bases to ensure competitors’ innovations do not gain traction  
- Gaining benefits from stronger (traditional and data-driven) network effects | Protection and reinforcement of dominant position in the social network market |
| **Squash** – denial of access to essential APIs | At least January 2013 (month in which Facebook denied Vine and other apps access to its APIs) – to date | - Removal of competitive threats  
- Sending the message that the market for social networks is ‘off limits’ | Protection of dominant position in the social network market |

\(^{197}\) Council Regulation (EC) No 1/2003 of 16 December 2002 on the implementation of the rules on competition laid down in Articles 81 and 82 of the Treaty, OJ L 1, 4.1.2003, Article 25(2)

\(^{198}\) ibid, Article 23(3)


\(^{200}\) Whilst the application of Article 102 TFEU as a means to control mergers is rare, there is an important precedent that allows to do so. In Continental Can, using a teleological interpretation of the competition rules, the CJEU held that the strengthening of the position of an undertaking as a result of a merger may be an abuse and prohibited under Article 102 TFEU if it has the effects of substantially fettering competition. Case 6-72, Europemballage Corporation and Continental Can Company Inc. v Commission of the European Communities [1973] ECR 215 (n 31) para paras. 26–27 Since this abuse takes the form of consummation of mergers which remain implemented, this abuse is ongoing.

\(^{201}\) Same considerations of the preceding footnote apply.
| Squash – prohibition to copy ‘core functionalities’ | At least 25 January 2013 (data on which Facebook ‘clarified’ its Platform policy) 202 – to date | - Sending the message that the market for social networks is ‘off limits’  
- Gaining the ability to expand onto adjacent segments and squash | Protection and reinforcement of dominant position in the social network market |
| Privacy Policy Tying | November 2012 (month in which Facebook amended its privacy policy to share user data across Facebook, Instagram and other properties 203) – to date | - Ensuring access to more data  
- Ensuring benefits from stronger (traditional and data-driven) network effects  
- Removal of privacy-driven options for consumers  
- Commodification of (publisher) competitors’ loyal audiences  
- Reinforcing the ability to expand onto adjacent markets (such as classified ads, online dating and gaming) | Protection and reinforcement of dominant position in the social network market |

As can be seen in Table 3 above, the complementary link amongst Facebook’s various forms of conduct is apparent: each practice is carefully implemented to both secure exclusive access to valuable data and ensure that no potential competitor may grow to become a viable alternative social network and thereby threaten Facebook’s advertising revenues. In particular, Snap up or Squash practices seek to deter entry and deny competitors access to valuable traffic and data, whilst the privacy policy tying secures Facebook’s data advantage which competitors cannot match. As a result, competition in the social network market is eliminated, consumers have no privacy-focused alternatives, and Facebook can continue enriching its ‘super-profiles’ of Internet users to drive revenues up, improve its services and collect more data. In turn, this dynamic enables Facebook to avoid strong competition in the supply of advertising services, thereby harming advertisers. 204

By characterising Facebook’s conduct as a single and continuous infringement, the Commission can benefit from a reduction of its burden of proof and therefore face less hurdles to enforce Article 102 TFEU effectively. In particular, the Commission can assume that the infringement has not been interrupted, even if it does not have evidence of the infringement in respect of certain specific periods, provided that the different practices which form part of the infringement pursue a single aim and fall within the framework of a single and continuous infringement 205 – criteria which Facebook’s conduct largely meets. Moreover, the Commission can capture forms of conduct (such as the Snap up practices) which could be time-barred if dealt with separately and impose a fine in respect of the whole of the period of infringement (i.e. 9 April 2012 to date) - a steep, dissuasive fine on account of the duration and gravity of the infringement.

VII. Conclusions

The BKA’s theory of harm might have been contentious, but the fact remains that the underpinning of the BKA Facebook case was grounded in reality. The Federal Supreme Court shared this appreciation, noting that ‘[t]here are neither serious doubts about Facebook’s dominant

---

203 Hill (n 150).
204 See text accompanying footnotes 131-140.
position in the German social networking market nor that Facebook is abusing this dominant position with the terms of service prohibited by the Bundeskartellamt. By quashing the Düsseldorf Court’s decision, the Federal Supreme Court reset the German Facebook case in the right direction, at the same time lending support to the view that Facebook’s conduct provides a solid basis for intervention under EU competition law.

Indeed, a potential Article 102 TFEU case against Facebook is very much required to restore competition in the two-sided market for social networks and display advertising, and more generally, to curb the unfair methods through which advertising-funded platforms distort competition, to the detriment of consumers. Facebook has imposed on consumers terms of service that are significantly and persistently more onerous than those prevailing under competitive conditions. Mandatory online tracking of users, a practice highly resisted by consumers over the years, could only be imposed when Facebook’s dominance was cemented. Currently, Facebook unilaterally decides the scope of its online surveillance under its terms of service. As a result, consumer choice is impaired, as consumers cannot choose the extent to which they want their data disclosed and mined in order to have a personalised social network experience. In addition, imposed surveillance amounts to a reduction of quality of the Facebook social network for privacy-sensitive users, whose number is substantial, as proved by the results of the choice modelling exercise presented above. Inequality of bargaining power and the ability of Facebook to impose ‘give or take’ terms and conditions, so users have no choice but to accept them without any say as to what happens to their data, is an example of exploitation. If consumers reigned supreme in the social network market, they would have the choice to either give away their data without restrictions, provide data in exchange for a more restricted service, or pay to use Facebook – as opposed to being left with no choice or forced to give away their data to use a service without viable competing alternatives. Ultimately, practices by dominant undertakings whereby users are deprived of choice, Facebook is imposing unreasonable terms, which are exploitative under Article 102(a) TFEU. Traditionally, enforcement actions under Article 102(a) TFEU have been about excessive pricing, which is an excessively narrow interpretation of this provision. It is time to enforce this provision to its fullest extent, with a view to restore consumer choice in a market where the absence of a monetary price has shielded Facebook from antitrust intervention.

Importantly, the exploitation of users is directly correlated with foreclosure effects. Facebook’s abusive terms give Facebook access to additional data troves with which it fuels data-driven externalities and thereby strengthens its position in the social network/display advertising two-sided market and leverages its position onto related markets, effectively reducing the degree of competition existing therein. This conduct, which is the antithesis of competition on the merits and causes anti-competitive effects, fits smoothly into the concept of exclusionary abuse established by the EU Courts, thus also providing solid grounds for intervention under Article 102(b) TFEU. Moreover, the Commission can take advantage of the clarity and coherence brought about by Intel to assert jurisdiction over Facebook’s practices implemented outside the EU which in conjunction with the enveloping by privacy policy tying form part of an overall strategy to protect its dominant position in the market for social networks, and prosecute Facebook’s anti-competitive scheme as a single and continuous infringement. The comprehensiveness and procedural advantages of this approach carry the potential of restoring competition in markets which have no prospect of becoming contestable in the absence of effective competition enforcement.

\footnote{German Federal Supreme Court (Bundesgerichtshof), fn 6.}