Simulation of statistically accurate time-integrated dynamic speckle patterns in biomedical optics
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The simulation of statistically accurate time-integrated dynamic speckle patterns using a physics-based model that accounts for spatially varying sample properties is yet to be presented in biomedical optics. In this letter we propose a solution to this important problem based on the Karhunen-Loève expansion of the electric field, and apply our method to the formalisms of both laser speckle contrast imaging and diffuse correlation spectroscopy. We validate our technique against solutions for speckle contrast for different forms of homogeneous field, and also show that our method can readily be extended to cases with spatially varying sample properties. © 2021 Optical Society of America
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The measurement of wide-field two-dimensional time-integrated dynamic speckle patterns (2D-TIDSPs) for the purpose of blood flow measurement using inexpensive, low frame rate cameras, is a task that is performed in a variety of modalities in biomedical optics. The oldest example of this is laser speckle contrast imaging (LSCI), which was developed in the 1980s [1]. LSCI infers blood flow index (BFI) as 1/\(g_1(\tau)\), where \(K\) is the speckle contrast of a 2D-TIDSP that has been backscattered from the sample [2]. A related technique, multi-exposure speckle imaging (MESI), is based on the acquisition of a series of 2D-TIDSPs using multiple camera exposure times [3].

Diffuse correlation spectroscopy (DCS) is a modality that is able to measure blood flow at greater imaging depths than LSCI and MESI through the recovery of the field autocorrelation function, \(g_1(\tau)\). This technique is traditionally limited to single mode photon counting detection [4]; however, one group has recently demonstrated the feasibility of recovering equivalent information from multi-exposure 2D-TIDSPs through the use of the multi-step Volterra integral method (MVIM) [5]. Additionally, our group has presented a system which makes use of low frame rate camera-based detection in the Fourier domain to acquire DCS data using a heterodyne holographic detection technique [6, 7].

Diffuse speckle pulsatile flowmetry (DSPF) has recently been presented and is a technique that extends diffuse speckle contrast analysis (DSCA) from single mode to multimode detection, with a subsequent improvement in the measurement rate of deep tissue blood flow that is equal to the camera frame rate [8]. Speckle contrast optical tomography (SCOT) reconstructs 3D maps of deep tissue blood flow by utilising information from all the source-detector pairs that are detected by an array of detectors, such as that present within a camera [9].

The motivation to simulate speckle patterns has previously been put forward by Song et al. [10], who explained that simulation techniques are a useful complement to experimental investigation with regard to understanding speckle phenomena and their practical application [11–13]. Simulation is also a useful tool for evaluating data processing methods [14, 15] and for investigating the feasibility of novel applications of laser speckle.

Two techniques have been described in the literature to model the evolution of a speckle pattern between two statistically independent fully-developed speckle patterns, based on the expected properties of \(g_1(\tau)\). The first of these is the copula method [16], an empirical approach that was used [12, 14, 15] to simulate 2D-TIDSPs; however, the solutions offered by this technique do not model static scatterers and are restricted to only a few prescribed forms of \(g_1(\tau)\). The second technique is a first principles approach [10] that allows for the generation of a series of fully developed speckle patterns with corresponding spatial variations in \(g_1(\tau)\). This technique does not restrict the form of \(g_1(\tau)\) that is used, and it is also able to model static scatterers. However, we have found that integrating over time in such an evolution does not simulate a 2D-TIDSP with statistically accurate speckle contrast, the property from which sample motion may be inferred. This is because this approach does not take into account the number of statistically independent degrees of freedom (or temporal coherence lengths), \(M\), that influence a time-integrated speckle measurement [17].

Goodman employed the concept of independent degrees of freedom to generate an approximate solution for the probability density function (PDF) of a 2D-TIDSP, and also described an approach to obtain an exact solution for this problem that makes use of the Karhunen-Loève expansion of the electric field [17]. In this letter we extend this latter approach and propose new insights to simulate 2D-TIDSP images in biomedical optics. By doing so we build a robust forward model for the simulation of 2D-TIDSPs that accounts for spatial variation in \(g_1(\tau)\) (with known scatterer motion and decorrelation time), camera integration time, contributions from dynamic and static scatterers, and
the coherent transfer function (CTF) of the instrument.

We wish to evaluate the measured intensity of a 2D-TIDSP as
\[ W = \int_0^T U(t) U^*(t) \, dt, \]
where \( U(t) \), the complex valued field, is a random process that has autocorrelation function \( g_1(t) \), where \( t \) is the delay time \( t_2 - t_1 \). \( g_1(\tau) \) measures the statistical similarity of \( U(t_2) \) and \( U(t_1) \) over a measured spatial ensemble, and we use bold notation to indicate a 2D xy dependence.

We note that \( g_1(t) \) has contributions from both dynamic and static scatterers [18]
\[ g_{1d}(\tau) = a g_{1d}(\tau) + (1 - a), \]
where \( a \) is the fraction of the dynamic scattering component, and in this letter we consider
\[ g_{1d}(\tau) = \exp\left(-\left(\frac{\tau}{\tau_c}\right)^p\right), \]
for values of \( p = [0.5, 1.2] \), where \( \tau_c \) is the decorrelation time of the sample [2]. These three forms of \( g_{1d}(\tau) \) can be used to model sample motion in LSCI experiments according to scattering regime (i.e., single or multiple), particle motion type (i.e., ordered or unordered) and approximate vessel size [2, 19, 20]. Values of \( p = 1 \) and \( p = 2 \) can also be used to model Brownian and convective motion in DCS experiments, respectively, under certain conditions [11].

With a view to calculating 2D-TIDSP PDFs, Goodman showed that \( U(t) \) can be expanded into an infinite series of statistically independent and uncorrelated modes [17]. Here we extend this approach to the simulation of 2D-TIDSP images for fully polarised light, by firstly considering the inverse Karhunen-Loève expansion of \( U(t) \) on the interval \((0, T)\) into a weighted sum of basis vectors
\[ U(t) = \sum_{n=1}^{\infty} \phi_n(t) \hat{U}_n, \]
where \( \phi_n(t) \) is a set of orthonormal and complete functions, such that
\[ \int_0^T \phi_n(t) \phi_m^*(t) \, dt = \begin{cases} 1 & n = m \\ 0 & n \neq m, \end{cases} \]
and the expansion coefficients \( \hat{U}_n \) are uncorrelated modes given by \( \hat{U}_n = \int_0^T \phi_n(t) U(t) \, dt \). By design, the Karhunen-Loève expansion maximally decorrelates the expansion coefficients \( \hat{U}_n \), and thus for a zero mean process we require that
\[ E[\hat{U}_n \hat{U}_m^*] = \begin{cases} \lambda_n & n = m \\ 0 & n \neq m, \end{cases} \]

which can be achieved when the set \( \{\phi_n(t)\} \) satisfies the integral equation
\[ \int_0^T g_1(t_2 - t_1) \phi_n(t_1) \, dt_1 = \lambda_n \phi_n(t_2), \]
i.e., \( \phi_n(t) \) and \( \lambda_n \) are the set of eigenfunctions and eigenvalues, respectively, of the integral equation that has \( g_1(t) \) as its kernel [22].

Substituting Eq. 4 into Eq. 1, we have
\[ W = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \hat{U}_n \hat{U}_m^* \int_0^T \phi_n(t) \phi_m^*(t) \, dt, \]
which, using Eq. 5, simplifies to
\[ W = \sum_{n=1}^{\infty} \hat{U}_n \hat{U}_n^*, \]
and \( W \) has been expressed as the sum of an infinite number of uncorrelated and statistically independent modes. Each \( \hat{U}_n \hat{U}_n^* \) represents a statistically independent instantiation of the instantaneous intensity of fully polarised light, which adheres to negative exponential statistics and is statistically equivalent to a fully developed speckle pattern [17]. We therefore propose that the time integrated signal as a function of space (i.e., one 2D-TIDSP) may be simulated as the weighted sum of \( N \) uncorrelated and statistically independent fully developed 2D speckle patterns, each of which has a corresponding mean value of \( E[\hat{U}_n \hat{U}_n^*] = \lambda_n \).

We consider first the case of homogeneous fields (i.e., spatially invariant \( \lambda_n \)), however, we relax this assumption later in the letter when considering spatially heterogeneous fields.

The intensity of an instantiation of a fully developed speckle pattern follows negative exponential statistics, the weighted spatial sampling of which can be modelled by [10, 23]
\[ I_n = |\hat{U}_n|^2, \]
where
\[ \hat{U}_n = F[\exp(-i\Omega_n)] \sqrt{\lambda_n} \]
is the corresponding field, where \( F \) denotes the 2D discrete Fourier transform and each \( \Omega_n \) is an independent instantiation of uniformly distributed random variables in a 2D matrix on the interval \((-\pi, \pi)\). Incorporating the CTF of a coherent imaging system, Eq. 9 becomes [10, 16, 19, 23]
\[ I_n = |F^{-1}[\hat{U}_n H]|^2, \]
where \( H \) is the CTF. In this letter, we model 600 x 600 pixel images and all simulations model \( H \) as a central circle function of diameter 200 pixels [10]; we therefore expect each modelled speckle to occupy a square region with a width of three pixels.

To compute the values of \( \lambda_n \) we adapt the routine described by Goodman [17, 19]. \( g_1(t) \) (Eq. 2) is linearly discretised over the camera exposure period, \( T \), by sampling the function \( g_1(|t_2 - t_1|) \) over a 2D \( N \times N \) matrix, for values of \( t_1 = (0, T/(N-1), \ldots, T) \) on one matrix axis, and for values of \( t_2 = (0, T/(N-1), \ldots, T) \) on the other matrix axis. \( \lambda_n \) are then the \( N \) eigenvalues of this \( g_1(t) \) square sampling matrix, and in this letter we use a value of \( N = 500 \) for homogeneous field simulations. An example of this process is shown in Fig. 1 (whilst Fig. S1 of Supplement I demonstrates how the individual \( \lambda_n \) values vary as a function of \( T/\tau_c \)). The exact nature of this solution becomes approximate due to this discretisation; however, we have found that using this value of \( N \) provides a
sufficient level of accuracy for the range of $T/\tau_c$ ratios used in our homogeneous field simulations. The impact of the choice of $N$ on the computational performance of this algorithm, together with considerations on how to optimise performance, are given in Section S2 of Supplement 1.

For homogeneous field simulations we use a value of $\tau_c = 0.37$ ms [10], and simulated 2D-TIDSPs for such fields are shown in the top row of Fig. 2 for $p = 1$, $\alpha = 0.9$ and various camera integration times. The bottom row of this figure shows the corresponding image histograms of the mean normalised 2D-TIDSPs. In each case there is excellent agreement with Goodman’s exact PDF solution [17], which serves to validate our simulation in terms of intra-image statistics. In this figure we also show Goodman’s approximate PDF solution, which deviates from the fitted values of $K_p$ were fit to the respective analytical solution to Eq. 12 by minimisation of the least squares objective function

$$\argmin_{(\tau_c, \beta, \alpha)} \sum_i \left[ K_p(T_i)_{\text{simulated}} - K_p(T_i)_{\text{model}} \right]^2$$

over $x$ values of $T$. The resulting model fits and extracted parameter values shown in Fig. 3 are in excellent agreement with our simulation parameters and simulated data. We note that although we expect each speckle to occupy nine image pixels for this fully polarised model, this is not a perfect mapping and some pixels will have contributions from more than one speckle. The fitted values of $\beta$ shown in Fig. 3 are therefore slightly lower than 1.

We now consider the case of spatial variations in $g_1(\tau)$, which we treat by allowing $\lambda_n$ to have a spatial dependence. This is done by partitioning the sample into labelled sub-domains, each having uniform $g_1(\tau)$ and, therefore, $\lambda_n$. We then evaluate Eq. 10 for each sub-domain, where the support of each $\hat{U}_i$ is given by the corresponding sub-domain. We can model the smooth transition between adjacent tissue types by increasing the number of labels; however, the incorporation of the CTF into our simulation will also perform this smoothing function. Please see Section S2 of Supplement 1 for further details. To demonstrate this approach for a realistic yet arbitrary $in vivo$ sample, we adapted with permission the $in vivo$ optical-resolution photoacoustic microscopy (OR-PAM) image from Fig. 5(a) of [24], which shows an 8 mm x 8 mm field of view of the microvasculature of a mouse ear. Using an approach similar to that demonstrated by Song et al. [10], we partitioned the image into five greyscale labels, as shown in Fig. 4(a), and assigned arbitrary
Global speckle contrast values of simulated 2D-TIDSPs for $p = [0.5, 1, 2]$, $\alpha = 0.9$, $\tau_c = 0.37$ ms and variable ratios of $T/\tau_c$. Model fits to analytical solutions to Eq. 12 and extracted parameter values are also shown.

Fig. 3. Global speckle contrast values of simulated 2D-TIDSPs for $p = [0.5, 1, 2]$, $\alpha = 0.9$, $\tau_c = 0.37$ ms and variable ratios of $T/\tau_c$. Model fits to analytical solutions to Eq. 12 and extracted parameter values are also shown.

Fig. 4. (a) Partitioned OR-PAM image of mouse ear vasculature. (b) Example of one simulated 2D-TIDSP. A magnified view of the ROI within the white dashed square is shown in Fig. S2 of Supplement 1. (c) Temporal speckle contrast image computed from 30 simulated 2D-TIDSPs.

Yet realistic values of $\tau_c$ in the range 0.05-1.0 ms [20] to each label. The image was sectioned to a 3.4 mm x 3.4 mm region of interest, and we assumed that areas of higher optical absorption in the OR-PAM image correspond to areas of higher flow. Thus values of $\tau_c = [0.05, 0.10, 0.20, 0.50, 1.00]$ ms were used, which corresponded to labels [1,2,3,4,5], respectively. Modelling values of $p = [1, 1, 1, 1, 1]$ and $\alpha = 1.08$ for each label, we simulated 30 2D-TIDSPs using an exposure time of 20 ms [14]. By running the validation presented in Fig. 3, we find that a value of $N = 1000$ is necessary to ensure statistical accuracy for these simulation parameters. An example of a simulated 2D-TIDSP generated using the spatially varying $\lambda_d$ for these specified simulation parameters is shown in Fig. 4(b). A temporal speckle contrast image was computed from this stack of 30 simulated 2D-TIDSPs, and this is shown in Fig. 4(c), where the speckle contrast values correspond well with the spatial distribution of $\tau_c$. Considerations for the addition of measurement noise to simulated 2D-TIDSPs, as well as further validation of our algorithm using experimental techniques, are given in Section S4 of Supplement 1.

To the best of our knowledge, this letter represents the first time that a statistically robust algorithm for the simulation of 2D-TIDSPs, with specified temporal and spatial correlations, has been presented in the field of biomedical optics. Our proposed simulation technique is efficient and adaptable, and can readily be extended to include more complicated forms of $g_0(\tau)$ (such as that used to model the correlation diffusion equation in a semi-infinite geometry in DCS experiments [25], for example, which would also allow for the parameterisation of sample optical properties) and to accommodate mixed motion models, including those where the edges between different types of motion are not sharp [2]. We therefore expect the technique presented here to be a powerful and useful simulation tool for the biomedical optics community for the purposes of understanding the practical application of speckle phenomena, evaluating data processing methods of speckle images, and assessing the feasibility of novel applications of laser speckle.
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