
Measuring and Disrupting Malware
Distribution Networks: An
Interdisciplinary Approach.

Colin C. Ife

A dissertation submitted in partial fulfillment

of the requirements for the degree of

Doctor of Philosophy

of

University College London.

Department of Security and Crime Science

University College London

February 12, 2021



2

I, Colin C. Ife, confirm that the work presented in this thesis is my own. Where

information has been derived from other sources, I confirm that this has been indi-

cated in the work.



Abstract

Malware Delivery Networks (MDNs) are networks of webpages, servers, comput-

ers, and computer files that are used by cybercriminals to proliferate malicious soft-

ware (or malware) onto victim machines.

The business of malware delivery is a complex and multifaceted one that has

become increasingly profitable over the last few years. Due to the ongoing arms

race between cybercriminals and the security community, cybercriminals are con-

stantly evolving and streamlining their techniques to beat security countermeasures

and avoid disruption to their operations, such as by security researchers infiltrating

their botnet operations, or law enforcement taking down their infrastructures and

arresting those involved. So far, the research community has conducted insightful

but isolated studies into the different facets of malicious file distribution. Hence,

only a limited picture of the malicious file delivery ecosystem has been provided

thus far, leaving many questions unanswered.

Using a data-driven and interdisciplinary approach, the purpose of this research

is twofold. One, to study and measure the malicious file delivery ecosystem, bring-

ing prior research into context, and to understand precisely how these malware op-

erations respond to security and law enforcement intervention. And two, taking

into account the overlapping research efforts of the information security and crime

science communities towards preventing cybercrime, this research aims to identify

mitigation strategies and intervention points to disrupt this criminal economy more

effectively.



Impact Statement

The research conducted herein is focused on cybersecurity and cybercrime preven-

tion, particularly in relation to malware delivery and botnet operations. Several

contributions with diverse impacts are derived from this work.

First, multiple analytical methodologies are devised using big (security) data

– specifically, download metadata – to build graph representations that mirror the

real-world networks used to deliver suspicious and unwanted software on the Web.

These methodologies enable (i) in-depth cross-sectional and longitudinal analysis

of big (security) data at different granularities (e.g., infrastructure-level, operation-

level, ecosystem-level); and (ii) identification of structurally critical and stable

nodes within such graph networks, mirroring key components in malicious file

delivery infrastructures online (files, domains, IPs). These analytical methodolo-

gies and the intelligence derived from them can be used and acted upon by various

stakeholders. For example, law enforcement, security companies, and researchers

around the world may use them to identify weak points in a malware delivery or

botnet operation for effective takedown counter-operations. The source code for

these methods have been released publicly for others to use and build upon.

Second, detailed analyses are conducted which denude the structures, work-

ings, evolution, and distinct behaviours of the malicious file delivery ecosystem and

individual malware delivery operations. Many of the findings are novel, while oth-

ers confirm findings of other works and put them into a broader context. In addition,

a comprehensive survey of cybercrime research from the perspectives of informa-

tion security and environmental criminology is conducted. This study is one of

the first of its kind, generating several new insights into cybercrime analysis and



prevention techniques, and helps to establish a new, complementary research direc-

tion between information security and crime science. This study also contributes to

other academic and non-academic fields, such as the proposal of a novel concept of

cyberplace – the digital analogue of interactional environments in the real world –

being relevant to regional and geographical sciences, computer science, urban tech-

nology, and the legal sector, to name a few. The full ramifications of this concept are

yet to be realised. The knowledge generated from these analyses benefit both the

academic and non-academic communities, contributing to the body of knowledge

for teaching and further research, and providing a synthesised knowledge base for

stakeholders with an interest in cybercrime analysis and prevention, such as security

specialists, sociotechnical system designers, and public policy practitioners.

Finally, novel uses of existing frameworks for crime prevention are considered

to devise new cybercrime countermeasures. Some new, proof-of-concept counter-

measures are proposed using said frameworks. The most obvious beneficiaries of

such frameworks and proposed countermeasures are the security community and

law enforcement sector, who may begin to apply, evaluate, and refine them. How-

ever, more generally, academic and non-academic stakeholders may work together

to test and refine these proposed frameworks and proof-of-concept countermea-

sures, particularly through the use of evidence-based approaches and action research

models.
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Chapter 1

Introduction

Malware is software that is designed to carry out malicious activities on a victim's

computer system, usually without the permission or knowledge of its owner. There

are several main types of malware, including computer viruses, trojans, droppers,

worms, and rootkits. Malware is constantly evolving in its capabilities, character-

istics, and modus operandi as cybercriminals are continually seeking new ways to

carry out their criminal activities while avoiding detection or disruption. Given that

malware activity is involved in most technical crimes, it is recognised as one of the

most severe security threats of our time.

1.1 Evolution of Malware Delivery

Malware delivery has undergone an impressive evolution since its inception in the

1980s, moving from being an amateur endeavour to a perfectly oiled criminal busi-

ness. In pursuing larger and larger populations of victims, malware authors moved

from using �oppy disks as their infection vector [106] to delivering malware as

attachments in spam emails [188], enticing users into opening them with social en-

gineering [155]. Eventually, malware authors started compromising user machines

without the need of explicit user interaction, by exploiting vulnerabilities in the vic-

tim browser once it visited a malicious web page (a so-calleddrive-by download at-

tack[165]). This increase of sophistication in the malware delivery process evolved

side by side with miscreants developing increasingly pro�table ways of monetising

their operations [136, 186, 125].



An issue with drive-by downloads is that vulnerabilities typically affect single

versions of web browsers or plugins, and vendors are constantly patching them.

This hardly reconciles with the need of cybercriminals to infect as many victims

as possible, across a variety of software con�gurations, and for a long period of

time. To ease the life of malware operators seeking to infect victims through drive-

by downloads, the cybercrime ecosystem came up withexploit kits(EKs) [98] –

software packages that contain exploits for multiple vulnerabilities. Exploit kits are

able to �ngerprint the victim system and deliver an appropriate exploit that is able to

compromise the system [75]. Malware operators can therefore purchase an exploit

kit (or rent one as-a-service [98]) and ef�ciently infect victims.

In a further attempt to streamline malware delivery and lower the entry bar for

criminals wanting to undertake a career in malware, the cybercrime ecosystem in-

troducedpay-per-install(PPI) schemes [47]. In these operations, a specialised actor

sets up a network of infected computers (commonly known as a botnet [21]); the

malware on these victim computers do not perform any activity other than down-

loading additional components. Customers of PPI services can then pay their oper-

ator to install malware of their choice on a certain number of victim computers. The

widespread adoption of exploit kits and pay-per-install services has created a com-

plex underground ecosystem, in which different cybercriminal actors trade services

with each other, and each specialise in a particular step in the criminal operation.

More recently, researchers uncovered a parallel economy that shares many

traits with malware, while being largely controlled by different actors: the one of

potentially unwanted programs (PUPs)[129, 127, 200]. This category of programs

include software that is not willingly installed by users, and that typically is an

annoyance more than a direct threat to the safety of victims — examples include

adware and browser toolbars. Research showed that while malware delivery mostly

happens through drive-by downloads, PUP victims are usually tricked into installing

a downloader, ordropper, through social engineering [127]. After such a dropper is

installed, additional components are dropped through a PPI service [200].
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To complete this already variegated picture of malicious software distribution,

the cybercrime ecosystem has developed multiple techniques to make takedowns by

law enforcement and detection by security companies more dif�cult. Miscreants use

Fast Flux[109] techniques, in which the Internet Protocol (IP) address associated

with a certain domain is changed very quickly. Similarly, to make it dif�cult to

identify DNS domains involved in an illicit operation, cybercriminals useDomain

Generation Algorithms (DGAs)[27], which algorithmically changes Domain Name

System (DNS) domains constantly, allowing malicious hosts to know which domain

to contact at any time. Finally, malicious �les are constantly changed to avoid easy

detection, by using techniques known aspolymorphism[31], while also employing

various other anti-research techniques to fool security researchers and their analysis

environments.

1.2 Mitigating the Threat

To defend against the continuous threat presented by malware, the security com-

munity is constantly working to improve systems security: identifying and �xing

system vulnerabilities, developing more secure operating systems, discovering new

intrusion strategies used by malicious actors, and developing better detection sys-

tems to block cyber threats such as malware. However, once those systems are

breached and malware is installed onto them, the strategic focus of security must

turn to more reactive strategies. This is because these devices can be assimilated

into botnets– networks of infected computers – by having the malware establish

a communication channel with the botnet operator's command-and-control (C&C)

servers [70]. Once assimilated, this army of bots may be weaponised to commit

further cybercrimes, such as distributed denial-of-service attacks against a target

server, or mass-encryption of the victim devices, denying access to them (especially

if they are critical infrastructure). As such, the priority for the security community

becomes effectingbotnet takedowncounter-operations (which are taxonomised in

Section 2.6), disinfecting the devices that were assimilated, and, if possible, ar-

resting and prosecuting the perpetrators involved. Clearly, malware delivery is the
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necessary precursor to building a botnet. However, the challenge of identifying

effective intervention points in these malicious operations remains [150].

At the same time, the security community has raised several questions over

the ef�cacy of botnet takedown operations [66, 79, 181, 83]. Given the complexi-

ties within the malware delivery process (and cybercriminal operations more gen-

erally), it is unsurprising that the security community has leveraged concepts and

techniques from other �elds in the hope of analysing and disrupting these oper-

ations more effectively [191]. For instance, the attack tree [176] and the cyber

kill chain [114] are just two, commonly-used models to understand cyber attack

sequences. However, these models are actually underpinned by extradisciplinary

techniques and concepts, such as fault tree analysis from electronics engineering, or

the original kill chain from the military context. Likewise, several studies into cy-

bercriminal operations have uncovered the undeniable role of pro�t, business part-

nerships, and outsourcing in such malicious activities [201, 192, 160, 200, 127].

These studies highlight the need for the economic and business perspectives to un-

derstand cybercriminal ecosystems more profoundly and identify pressure points

in such operations. More recently, the security community has begun to consider

models and frameworks from �elds such as environmental criminology, which are

used to analyse and mitigate crime in the real world [191, 139, 135, 56]. Such

�elds are already interdisciplinary in nature, combining contributions from crimi-

nology, psychology, economics, geography, mathematics, and computer science to

study and control crime. These are just a few examples of extradisciplinary con-

tributions to cybersecurity, demonstrating the continued need for interdisciplinary

research and collaboration to mitigate malware delivery operations, and cybercrime

more generally.

1.3 Research Scope and Methodology

The research community has so far studied the different facets of malicious �le

distribution in isolation: malware prevalence, PUP prevalence, the use of pay-

per-install schemes, etc. While these studies are very insightful in understanding
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speci�c phenomena, they do not provide a full view of the malicious �le delivery

ecosystem, leaving many questions unanswered. E.g., what does the malicious �le

delivery ecosystem look like? Are there differences between the network infras-

tructures used to download PUP and malware? And, how do these infrastructures

evolve over time? On the effects of takedown operations, how do malicious op-

erations respond to botnet takedowns? Do they subside? Or, do they move their

infrastructure elsewhere, or change their modus operandi? Furthermore, existing

studies mapping the actors in cybercriminal ecosystems are few, with none look-

ing at the �le delivery ecosystem speci�cally, but focusing on other elements of the

cybercrime pipeline, such as spam delivery and its monetary conversion [192, 136].

Therefore, utilising a data-driven approach, the primary objective of my re-

search is to measure malicious �le delivery networks comprehensively, understand-

ing their structures and how they respond to takedown initiatives. To this end, I �rst

conduct a measurement study of the malware and PUP delivery ecosystem on the

Web. Second, I conduct a measurement study of the evolution of speci�c malicious

�le delivery operations that face takedown counter-operations. Both of these studies

involve processing and analysing download telemetry collected over a year.

The secondary objective of my research is to identify better approaches to dis-

rupting malware delivery networks. This is accomplished in two stages. First,

through measurement studies, I seek to devise methodologies to identify impor-

tant nodes in malware delivery networks, which may serve as effective interven-

tion points for disrupting this criminal economy. More generally, these analytical

methodologies should be applicable using data that is collected at any time. Second,

I investigate cybersecurity interventions and the processes used to derive them from

an interdisciplinary approach, i.e., from the information security perspective and

the environmental criminology one. This is to identify opportunities to synthesise

knowledge and frameworks from both �elds so as to mitigate cybercriminal opera-

tions more effectively. More broadly, I not only consider the problem of malware

delivery, but other malicious activities as well (Dark market solicitation, cryptocur-

rency crime, cyber fraud, etc). In the interest of identifying new and innovative
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solutions to the malware delivery problem, this makes sense: malware delivery op-

erations regularly rely on or lead to other forms of criminal activity, such as engag-

ing malware- and crimeware-as-a-service providers on Dark markets to setup botnet

operations, or leveraging botnets to mine cryptocurrencies, operate clickjacking op-

erations, or implement spamming operations for further nefarious activities. As

such, considering mitigations for other forms of cybercrime could lend itself useful

to disrupting the complex and composite malware value chain.

1.4 Contribution

The contribution of this thesis is encapsulated within three studies, each of which

is assigned its own chapter. In the �rst contribution of this thesis, I conduct a mea-

surement study of the entire malicious �le delivery ecosystem on the Web. This

is to put other research on isolated aspects of malware delivery into context and

answer key questions, such as what the malicious �le delivery ecosystem looks

like, whether there are differences in infrastructures that deliver different types of

unwanted software, and how these infrastructures evolve over time? Using down-

load metadata provided by Symantec, a novel methodology is devised to analyse

malware delivery networks cross-sectionally (a snapshot of activity) and longitudi-

nally, and identify various weak points in these criminal operations. Furthermore,

this work provides the security community answers to key questions regarding the

structure and workings of various aspects of this malicious ecosystem.

In the second contribution of this thesis, and as a natural extension to the �rst,

I conduct a measurement study on the evolution of three malware delivery opera-

tions that are targeted for takedown by law enforcement and security companies.

This is to establish precisely how different malware delivery operations respond to

takedown counter-operations, what we can learn from such behaviours, and how

such knowledge can be incorporated into future takedown strategies. Through this

work, a novel methodology is devised to analyse �le delivery operations longitudi-

nally and in great depth. This methodology is not limited to any speci�c family or

type of software, neither is it limited to small-scale studies. Furthermore, this work
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gives the security community deep insight into the different structures, dynamics,

business relationships, and behaviours of the studied malware operations – some of

which have never before been documented in security literature or industry reports.

The analysis code used for both measurement studies is publicly released for other

researchers, analysts, and practitioners to use.

In the third and �nal contribution of this thesis, I conduct an extensive sur-

vey of the cybercrime literature from the perspectives of information security and

environmental criminology. In this survey, I draw parallels and explicit links be-

tween cybercrime research from information security and the theories and practicies

of environmental criminology. Next, I demonstrate how security researchers and

practitioners could apply frameworks from environmental criminology to generate

cybercrime countermeasures. Using such frameworks, I propose some new cyber-

crime countermeasures as proofs-of-concept. Finally, I propose a novel concept of

cyberplace– the digital analogy to environments wherein crimes and malicious be-

haviours are committed in the real world. Devising such a concept is recognised in

the literature as necessary to facilitate the transfer of some important environmental

criminology theories and practices [139].

1.5 Thesis Structure

The rest of this thesis is structured as follows: in Chapter 2, I discuss the fun-

damental concepts, technologies, and techniques used in malware delivery and in

takedown operations. In Chapter 3, I describe the data sources used in my studies.

In Chapter 4, I present a longitudinal measurement study of the malicious �le distri-

bution ecosystem. In Chapter 5, I present an evolutionary study of malware delivery

operations that suffered takedown attempts. In Chapter 6, I present a survey of cy-

bercrime literature from the information security and environmental criminology

perspectives, identifying how environmental criminology could be applied to cy-

bercrime prevention, and what further work is required. In Chapter 7, I summarise

and discuss the contributions presented in this thesis, while in Chapter 8, I give

recommendations for future work.
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Chapter 2

Fundamentals of Malware Delivery

and Related Work

The delivery of malicious �les on the Internet involves two main aspects: themali-

cious payloadsthemselves and thenetwork infrastructuresused by cybercriminals

to install them onto computers. This section aims to provide an overview of the

fundamentals of malware delivery. Namely, I will discuss the key concepts and rep-

resentative research in relation to malicious payloads, the types of payload delivery

techniques used by cybercriminals, and the techniques and technologies they use

to enhance network resiliency. Complex relationships and interactions arise out of

the many variables in malware delivery. As such, I will also discuss research on

the resulting dropper networks that form, and studies on measuring the actors in-

volved in cybercrime. I will then discuss work relating to botnet takedowns – the

main strategy for disrupting malware delivery networks. Finally, I will also discuss

the most recent interdisciplinary research in cybersecurity, particularly in relation

to environmental criminology.

2.1 Malicious Payloads

Previous research has identi�ed two main types of malicious �les being delivered on

the Internet:malwareandpotentially unwanted programs (PUPs). Recent research

has shown that malware and PUPs are different problems with separate characteris-

tics [200, 127].



2.1.1 Malware

Malware has been a rising problem for over three decades. Previous research has

focused on studying the ways in which malware obfuscates itself to avoid easy de-

tection [58, 31], such as through the use of inexpensive packer software [218]. This

technique of binary obfuscation is calledpolymorphism. Over the years, malware

has been used for a number of reasons: sending spam emails [188], stealing bank-

ing credentials from infected computers [186, 33], and encrypting victim data and

asking for a ransom [125], just to name a few.

Researchers have also identi�ed a plethora of means in which malware is de-

livered: transmission through physical media [106], malicious attachments in spam

emails [188], social engineering [155] (e.g., tricking a victim into downloading the

malware from a malicious link), drive-by downloads [165] – the process of victim

browsers being exploited after visiting a malicious web page, or viewing a malicious

advertisement – orexploit kits[98] – software packages that contain exploits for di-

verse software con�gurations – that are hosted on compromised web content. In

recent years, however, the research community has shown that prominent malware

families are often downloaded bydroppersthat belong to PPI services [186, 188].

This is one of the latest distribution techniques to be developed by the cybercriminal

economy.

2.1.2 Potentially Unwanted Programs (PUPs)

Potentially unwanted programs (PUPs) are software that contain adware, spyware

and toolbars with annoying, undesirable, or undisclosed behaviours. PUPs are usu-

ally bundled with free software, or custom installers of awantedprogram that the

user gives consent to download, and are installed onto a user's machine without

giving explicit opt-out choices. In most cases, these PUP track the Internet usage

of users and display pop-up ads and advertisements on web pages that the users

visit, promoting the installation of additional questionable content, including web

browser toolbars, optimisation utilities, and other products. One worthy example

is sourceforge.net . It terminated its “DevShare” program that delivered in-
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staller bundles as part of the download that include unwanted software (e.g., Ask

Toolbar, OpenCandy adware, etc.) [7].

Recent research shows that PUP is rapidly becoming an important problem.

For example, two recent papers show that rogue browser extensions that contain

hidden functionalities are on the rise [119, 124]. One study reported that 5% of

Google users have installed browser extensions that substitute the advertisements

that they see [199]. This can be particularly dangerous as rogue ad networks can be

used to infect users with malware through drive-by download attacks [222].

PUP has risen to a new frontier of threats to users with its increasing preva-

lence in recent years. For example, researchers [199] have observed 192 deceptive

Chrome extensions impacting 14 million users and more than 5% of unique daily

Internet Protocol (IP) addresses accessing Google. Others [119] have found that ma-

licious browser extensions are capable of infecting over 50 million Chrome users,

highlighting that the extension abuse ecosystem, leveraging web traf�c and user

tracking, is considerably different from the malware ecosystem. The authors then

summarised lessons from three years �ghting malicious extensions and proposed

WebEval: a system that identi�es them. WebEval used a blend of automated systems

and human rules leveraging features extracted from an extension's behaviours, code

base, and developer reputation to achieve a measurable detection rate of 96.5%.

Hulk [124] is another dynamic analysis system that has been introduced to detect

malicious behaviour in browser extensions by monitoring their execution and cor-

responding network activity.

Another study [137] �ltered over 26.8 million network traces observed from

dynamic malware execution, measuring and comparing the use of domains between

malware and PUPs. It con�rmed that PUPs were on the rise, and that they relied

on stable Domain Name System (DNS) and IP infrastructure, with several hundred

thousand PUP samples using the same network infrastructure over a year.

Measuring PUP prevalence more generally, one study [200] provided a sys-

tematic study of PUP prevalence and its distribution throughcommercialpay-per-

install (PPI) services, mainly focusing on four major downloaders from Amonetize,
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InstallMonetizer, OpenCandy and Outbrowse. It was reported that commercial PPIs

drive over 60 million download attempts per week and knowingly attempt to evade

user protections (e.g., antivirus software). Another study [127] also measured PUP

prevalence and its distribution through PPI services. However, in this work, the

authors identi�ed dominant PUP publisher names from code signing certi�cates.

The authors claim that the fundamental difference between malware and PUP is

the distribution mechanism. They argue that malware distribution is dominated by

silentinstallation through vulnerability exploitation, while PUP is installed with the

consent of the users (either consciously or unconsciously).

Understanding the relationships and relative scales between malware and PUP

plays an important role in this thesis. In particular, in Chapter 4, I devise a method-

ology to measure and compare the structures, sizes, proliferation, and lifespans of

malware and PUP delivery infrastructures on the Web that target desktop devices.

Likewise, I investigate shared distribution infrastructures between the two types of

unwanted software to uncover how commonly such arrangements exist. This is to

give the security community a deeper understanding on the workings and relation-

ships within such infrastructures, and better perspective on the relative scales of the

two unwanted software problems.

2.2 Payload Delivery Techniques

The research community has identi�ed two main infrastructures that are used by

cybercriminals to deliver malware:exploit kitsandpay-per-install services.

2.2.1 Exploit Kits

Exploit kits have been used for many years to spread malware. In a nutshell, exploit

kits collect a large number of exploits targeting many versions of operating systems,

browsers, and browser plugins to make sure that criminals can infect as many victim

computers as possible [98].

One of the earliest exploit kits is MPack, a PHP-based kit released in late

2006 [98]. The main functionality of these kits is to gather information on the

victim machine (otherwise known as “�ngerprinting”), �nd vulnerabilities within it
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and determine the appropriate exploit, and �nally deliver the exploit (e.g., drive-by

downloads) and execute the malicious payload. The process of becoming exploited

by one of these kits, in general, follows these steps: a victim visits a compromised

website, then is redirected to several intermediate servers, and �nally lands on a host

with an exploit kit. The exploit kit �nds a vulnerability using the information col-

lected from the victim (i.e., �ngerprinting) and consequently delivers the malicious

payload.

Nowadays, exploit kits represent the state-of-the-art in automated remote-

infection technology, which have evolved with the for-pro�t malware ecosystem.

As such, several studies have been directed towards detecting exploit kits on the

Web. One work [197] leveraged the inherent structural patterns in Hypertext Trans-

fer Protocol (HTTP) traf�c to classify exploit kit instances. The proposed system

captured these interactions in a “tree-like” form, and models the detection process

as a subtree similarity search problem. Another study [88] surveyed a wide range

of 30 real-world exploit kits and introduced theEKHUNTERsystem. This system

automatically detects the presence of exploit kit vulnerabilities and compromises

both the integrity of a �elded exploit kit, and even the identity of the kit operator.

A third work [98] centered around the malware installed upon a successful browser

exploit, and investigated the emergence of the exploit-as-a-service model for drive-

by browser compromise. This is achieved by analysing over 10,000 distinct bina-

ries extracted from 77,000 malicious uniform resource locators (URLs). This study

showed that 9 exploit kits, though a small number, account for 92% of the malicious

URLs in their dataset, 29% of which belong to the Blackhole exploit kit. A static

analysis system,PExy, was designed in another work [75], which extracts the set of

URL parameters and user agents from the server-side source code of an exploit kit,

and recreates all the necessary conditions to trigger all exploits from an exploit kit.

Note that PExy is limited by the availability of exploit-kit server-side source code.

Exploit kit activity is almost certainly captured in the dataset that I study as part

of this work. However, attempting to identify such activities is beyond the scope of

this thesis. This is because, as one will later �nd as I describe the data sources and

27



analysis methodology used in Chapters 3 and 4, it is infeasible to attempt to differ-

entiate downloads from exploit kits versus downloads from other delivery vectors

using network graph and metadata analysis alone. Therefore, to incorporate exploit

kit detection into the methodologies devised in this thesis, one would likely require

the use of a parallel analysis framework (e.g., crawling and analysing sites hosting

exploit kits) or an additional source of ground truth to enrich the dataset.

2.2.2 Pay-Per-Install (PPI) Services

PPI services have existed for years. They originated as services to facilitate the dis-

tribution of advertisements, but have seen signi�cant (malicious) changes over the

years by centering on pushing malware and spyware to unsuspecting users [188].

A typical PPI ecosystem has three main actors: a client, a service provider, and an

af�liate. A typical PPI transaction works as follows: clients (e.g., malware authors)

pay PPI service providers to have their malware installed on a number of victim

computers. These service providers either install the malware onto victim machines

directly (i.e., using their own downloaders), or employ af�liates to distribute mal-

ware to target users (i.e., buying installs from third-parties). Once malware is suc-

cessfully installed and veri�ed by PPI clients, af�liates receive payments from the

service providers.

Given the rise in this malicious use of PPIs – both commercial PPIs used to

deliver malware among other types of software, and malicious PPIs that are specif-

ically designed for malicious activity – research has been conducted in recent years

to measure these services. One study [200] argues that PPIs can be divided into

commercial PPIs and blackmarket PPIs. Commercial PPIs need user consent to

operate while blackmarket PPIs perform silent installs on the target hosts, i.e., in-

stallations that lack the informed consent of the owner of the system. Another

study [47] provided the �rst large-scale measurement of blackmarket PPI services

in the wild. This is achieved by harvesting over a million client executables using

vantage points spread across 15 countries. This work found that 12 out of 20 of

the most prevalent malware families at the time employed PPI services to buy in-

fections, con�rming the previous observations that cybercriminals are commonly
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using other botnets to deliver their malicious payloads. A third study [127] lever-

aged dropper graphs to build apublisher graphand identify speci�c publisher roles

in the ecosystem. The authors tag roles (e.g., client, service provider, and af�liate)

to each publisher by measuring the in-degree and out-degree of each cluster in the

publisher graph. That is, publishers with both high in-degree and out-degree be-

have like PPI service providers; publishers with high in-degree but low out-degree

are more likely advertisers; and publishers with low in-degree and high out-degree

are likely af�liates.

PPI infrastructures are identi�ed regularly throughout the work conducted as

part of this thesis: �rst, in the measurement study of the malicious �le delivery

ecosystem, where I devise a technique to estimate the number of active PPIs on

a single day by clustering connected effective second-level domains (e2LDs) and

dropper networks (Chapter 4). And, second, in the evolutionary study of malicious

delivery operations targeted for takedown, where we see the differing use of dropper

networks (a core aspect of PPIs) between three different malware operations (Chap-

ter 5). Finally, the taxonomy of countermeasures proposed for disrupting botnet and

malware operations intersect with the PPI phenomenon, particularly against botnets

that are monetised using this business model (Chapter 6).

2.3 Technologies to Enhance Network Resiliency

Cybercriminals need to make their operations resilient to takedowns. Over the

years, two main technologies were developed for this purpose:Fast Fluxanddo-

main generation algorithms (DGAs).

2.3.1 Fast Flux

The basic idea behind Fast Flux is to rotate between numerous IP addresses (usually

from compromised machines) associated with a single fully quali�ed domain name.

By constructing such a distributed proxy network on top of compromised machines,

this technique makes malware networks more resistant to discovery and disruptive

countermeasures.
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The �rst empirical study of Fast Flux service networks (FFSNs) [109] showed

that almost 30% of all domains advertised in spam were hosted via FFSNs. It also

introduced several parameters (e.g., the number of unique DNS address (A) records

returned in all DNS lookups, nameserver (NS) records in one single lookup, and

unique ASNs for all A records1) to distinguish FFSNs from content delivery net-

works (CDNs), and several strategies to mitigate the threats. A separate work [111]

involved the deployment of 240 sensors to understand global IP-usage patterns ex-

hibited by different types of malicious and benign domains, revealing potential

trends for botnet-based services. Based on these insights, the authors proposed a

multi-level support-vector machine (SVM) classi�er to provide �ne-grained classi-

�cation of fast �ux domains.

The task of disentangling domains using Fast Flux from those as part of CDNs

proves a dif�cult one, particularly without additional metadata such as DNS records.

For the purposes of the studies conducted as part of this thesis, detecting the use of

Fast Flux is deemed out of scope. However, observations where Fast Flux is likely

used by malicious delivery infrastructures are still highlighted, particularly in the

case studies analysed in Chapter 5. In any case, extending the methodologies pro-

posed in this thesis to detect Fast Flux de�nitively remains a worthwhile prospect.

2.3.2 Domain Generation Algorithm (DGA)

Instead of using hardcoded DNS domains, malware authors employ Domain Gen-

eration Algorithm (DGA) to generate a large number of domain names as poten-

tial rendezvous points to command and control (C&C) servers, but only a portion

of them are contacted to receive updates and/or commands. It makes security re-

searchers and law enforcement unlikely to predict the next time a malware would

receive an update and possibly sinkhole the C&C server address.

Signi�cant research efforts have been directed towards detecting DGA do-

mains and reverse-engineering the algorithms hard-coded into malware that enable

1A DNS address (A) record indicates the IP address for a given domain, while a DNS nameserver
(NS) record indicates which DNS server is authoritative for the given domain. An Autonomous
System (AS) is a collection of connected IP routing pre�xes belonging to a network or collection of
networks, and that are all managed by a single entity or organisation and share a common routing
policy. Each system is designated a unique Autonomous System Number (ASN).
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them to rendezvous with these domains. In one study [217], three metrics were pro-

posed to differentiate a set of legitimate domain names from malicious ones – infor-

mation entropy (KL-divergence), Jaccard similarity, and Levenshtein edit distance.

The study showed the relative performance of each metric in different scenarios and

concluded that the Jaccard measure performs the best in identifying algorithmically

generated domain names. In another work [27] thePleiadessystem was presented:

a system to detect algorithmically generated domain names leveraging insight that

most of the DGA-generated domain queries would result in Non-Existent Domain

(NXDomain) responses, and machines from the same botnet, if employing the same

DGA algorithm, would generate similar NXDomain traf�c. Employing a multi-

class version of the Alternating Decision Trees (ADT) learning algorithm, Pleiades

successfully identi�ed twelve DGAs (6 were previously unknown) from a large In-

ternet service provider (ISP) network in 15 months. A third work [175] proposed

Phoenix: a system that differentiates DGA and non-DGA domains, and attributes

DGA domains to their respective botnets. Phoenix was evaluated on over 1.1 mil-

lion domains, correctly distinguishing 94.8% of domains and identifying the actors

behind them.

Turning to reverse-engineering research, a study [186] discussed Torpig's

DGA algorithms in detail. It was shown that the Torpig DGA �rst generates a

weekly domain name (depending on the current week and year) with a list of top-

level domains (TLDs) to form potential rendezvous points. If connections to C&C

servers using these weekly domain names failed, Torpig would generate another

batch of potential rendezvous points using a daily domain name appended with sev-

eral prede�ned TLDs. If all of these connections failed, Torpig would fall back to

contact the domains hard-coded into its con�guration �le. More recently, a com-

prehensive measurement study [163] of 43 DGA-based malware families and their

variants was carried out. By reimplementing their DGA algorithms, the authors

were able to study the registration status of over 18 million DGA domains and char-

acterised the registration behaviour of botmasters and sinkholers. The authors also
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examined the effectiveness of domain mitigations and shared the full domain dataset

which resulted from their work.

Again, the detection of DGA domains is out of the scope of this thesis. This

is primarily due to the need for additional data sources (which I painfully learned

through a number of preliminary clustering experiments). However, the use of DGA

is still identi�ed with relative certainty when observed in the case studies in Chap-

ter 5. Just like Fast Flux, I do believe that DGA detection is a viable extension of the

analysis methodologies presented in this thesis. This could be achieved either by

using additional domain metadata (DNS records, WHOIS records2), or by imple-

menting an unsupervised classi�er and using DGA domains from online blacklists

as validation data, for example.

2.4 Measuring Dropper Networks

Having established the core components of malware delivery, an important task

for the research community has been measuring the diversity of delivery network

structures and complex ecosystems that arise. To this end, several big-data studies

have been carried out to understand and detect malware delivery networks at scale.

One foundational study [172] involves the large-scale analysis of 23 Windows-

based malware downloaders over several years, identifying the characteristics of

their binaries and the network infrastructures that they use (including PPI services).

This study reports that 11 of these downloaders are active for over a year, and that

20% of malware C&C servers remain operable in the long term. However, this

study stops short of measuring the interactions between different malware families

and shared distribution infrastructures.

A more recent work [130] introduced a downloader-graph abstraction, which

captures download activities on end hosts. The authors use this abstraction to ex-

plore the growth patterns of benign and malicious graphs. Several strong indicators

of malicious activity are identi�ed, and, subsequently, a machine learning malware

detection system is built based on these insights. Building on this work, a follow-

2DNS records contain IP address and routing information for domains. WHOIS records contain
domain ownership and contact information.
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up [131] proposesBeewolf, a system which detects lockstep behaviours – a synchro-

nised shift of communications from one domain to another by multiple downloader

binaries – based on a �le and source domain graph. The Beewolf system is used to

study silent delivery campaigns involving benign software, malware, and PUP, and

to assess how well it can detect suspicious activity.

Other researchers have used downloader graphs as a means for detecting ma-

licious �les. For instance, one work [24] studies a global heterogeneous malware

delivery graph using both �le-dropping relationships and the topology of the �le

distribution networks (host names, IPs). Using this topological information and

content-agnostic features of different node types, a Bayesian label propagation ap-

proach is devised to identify malicious �les. Around the same time, a separate

work [194] proposed another malicious label propagation system for heterogeneous

downloader graphs –Marmite. Using this system, the authors provide some insights

into dropping relationships between benign software, malware, and PUP.

My work in measuring the malicious �le delivery ecosystem of the Web builds

on other works in this area, most of which occurred during the same time period

as my own studies. Consequently, I used similar download graph techniques to

investigate static malware delivery infrastructures more deeply, while, at the same

time, devising new techniques for analysing different delivery infrastructures and

entire operations longitudinally. As such, much of the contributions of my work is

in line with giving the security community a greater understanding of this complex

ecosystem and how various parts of it evolve over time.

2.5 Studying Malicious Actors

Another important and challenging task when studying criminal ecosystems is iden-

tifying the different actors involved in them, and mapping their relations. The stud-

ies in this area are limited, and they focus on single ecosystems instead of providing

a comprehensive view of the malicious �le delivery landscape.

For example, one study [47] provided an overview of the three main actors in

the Pay-Per-Install ecosystem, which are PPI providers (or services), clients, and
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af�liates. A later study [200] identi�ed �fteen distinct commercial PPI networks.

The authors showed that six of the �fteen PPI downloaders were merely resellers

for other PPI networks, while the rest were distributors. In another study [127],

a publisher relationship graph was built by leveraging �le-dropping relationships

and �le signer information. Based on in-degree/out-degree, the authors classi�ed

publishers into PPI services, af�liates, and advertisers. Focusing on the economics

of PPI services, an even more recent study [128] usesentity graphsto capture the

network of companies and persons behind a PUP operation. This work focuses on

the structures of three Spain-based PUP PPI services, identifying the actors involved

in each operation, and estimating the (minimal) pro�t margins they achieve.

Other studies have attempted to map the relations between different cyber-

criminals in the spam value chain. In one work [192], a technique to �ngerprint

different actors involved in the spam delivery ecosystem (email harvesters, bot-

masters, and spammers) was developed, while another [136] looked at the spam

conversion landscape, uncovering the relations between af�liate programs, Internet

service providers, and payment processors.

So far, these research efforts have not systematically studied the actors in a

complex ecosystem involving different types of malicious activity. It remains in-

triguing to answer some questions, like if different actors use different methods to

distribute malicious �les? What technologies an actor may adopt to operate delivery

networks? etc. I address some of these questions in my own work, such as by es-

timating the number of active PPI services in the malicious �le delivery ecosystem

in Chapter 4, or by triaging speci�c malware delivery operations and highlight-

ing differences in their modus operandi and business relationships in Chapter 5.

Nonetheless, the task of establishing all the different actors in the malicious �le

delivery ecosystem (e.g., vertically integrated operation actors vs. PPI actors, oper-

ators of entire malware operations vs operators of separate crimeware-as-a-service

campaigns) remains an elusive challenge that is not fully addressed in this thesis.
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2.6 Botnet Takedowns

One �nal and important aspect of understanding malware delivery is the approaches

the security community take to mitigate this problem. Primarily, continuous innova-

tion in systems security is the �rst, proactive line of defence in protecting computers

and networks from malware infections. However, once that intrusion has occurred

and the malicious payloads have been delivered, the need arises to turn to more

reactive intervention strategies, of which the main type is thebotnet takedown.

Botnet takedowns are counter-operations to disrupt botnet operations and the

malware delivery networks that enable their growth. Over the years, a number of

different takedown strategies have been devised and implemented by law enforce-

ment agencies (LEAs), security companies, and researchers. I summarise these as

follows:

Botnet In�ltration and Takeover. In�ltrating a botnet is no small endeavour: it

requires high technical capabilities, intelligence-gathering, and coordination [79],

particularly when dealing with botnet infrastructure controlled by equally skilled,

intelligent, and coordinated, malicious actors. Typically, such an operation �rstly

involves reconnaissance orpassive observation– gathering intelligence on the bot-

net by monitoring and decoding network traf�c from the infected hosts. The next

stage isin�ltration : running the botnet malware within a controlled environment

(i.e., a honeypot) and analysing its internal and external workings in depth as it

communicates with the rest of the malicious network. This is to acquire strate-

gic intelligence, such as the addresses of the C&C servers and the credentials re-

quired to access them. Finally, security operatives maytakeoverthese malicious

networks, particularly by gaining access to the C&C servers and taking them down

from within. One example of such an elaborate operation relates to the Torpig bot-

net, which was in�ltrated by security researchers [186].

ISP Takedown. Another takedown approach that both public (LEAs) and private

organisations (commercial companies) utilise is theISP takedown. Such an ap-

proach entails a party approaching the ISP that hosts the malicious domain and

requesting that they take it down for legislative reasons [50] (e.g., a court order)
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or for economic reasons (e.g., otherwise other ISPs would disconnect from them).

Typically, this would lead to the malicious domains and the hosted websites be-

ing deactivated, or, in some cases, the initiating party gaining control of the mali-

cious domains from the domain registrar [133]. Unfortunately, some cybercriminals

pre-empt such strategies by speci�cally choosing ISPs that are known to resist law

enforcement pressure (so-calledbulletproof hosting services) [25].

DNS Sinkhole. Particularly in the case where the initiating party can attain inter-

mediate control of the malicious domains (or as in the case of Torpig, register DGA

domains that are next to be contacted ahead of the criminal operators [186]), a com-

mon follow-up strategy is to point those C&C domains to honeypot servers and

sinkhole all communications intended for them from botnet hosts. This is otherwise

known as aDNS sinkhole, which simultaneously freezes such malicious operations

while exposing victim computers within the network. This is a commonly used

technique by LEAs and security companies [79].

Seizure and Arrest. Another takedown approach involvesphysically seizingthe

malicious servers, and, if possible,arrestingand prosecuting the perpetrators. Some

research has identi�ed this to be the most effective (albeit dif�cult) strategy to dis-

rupt botnet operations.

Disinfection. Finally, once infected machines have been identi�ed from one of the

above techniques, authorities may contact the victims and advise them on how to

remove the malware from their devices. Alternatively, security companies could

implement suchdisinfectioncampaigns remotely by pushing the removal code to

the devices of their clients.

The fundamental problem with botnet takedowns is that if the botnet is not

taken down fully or its operators not prosecuted, the operators may simply revive

their operations and make them more resilient, making the task of taking down the

botnet more dif�cult the next time round. Because of this problem, various studies

have been conducted to quantify the effects of takedowns. One study [66] exam-

ines email statistics from a medium-sized UK ISP to assess the effects of the 2008

McColo takedown on global spam volume. It found signi�cant reductions in spam
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email volumes around the time of the takedown operation. However, it was also

found that particular types of spam detection mechanisms employed by this ISP

ceased to be as effective. A broader study [79] qualitatively analyses a set of highly

publicised botnet takedown efforts between 2009-2011. It is concluded that, while

some takedown strategies are more effective than others, the arms race between

security practitioners and cybercriminals will continue to make botnet takedowns

more expensive and dif�cult as cybercriminals continue to make their infrastruc-

tures more resilient. The author calls for more coordination and shared knowledge

within the security community to make takedowns more ef�cient and sustainable.

In an attempt to bring measurement and order to botnet takedown analy-

sis, a takedown analysis and recommendation system,rza, is proposed in another

work [150]. This system allows researchers to conduct a post-mortem analysis of

past botnet takedowns, and provide recommendations on how to execute future ones

successfully. This work is motivated with some real case studies. In a second

work [151], improvements to therza system are proposed by enhancing its risk

formula to include botnet population counts. Two additional botnet takedowns are

also examined, and the policy rami�cations of takedowns are discussed in detail

by the authors. Another work [133] also discusses regulatory and policy solutions

to botnet takedowns, particularly arguing the need for more public-private partner-

ships to achieve this endeavour. One study [181] surveys and taxonomises 19 botnet

takedown initiatives between 2008–2014 and proposed a theoretical model to assess

the likelihood of success for future botnet takedown initiatives. To the best of my

knowledge, the author is still in the process of building this database before releas-

ing it to the security community.

Investigating the effects of takedowns further, a recent historical study [83] was

conducted on the causal effects of botnet takedowns on ISPs that hosted spamming

activity. In this work, the authors build an autoregressive model for each ISP to

modelwickedness– a metric de�ned as total spam released per ISP – as a function

of (i) external factors and (ii) each takedown that occurred as represented as a time-

lagged step-function. They �nd that, for most takedowns, the effect of a takedown
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is minimal after a period of 6 weeks. However, takedowns with a seizure element

appear the most effective over the long-term. They also �nd evidence of a takedown

in one geographic region causing a diffusion of bene�ts and criminal activity into

others.

A major focus of this thesis is in devising methods to disrupt botnet and mal-

ware delivery operations. As a result, this thesis makes signi�cant contributions

to this effect: from identifying intervention points in the malicious �le delivery

ecosystem (Chapter 4); to assessing the results of prior takedowns on particular

malware delivery operations, seeing how they respond and evolve (Chapter 5); to

considering new ways to look at cybercriminal operations in general, synthesising

frameworks from other crime prevention �elds, and proposing a matrix of counter-

measures against botnet and malware delivery operations (Chapter 6).

2.7 Interdisciplinary Cybercrime Research

In this section, I review the recent shift in environmental criminology research into

the digital space and cybercrime. I also brie�y overview other �elds of research that

share an interest in de�ning situational or `place' contexts in cyberspace, which is a

core concept of environmental criminology theory.

2.7.1 Environmental Criminology and Cybercrime

In the last few decades, digital technology has undertaken an unprecedented rate of

growth, culminating in it becoming a rudiment of modern society. In recent years,

environmental criminologists have begun to recognise the co-dependent shift and

proliferation of criminal activities in cyberspace (i.e., cybercrime), following the

diffusion of criminal opportunity into the digital world. For almost two decades,

discussions have been ongoing on the potential (multiplying) effect that digitisation

has had on crime [97, 207]. Grabosky [97] re�ects on these discussions, concluding

that, though the motivations behind crime and human nature are still the same, tech-

nology has enabled an increase and diversi�cation in criminal opportunities through

anonymising technologies, transatlantic connectivity, and an absence of clear-cut

boundaries for potential guardianship.
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Though there has been a steady increase in studies seeking to use and evaluate

the use of environmental criminology theories to model cybercrime [135, 108, 219],

there is still a signi�cant need for a proper synthesis of environmental criminology

knowledge and methods with cybersecurity and cybercrime prevention paradigms.

But, preceding such a synthesis, there is a more fundamental need to de�ne sit-

uational contexts or `cyberplaces' wherein crimes and other online activities are

commissioned in cyberspace, just as (according to environmental criminology the-

ory) situational contexts or `places' underpin crime and other physical activities in

the real world. Prior to my work in Chapter 6, formal approaches to conceptualising

such `cyberplaces' (particularly for cybercrime analysis) were almost non-existent.

With that being said, one study [139] reviewed the applicability of environmen-

tal criminology to crimes in cyberspace, particularly evaluating the virtual places

of cybercrime and how they differ to their physical counterparts. The lack of de-

velopment of a `cyberplace' concept is a critical gap in this area of research, and

demonstrates the relative infancy of this new research direction.

In Chapter 6, I go much further than former studies in providing an overview

of cybercrime research from two disciplinary perspectives: information security

and environmental criminology. I draw parallels between these two understand-

ings of cybercrime, highlighting areas of overlap, and reasoning that future works

could utilise these complimentary approaches to cybercrime prevention in an holis-

tic manner. I initiate this process, �rst, by demonstrating how techniques from envi-

ronmental criminology could be applied to devise new cybercrime countermeasures

(particularly for disrupting botnet and malware delivery operations), and second,

by proposing a new concept ofcyberplaceand discussing how it may be applied in

cybercrime analysis and prevention.

Following my work, other researchers have argued a similar standpoint of the

need for an interdisciplinary approach to cybersecurity, but with a focus on ad-

dressing speci�c cybersecurity challenges. In one work [118], the authors argue

the need for an holistic framework to understand and reduce human-related risks

in cybersecurity and cybercrime ecosystems, drawing from a range of theoretical
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concepts (technological advancements and social adoption, opportunity manage-

ment, behavioural and business models). They report ongoing work in developing

such an holistic, co-evolutionary framework for sociotechnical ecosystems, partic-

ularly with two use cases. In another study [59], the authors propose a framework

for identifying unintended harms caused by cybersecurity countermeasures (such

as criminal displacement or misuse). They argue that this framework could enable

stakeholders in cyberphysical environments to implement countermeasures and risk

management strategies with more thorough consideration. A similar work [159]

considers how methods from opportunity reduction and behaviour change can be

used to improve the precision of cybersecurity controls – precision that is purposed

to protect legitimate users of sociotechnical systems, while simultaneously prevent-

ing malicious activities. These emerging works demonstrate increasing momentum

and contributions of �elds such as environmental criminology in the cybersecurity

domain, especially regarding sociotechnical systems security.

2.7.2 Concepts of `Place' in Cyberspace.

Researchers and professionals in a variety of �elds have made concerted attempts

to formally establish a concept of `cyberplace', or virtual location.

In the geographical sciences, Tranos and Nijkamp [203] study the impact of

physical distance on the formation of the Internet infrastructure, and whether physi-

cal distance survives in virtual geography, even after controlling for relational prox-

imities. On the other hand, in the �eld of urban technology, Devriendtet al. [78]

identify two approaches to analysing “virtual” or digital intercity linkages (i.e.,

linkages based on ICT). In both of these works, they utilise the same geographic

metaphors ofcyber-place(CP), which is de�ned as the projection of the infrastruc-

tural layer of cyberspace on traditional space, andcyberspace(CS), which is de�ned

as the virtual or immaterial world wherein people communicate with each other via

networked technologies, and that physical laws and aspects, such as distance and

time, are practically irrelevant. My de�nition of cyberplace signi�cantly differs to

that of prior works in that it derives a holistic concept of cyberplace, which takes

into account cyberspace, online activity and cybercrime, and their relationship with
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the real world. Furthermore, much like how `place' in the real word can be de-

composed into three fundamental aspects [74], I de�ne the three components of

`cyberplace' that encapsulates all of its characteristics. In a sense, my de�nition of

cyberplace combines the CP and CS metaphors.

From a sociological perspective, Wellman [209, 210] characterises computer

networks as social networks, and thus argues that they should not be studied in iso-

lation, but as integral parts of everyday life. An example of such studies includes

the work of Sussanet al. [195] on how cyberspace allows consumers to form vir-

tual communities and engage in online word-of-mouth exchanges. Wellman [210]

initially thinks of computer-to-computer interactions becoming increasingly “place-

less”. Nonetheless, in reference to the development of place-based social networks,

the author refers to “online relationships and communities” being “truly in cyber-

places, and not just cyberspaces”, potentially alluding to cyberplaces as online ser-

vices that enable peer-to-peer networking.

Signi�cant efforts have also been made in the legal sector in isolating a licit

de�nition of `place' in cyberspace. Hunter [113] discusses the CYBERSPACE AS

PLACE legal metaphor, which was commonly used in the U.S. to understand In-

ternet communication as “having certain spatial characteristics from our physical

world experience”, thus giving legal precedent in cases involving Internet services

and digital property. Lemley [132] argues that the Internet is dominated by publicly

accessible sites or spaces, therefore Law should not assume every part of cyberspace

is “owned” by a particular entity. The author also contradicts the CYBERSPACE

AS PLACE metaphor, mainly due to large disparities between the physical idea of

property and the cyber world. However, the author does not discuss the use of

synchronous applications, such as social networks or instant messengers (which

connect people with similar interests much in the same way as place-based relation-

ships), in relation to the CYBERSPACE AS PLACEmetaphor. The author also fails to

consider individual websites as places, which may serve as better `place' analogies.

Cohen and Hiller [69] discuss the legal de�nition of `place' (U.S. Law) and attempt

to de�ne an analogous counterpart for `cyberplace' for the purposes of clarifying
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laws and rights surrounding such matters. In particular, the authors note that the

CYBERSPACE AS PLACE(or Internet as a place) metaphor is far too broad a de�ni-

tion, and suggest a new framework that identi�es when a private provider of online

content or access creates a `place of public communication'. The purpose of this

framework is to disambiguate between private and public spaces on the Internet,

much like in the physical world, for con�ict resolution.
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Chapter 3

Data Sources

In this chapter, I describe the data sources that are used to study the malicious �le

delivery ecosystem and speci�c delivery operations. I also describe the additional

sources of ground truth that I use to enrich these data.

3.1 Symantec Download Metadata

I leverage a dataset shared through a research collaboration with Symantec. This

gives me access to the fully anonymised data collected by its anti-virus and intrusion

detection/prevention products on millions of end-hosts around the world. These

datasets are collected from users who explicitly opt-in to the data sharing program,

and does not include personally identi�able information (PII).

The dataset contains download activity information from real hosts for a pe-

riod of one year between 1 October 2015 and 29 September 2016. The users that

have explicitly opted into Symantec's data-sharing programme periodically transmit

metadata on the binaries that they download. This dataset offers rich information

regarding the time at which a binary is downloaded, from which server it is down-

loaded, and which program initialises the download activity. If a malicious �le

4.exe is downloaded from a websitehttp://avirivi.co.il/counter ,

for example, the data will contain information about the �le, as well as the web-

site URL from which4.exe was downloaded, and the IP address of the server

198.252.64.124 . Note that if this malicious �le4.exe downloaded other ma-

licious �les, I de�ne 4.exe as adropper. Additionally, if a dropper malware sam-



ple downloads a second malicious �le, the dataset will record information about

both the server from which the �le is downloaded and the dropper that initiated the

download.

To be more precise, for each download event, the dataset contains the following

information: the timestamp of the download event, the name, SHA-2 (256 bits) and

size (in bytes) of the downloaded �le, the host URL (with parameters omitted) and

IP address of the server the �le was downloaded from, the SHA-2 of the parent �le

which initiated the download, and the referral URL (with parameters omitted) that

this program was originally referred from (if available).

I collect data on a daily basis in October 2015 (31 days) and, from then on, ev-

ery Thursday on a weekly basis from November 2015 to September 2016 (47 days).

In total, the dataset contains 129 million download events consisting of 21,398,564

unique binaries that are categorised as either PUP or malware. These binaries are

downloaded from 12,394,454 unique URLs, hosted on 557,429 unique IPs. After

IP �ltering (see Section 4.2.1.1), these are reduced to 21,388,521 unique binaries,

12,390,735 unique URLs, and 553,812 unique IPs.

It is important to note that, although this dataset is several years old at the

time of writing this thesis, the techniques derived using this dataset are timeless.

Moreover, as the security community has found, malware operations often last for

several years [128, 160]. As such, many malware that operate today were likely in

operation at the time this data was collected. Finally, as I will show in the ensuing

chapters, many malware behaviours are observed repeatedly throughout the liter-

ature. As such, the observations presented and lessons learned in this thesis will

likely recur in modern-day malware, though some permutations may exist.

3.2 Ground Truth

I utilise a variety of ground truth data to enrich the Symantec download data. This

is to establish whether �les are malware or PUP, to what families they belong, and

how their dropping networks evolve over time.
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3.2.1 Symantec Reputation Scores

Symantec also employs extensive static and dynamic analysis systems to determine

the maliciousness of a binary. My work focuses on malicious �le downloads. To

this end, this dataset is preprocessed to leverage the reputation score that Symantec

associates to �les, discard any �le that has a high (benign) reputation score, and keep

�les that are involved in the delivery of malware or PUP (e.g., using the ground truth

maintained by Symantec) or con�rmed as malicious by VirusTotal [116]. These

reputation scores also serve as additional ground truth for unlabelled �les. Note

that I consider a �le to be malicious if at least one of the top �ve AV vendors by

market share (in no particular order, Avast, AVG, Avira, Microsoft, and Symantec)

and a minimum of two other AVs detect it as malicious. A similar technique has

been used in other work [154, 194].

3.2.2 VirusTotal

VirusTotal [10] is a free online service that analyses submitted �les and URLs across

different antivirus engines and website scanners, aggregating these scan outputs. I

query VirusTotal with each �le SHA-2 to obtain the number of AV products that

�ag the �le as malicious, as well as the AV-speci�c malware or PUP family labels

designated to it.

Ecosystem study.For the measurement study in Chapter 4, I only collect Virus-

Total data for download events occurring on October 1st, November 12th and 19th,

and December 17th and 24th, 2015. This is because VirusTotal limits queries at a

rate of 4 requests/minute for non-paying users. This throttling limited the amount

of ground truth that could be collected for this study within a reasonable time pe-

riod. Of course, however, workarounds to this limitation exists if adequate resources

(time, funds) are available.

Takedown study. Coupled with throttling limitations, VirusTotal can sometimes

take several months (or even years) to detect and classify some malicious �les in

the wild accurately [137, 130, 162]. As such, for the longitudinal study of malware

delivery operations that faced takedown attempts in Chapter 5, I collect and anal-

yse VirusTotal data for the remaining download events in 2015-16 approximately 3
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years after �rst being observed (i.e., in 2019). This makes sense since, given the

retrospective nature of this study, I seek to characterise the evolution of different

malware and PUP operations as accurately as possible.

3.2.3 AVClass

In conjunction with VirusTotal, I utilise the AVClass malware labelling tool [177]

to remove “noisy” and con�icting malware labels for a given sample so as

to determine a correct and consistent one. For example, multiple AV en-

gines may generate labels ofAdware.Rotator.F , Adware.Generic , and

Adware.Adrotator.Gen!Pac for a single SHA-2 of the AdRotator PUP

family. AVClass processes these VirusTotal labels to generate theAdRotator

family label of thePUPsoftware class for this same SHA-2. At times, a single

family may be associated to �le SHA-2s that are labelled as both PUP and malware.

Therefore, I use majority voting on each family to label it and its associated SHA-2s

as either PUP or malware.

Ecosystem study.I used the default AVClass family labels for the study in Chap-

ter 4, given that the tool was developed around the same time the download data

was observed.

Takedown study. I utilised an updated set of AVClass family labels1 at the time of

the study in Chapter 5.

3.2.4 National Software Reference Library

NSRL provides SHA-1 and SHA-2 hashes of known benign and reputable pro-

grams. I use NSRL's Reference Data Set (RDS) version 2.67 to identify benign

�les that are potentially involved in malicious �le delivery.

In total, the ground truth dataset contains 1,034,763 malicious �le SHA-2s

(4.83% of all �les), 443,541 (2.07%) of which is classi�ed as malware, and the

remainder as PUP. On the other hand, 350,517 SHA-2s (1.64%) are known to be

benign, as either VirusTotal �ags them as not malicious (349,746 �les), and/or the

NSRL maintains that they are reputable (9,007 �les). Finally, the lack of ground

1Commit 21806f3 from https://github.com/malicialab/avclass (July 27th,
2018)
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truth for the remaining 20,003,241 SHA-2s (93.5%) leave their relative benignity

or malice unknown.

It is worth pointing out the issue of lack of ground truth is a common problem

within the security community, mainly because of software polymorphism [31] and

singleton binaries [138]. However, one must be clear that the primary focus of

these studies is understanding the structures ofmalicious�le delivery operations,

how knownoperations respond to different mitigation strategies, and identifying

pinch points within them. These studiesdo notaim to classify unlabelled �les or

solve the “ground truth problem.”

3.3 Additional Data Sources

I enrich the dataset even further to establish ground truth on the network hosts that

deliver the malicious �les. This allows us to characterise upstream delivery net-

works with clarity and track how their use by malware and PUP operators evolve

over time and in response to different mitigation strategies.

3.3.1 IP–ASN Mappings

I leverage a dataset of IP address to Autonomous System Number (ASN) mappings

that was provided by Cambridge Computer Laboratory, University of Cambridge.

This data was collected daily between October 1st, 2015 and September 29th, 2016.

I extend my gratitude to Dr. Richard Clayton for this dataset.

3.3.2 Geolocation Data

To further characterise the locations of different delivery service providers (partic-

ularly in the takedown study in Chapter 5), I leverage ageolocationdataset to map

IP addresses to the countries in which the servers are hosted. To achieve this, I use

the python-geoip PyPI package2, and MaxMindGeoLite2 data3 collected

around the time of the study.

In particular, there are datasets that were collected on20151027 and

20161203 . I found that for 98.3% of IPs in the Symantec dataset, the two Ge-

2https://pypi.org/project/python-geoip/
3https://dev.maxmind.com/geoip/geoip2/geolite2/
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oLite2 datasets recorded the same geographic locations. This was unsurprising, as

prior research has shown that most IP-geolocation structures are stable for static

devices (servers, routers, desktops) [208]. Given the identical mappings between

the two datasets, I opted to use the20161203 GeoLite2 dataset for the study.

3.3.3 Mozilla Public Suf�x List

The Public Suf�x List is a cross-vendor initiative to provide an accurate list of

domain suf�xes. This list includes common CDN resources as suf�xes (e.g.,

ca-central-1.amazonaws.com ). I used the Mozilla Public Suf�x List4 to

identify the effective second-level domains (e2LDs) in this dataset for clustering

purposes. The list is editable, so I includedamazonaws.com as a suf�x to sepa-

rate different users of its services (e.g., clients of Amazon AWS cloud services).

4https://publicsuffix.org/
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Chapter 4

Measuring the Malicious File

Delivery Ecosystem on the Web

In this chapter, I present my �rst experimental study: measuring the malicious �le

distribution ecosystem. This work was in collaboration withSymantec Research

Labs, who collected and provided the download metadata from millions of their

product users, as well as my doctoral supervisors, who both gave invaluable insights

and direction over itsmanyiterations. We published an ACM AsiaCCS conference

paper based on this chapter titled,`Waves of Malice: A Longitudinal Measurement

of the Malicious File Delivery Ecosystem on the Web.'The analysis code is publicly

available on GitHub.1

4.1 Introduction

Malware delivery has become a major business in the cybercriminal economy.

Through decades of evolution and re�nement, cybercriminals have developed en-

tire operations around delivering malicious payloads to end-usersat scale, whether

the payloads be proprietary (i.e., controlled by the same actor who delivers it) or

third-party (i.e., controlled by a different actor to the one who delivers it).

There are myriad techniques cybercriminals use to deliver malware: transmis-

sion through physical media, social engineering (e.g., tricking a victim into down-

loading the malware from a malicious link or email attachment), drive-by down-

1https://github.com/ColinIfe/mdn



loads and exploit kits hosted on compromised websites, and malicious advertise-

ments (or malvertisements).

Over time, the cybercriminal economy developed thepay-per-install(PPI) ser-

vice model, which is characterised by cybercriminals paying for their malware to

be installed onto end-user devices by the PPI network operator or by one of the

operator's af�liate distributors. A core proponent of the PPI business model is the

dropper, which is software designed speci�cally to download other software com-

ponents onto victim devices.

As described in Section 1.1, researchers have recently uncovered a parallel

economy ofpotentially unwanted programs(PUPs) [129, 127, 200], which share

many traits with malware. Examples of this type of unwanted software include ad-

ware, spyware, and shady browser toolbars. Research has shown that PUP victims

are usually tricked into installing a downloader, ordropper, through social engi-

neering [127]. After such a dropper is installed, additional components are dropped

through a PPI service [200].

Previous research has suggested that, although mostly disjoint, a consistent

number of malicious actors (e.g., PPI operators) serve both malware and PUP sam-

ples. Kwonet al. [131] show that 36.7% of the droppers that they observed down-

loaded both malware and PUPs. Despite this �nding, many questions remain unan-

swered on the structure, workings, and dynamics of malware delivery networks.

What does the malicious �le delivery network look like? Are there differences

in the network structure of infrastructures that solely download malware, PUP, or

both? How do these infrastructures change over time? Answers to such questions

could help the security community better understand this malicious ecosystem, and

could expose weak points in these infrastructures for takedowns.

In this study, I adopt a data-driven approach to provide alongitudinal char-

acterisationof the malware and PUP delivery ecosystem on the Internet. First,

I process 129 million download events collected from millions of real users who

downloaded unwanted software over one year. This data contains information on

the �les downloaded, on the network servers that they were downloaded from, and
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on the dropper �le that initiated the download. I subsequently model these down-

load relations as a graph and apply graph analysis techniques to identify the related

network and �le components. I then look at the types of �les that these components

download, and study their temporal behavioural characteristics over a short period

(one day), as well as over a medium period (every day for a period of one month)

and the long term (one day a week for a period of one year).

Overview of results. I show that the malicious �le delivery landscape can be par-

titioned into two disjoint ecosystems: a tightly connected set of network infrastruc-

tures that are mostly responsible for downloading PUPs, and a set of isolated infras-

tructures that are mostly responsible for downloading malware. I also show that the

PUP Ecosystem is stable over the long-term (i.e., one year). In raw numbers, the

PUP Ecosystem is responsible for 80% of suspicious �le downloads worldwide. Al-

though previous research found that PUPs are pervasive in the wild [127], this work

presents the �rst comparison of the prevalence of PUP and malware. I estimate the

proportion of PUP-to-malware in the wild – roughly 5:1 in # of SHA-2s, and 17:2

in # of downloads – and analyse the characteristics and distribution patterns of their

ecosystems. Con�rming results from previous work [131], I show that these deliv-

ery infrastructures are often not responsible for delivering a single type of malicious

�le (i.e., PUP or malware), but, instead, often deliver both. I observe the activity

patterns of distribution infrastructures over time and their lifespans. This study pro-

vides the security community with an unprecedented view of the characteristics of

the malware and PUP delivery ecosystems. Also, I provide a methodology, with

initial results, that identi�es elements (IP addresses, autonomous systems, domain

names) in a delivery infrastructure that do not change over time. These can be used

to direct takedown efforts towards those elements that are not volatile and therefore

could have an impact if taken down.
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4.2 Methodology

This study leverages two stages of analysis: (i) a 24-hour snapshot analysis, and

(ii) a longitudinal analysis. In the �rst stage, I group related hosts and �les ob-

served over 24 hours, and map the network infrastructures involved in the delivery

of malicious �les. In the second stage, I track the evolution and behaviours of these

infrastructures. In this section, I describe these stages in detail.

4.2.1 Snapshot Analysis

The data processing pipeline for a 24-hour snapshot is as follows: i) IP �ltering, ii)

building the graph, iii) separating components, and iv) �le classi�cation.

4.2.1.1 IP �ltering

Since this dataset presents a global outlook on download data, �les that appear to

be generated from the host machine (localhost) or private IP addresses could be

incorrectly inferred as being part of the same infrastructure. Consequently, IPv4/v6

addresses that are not valid for public use on the Internet [6] are removed. As a

result, the graph-building stage ignores �les/URLs that areonlydownloaded from /

hosted on these IP addresses.

4.2.1.2 Building the graph

I build a directed graph for each observation window (24 hours), de�ning a graph

as

G = ( V;E) (4.1)

whereV is a set of heterogeneous nodes that represent the following entities: IP

addresses, URLs, and �les.E is a set of directed edges that represent relationships

between each node. Note that in this study, URLs that share a common fully qual-

i�ed domain name (FQDN) are clustered together rather than explicitly de�ning

them as nodes within the graph. It should be noted that, in a similar manner to the

approaches used by other researchers [194, 24], I update this methodology in Chap-

ter 5 to represent FQDNs as graph nodes explicitly, so as to identify URL-to-FQDN
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relationships from the outset. For simplicity, I have outlined the additional steps in

this chapter to avoid repetition later.

An example of a download graph is shown in Figure 4.1, which captures both

the �le dropping behaviours (client-side) and the upstream distribution network

(server-side). To build the download graph, I takedownload eventsas the input,

where each download event is represented as a tuple

d = < I ;D;Ur ; :::;U f ;Ff ;Af ;Up;Fp > (4.2)

whereI is the IP address from which the �le was downloaded,D is its FQDN (Chap-

ter 5 only),U f is the host URL of the download (after removing the URL parame-

ters), whileFf is the downloaded �le identi�ed by its SHA-2.Af represents a set of

attributes which provides additional information about �leFf , such as its �lename,

its size (in bytes), and the “reputation” and “prevalence” scores assigned to these

�les by Symantec's static and dynamic analysis systems (see Section 3.2.1). In-

formation on any HTTP redirection chains that are involved in the download event

is also included, terminating with the download URLU f . If the download event

takes advantage of redirection, this initiating referrer URL,Ur , would be recorded.

I use this information because, as previous research has shown, malware operators

utilise redirections to make their infrastructures more resilient and dif�cult to de-

tect [193]. Finally, information about the parent �le that initiated the download

event is retained, which may be as a result of a user-triggered download from a le-

gitimate program, such as a browser or an installer, or a malware sample dropping

other malware, such as through a pay-per-install scheme [47].Fp represents this

parent �le as identi�ed by its SHA-2, whereasUp indicates the URL from which

this parent �le was downloaded.

The following steps are then taken to build the graph with a download eventd:

• For each elementde in the tupled, I check if de already has a node in the

graph. If it does not, I create a new node with a unique identi�er and add it to

the set of nodesV. I use the full IP address as an identi�er for IP nodes, the
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Figure 4.1: An example of a download graph with two series of download events high-
lighted. This schema is used for this study, while an updated schema is adopted
for a later study in Section 5.3.1.

FQDN for FQDN nodes (Chapter 5 only), the full URL without parameters

for URL nodes, and the SHA-2 hash for �le nodes.

• If there is no pre-existing edge between any two elementsde1 andde2 in d,

I create an edge with weight 1 and add it to the set of edgesE. If the edge

already exists, its weight is incremented by 1. The following directed edge

relationships are permitted between each node type (as represented by each

elementde), subject to their presence in the download eventd:

– FQDN dD ! URL dU (Chapter 5 only),

– download IPdI ! download URLdU f ,

– download URLdU f ! referrer URLdUr ,

– in decreasing order of precedence, subject to presence in the download

event: (i) referrer URLdUr , (ii) download URLdU f , or (iii) download

IP dI ! downloaded �ledF f (or parent �ledF p),

– parent �le (dropper)dF p ! downloaded �ledF f .

Takedownload event 1in Figure 4.1, for example:File1 is dropped byParent

�le , which was downloaded from host URLhttp://parent.file.com/path ,

hosted on IP addressIP1. In download event 2, File2 was downloaded from host
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URL http://download.file.com/path/ hosted onIP2. These two dis-

connected graphs are connected by the third download event whereFile1 was

downloaded via referrer URLhttp://landing.page/path leading to host

URL http://download.file.com/path/ .

4.2.1.3 Separating components

The primary step towards attributing �les, hosts, and their activities to actors is

to separate the directed download graph intoweakly (undirected) connected com-

ponents. This enables me to identify distribution networks of �les and hosts that

have direct interactions with each other, and characterise them as independent struc-

tures for a given 24-hour period. The graph structure is divided into �le-only and

network-only (sub)components, which are the connected components derived from

the �le-only and network-only sub-graphs. I de�ne (i) anetwork infrastructureas a

component in the network-only subgraph, while in the case of a �le-only subgraph,

(ii) a �le infrastructureas a component consisting ofat leasttwo �le nodes, and (iii)

a lone �le as an isolated node in this subgraph. For example, Figure 4.1 shows two

network infrastructures,f IP1, HostURLg andf IP2, HostURL, ReferrerURLg, one

�le infrastructure,f ParentFile, File1g, and a lone �le,f File2g. This separation into

sub-graphs assists in the task of attributing infrastructures to independent actors and

tracking these over time.

4.2.1.4 File classi�cation

To further understand the malicious �le delivery ecosystem, I am interested in la-

beling graph components as “malware,” “PUP,” or “unclassi�ed,” based on the most

common types of �les of which they consist. VirusTotal [10] is a freely accessible

site that analyses �le submissions across dozens of antivirus engines and produces

detailed reports and detection statistics. Amongst these statistics are the family la-

bels by which each antivirus engine classi�es the �le (e.g., a prominent malware or

PUP family).

Simple majority voting could be applied to all labels produced in a VirusTotal

report. However, an issue with this approach is that antivirus vendors use incon-

sistent labels for positive samples, even when the same malware families are de-
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tected. For example, two engines may generate labels ofAdware.Rotator.F

and Adware.Adrotator.Gen!Pac for the same instance of the AdRotator

PUP family. These inconsistencies lead to unreliable majority votes. As a result,

Sebastianet al. [177] designed and evaluated the AVClass malware labeling tool to

overcome this problem.

In this study, the AVClass tool is used to label each �le SHA-2 that generates

a VirusTotal response with a family name, and as likely malware or PUP. Each

graph component is then assigned a malware, PUP, or unclassi�ed label, based on

a majority vote on the most common family it distributes. If VirusTotal classi�es

a sample as malicious, but AVClass does not contain its label in its database of

aliases, I label it as a singleton cluster named after its SHA-2.

4.2.2 Longitudinal Analysis

After mapping the actors involved in malicious �le delivery over one day, we want

to understand how stable these distribution infrastructures are over time. To this

end, �le-only and network-only components are tracked on a daily and weekly basis

(working from the same day of the week) over an entire year. I also track the

lifespans of these infrastructures over a year, using a weekly sampling frame, with

respect to the �rst day of the dataset. More precisely, I do the following:

4.2.2.1 Snapshot processing

For each day of data, I generate �le-only and network-only connected components.

To achieve this, I repeat the steps fromSnapshot Analysisin Section 4.2.1 to build

components from the overall graphs. I also generate �le-only and network-only

sub-graphs and build components from these.

4.2.2.2 Optimal signature selection

To track distribution infrastructures across different days, I need to �rst characterise

each graph component with asignature: a set of nodes within these components

which are likely to be temporally stable. Therefore, I need to determine (i) a good

criterion for node stability, and (ii) a suitable signature length. The following ex-

periments are conducted to establish suitable signature characteristics:
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(1) Node centralities. I pursue a suitable criterion for identifying stable nodes

through graph percolation, i.e., the breaking down of a graph component by system-

atically removing nodes. Graph percolation [49] is useful in showing how resilient

a network is to disruption, and by what method. I utilise differentnode centralities

as the criteria for selecting the node to be removed at each iteration, with the idea

that stable `root' and `branch' nodes (e.g., IP addresses, hosts, droppers) are likely

to be more “in�uential” than ephemeral `leaf' nodes (i.e., end-user downloads). In

this case, I use node centralities as proxies for “in�uence.” I then conduct graph

percolation on a graph component, via centrality criteria, until it completely disin-

tegrates. I compare the rates of graph percolation under different node centralities

and select the one with the highest rate.

(2) Sensitivity analysis.Besides identifying the ranking metric of the nodes most

likely to be stable, I also need to determine a suitable number of nodes to include

in the tracking signature when I attempt to trace infrastructures across days. In-

tuitively, it is unlikely that I would need to consider every single node in a given

infrastructure in this matching process. To this end, I conduct a sensitivity analysis

using the node selection criterion as well as a range of signature lengths as I measure

the number of infrastructures that I can track across a pair of days. I then select a

maximum signature length based on the principle of diminishing returns, i.e., when

the increase in tracking accuracy is insigni�cant in comparison to the increase in

signature length. I present the results of these experiments in Section 4.3.2.2.

4.2.2.3 Component tracking

I have de�ned how I generate the signature of each component. Now, I explain how

I track these in time.

For any pair of consecutive days, i.e., dayi and dayi + 7, I generate a bipartite

graph: a vertex setVi , representing components from dayi, and a vertex setVi+ 7,

representing components from dayi + 7. Each component is represented as a single

vertex,v, with an associated component signature,s. For example, componentvi; j

represents thejth component from dayi and has signaturesi; j .

57



Edges represent matches between component signatures when their intersec-

tion is a non-empty set (i.e.,si; j \ si+ 7;k 6= /0). This representation enables us to

generate a simpli�ed, one-to-one mapping of matched components via the follow-

ing rules (in order of priority):

1. If vi; j andvi+ 7;k share an edge, and they have no other incident edges, I retain

this edge as asimple transition.

2. If vi; j shares edges with multiple vertices fromVi+ 7, the “best match” is cho-

sen (see below).

3. If vi+ 7;k shares edges with multiple vertices fromVi , the “best match” is cho-

sen.

The “best match” algorithm works as follows:

1. Retain edge with the smallest difference in component size.

2. If multiple edges retained, retain edge with the greatest overlap of leaf nodes

between components (i.e., the same payloads).

3. If multiple edges retained still, retain one of the edges by random.

Forward-facing transitions are prioritised over backward-facing ones, trading-off

a little tracking reliability for simplicity. The “best match” algorithm assumes that

there is more stability in how many �les a dropper distributes over which �les it dis-

tributes. This assumption is supported by the observation that malware can undergo

rapid polymorphism [31]. Note that this tracking technique is also limited in that

it oversimpli�es the splitting or joining of infrastructures across days as straight-

forward transitions. Nonetheless, this is suf�cient in estimating the activities and

lifespans of these delivery infrastructures, giving lower bounds for such.

In Section 4.3.2, I provide the longitudinal analysis of the data, particularly

focusing on theretention ratesof components over time. This aspect is indeed in-

teresting to understand how ephemeral malicious �le operations are and to better

understand which mitigation techniques are more promising against these phenom-

ena.
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Figure 4.2: Illustration of �le distribution infrastructures. White triangles represent IP ad-
dresses; white circles download and redirection URLs; and black squares �les.

4.3 Analysis

As explained in the previous section, the analysis is in two stages: �rst, I look at a

single day of data, to better understand the network and �le infrastructures involved

in the malicious �le delivery landscape. I then look at multiple days, to see how

the network and �le infrastructures evolve over time. In this section, I illustrate the

results of this analysis in detail.

4.3.1 Snapshot Analysis

I build the graph for the �rst day of the collection period, 1st October 2015. After

the pre-�ltering operations described in Section 4.2.1.1, I obtain a graphG with

1,661,636 nodes and 1,930,648 edges. These nodes consist of 964,998 �le nodes

(SHA-2s), 385,861 host URL and 218,530 referrer URL nodes (130,630 domains),

and 92,247 IP nodes. Each �le node represents all download events relating to

a unique �le, identi�ed by its SHA-2, with a total of 1,644,906 download events
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Table 4.1: Top 10 countries by # of GC articulation IP nodes.

Region Art. IP nodes Region Art. IP nodes

United States 1419 Russian Federation 39
China 268 Canada 31

Netherlands 147 United Kingdom 31
France 114 Luxembourg 28

Germany 53 Brazil 26

Figure 4.3: Decay of the GC by graph per-
colation under different selec-
tion criteria. N.B. line order
follows graph legend.

Figure 4.4: Giant Component degree distri-
bution (complementary cumu-
lative distribution function).

recorded for the �rst day. The graph is separated into weakly connected components

(see Section 4.2.1.2). Consequently, 58,173 connected components are generated.

I �nd that a Giant Component (GC) emerges, which accounts for 80% of down-

load activity, comprising of 786,240 unique �les (1,345,586 download events) dis-

tributed through 89,550 domains, 480,110 URLs, and 51,436 IP addresses. The GC

comprises network components and �le components interconnected with each other,

such as multiple network infrastructures dropping the same set of �les. To put this

into perspective, the next largest non-Giant component consists of only 2,000 nodes.

The remainder of download activity (which I refer to as the Non-Giant Component

or NGC) is attributed to 58,172 independent distribution infrastructures. Figure 4.2

shows an illustration of the two emergent download ecosystems.

4.3.1.1 Graph structural characteristics

It is pertinent to verify whether the GC identi�ed is indeed a well-connected set

of network infrastructures, or if it is an artifact of the methodology. To this end,

60



I conduct graph percolation as described in Section 4.2.2.2, shown in Figure 4.3.

I �nd that the GC is tightly connected to a minority of nodes. For instance, it is

required to remove over 1k (0.08%) of the highest degree nodes to reduce the size

of the GC by more than 50%, and at least 6k (0.46%) nodes – 5.5k of which are

network nodes – to reduce the size by 80%. This ratio is an extreme example of

the Pareto principle, which itself states that for many real-world outcomes, roughly

80% of effects come from 20% of causes.

Following from the graph percolation experiment, I identify the articulation

nodes which form the structural backbone of the GC. Table 4.1 shows that, when I

focus on IP addresses, the United States is the biggest regional contributor to this

massive distribution infrastructure. This ranking could indicate where ISP take-

down efforts would be most effective in dealing with unwanted software distribu-

tion, notwithstanding the potentially disproportionate number of ISPs located in the

US. The GC is an approximatescale-free network: Figure 4.4 shows its degree dis-

tribution approximately following a power-law distribution. It contains 1.3M nodes

and 1.6M edges. The diameter of the GC is 20, meaning that there are only 20 hops

along the longest chain of IPs, URLs, and dropped �les. The average path length of

the GC is 6.20 (average number of hops between any pair of nodes). The GC also

has a global clustering coef�cient of 3:6 � 10� 5. This property could be an indi-

cation of a tree-like structure for the GC, with a relatively small number of highly

interconnected root nodes, but many branches and leaf nodes. This conclusion is

supported by the fact that only a very small proportion of nodes – most of which

are hosts – are responsible for the connectivity of most of the GC.

4.3.1.2 Signi�cance of the GC

Though initial �ndings showed that the GC is a well-connected ecosystem of �les

and network infrastructures, this component could still be an artifact of, for exam-

ple, the shared use of IP addresses by different malicious operations due to their

use of popular hosting providers and content distribution networks (CDNs). This

classi�cation would result in a false connection of services that are effectively in-

dependent in the real world, e.g., separately owned Amazon EC2 instances being
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linked to the same IPs and/or domains. To rule out these scenarios, I conduct two

experiments: �rst, I rebuild the graph without IP addresses, and second, I blacklist

the most popular effective second-level domains (e2LDs). I use the Mozilla Public

Suf�x List 2 to identify the e2LDs in this dataset. Note that this list includes com-

mon CDN resources as suf�xes (e.g.,ca-central-1.amazonaws.com ). I

includedamazonaws.com as a suf�x to separate users of its services.

For these veri�cation experiments, the graphG is rebuilt without any IP ad-

dress nodes, or any URLs with IP addresses in place of domain names (e.g.,

http://119.147.227.164/path/to/file ). This results in a graph of

1,544,062 nodes (7% reduction) and 1,578,585 edges (18% reduction). After com-

puting the weakly connected graph components, I �nd that the GC is considerably

smaller, but remains stable, with 908,029 nodes (31% reduction) and 1,102,300

edges (32% reduction). Evidently, IP addresses help form a signi�cant part of the

GC, connecting about 31% of this component. In real terms, shared IPs connect a

signi�cant proportion of the unwanted software distribution market – potentially an

indication of shared or repeated use of network infrastructure, or these services be-

ing illicit, thus not appearing on the public suf�x list. However, these results show

that there is also a strong interconnection between distribution services through

URL-to-URL redirections between hosts, the distribution of multiple software per

service (one-to-many) and and the distribution of common software between multi-

ple services (many-to-one).

Next, the most popular e2LDs are categorised by grouping the network nodes

(hosts and referrals) that share the same e2LD and rank them by the number of

associated network nodes. Table 4.2 shows the top 20 e2LDs. I �nd that the

top GC domains predominantly belong to popular CDNs, such asMediaFire(7.4k

nodes),Windows Azure(undermsecnd.net , 6.4k nodes),Softonic(2.7k nodes),

andGoogle(2k nodes). An apparentzz-download-zzCDN is also very prominent,

consisting of 2.86% (7.6k nodes) of hosts. As later results suggest, the unwanted

2The Public Suf�x List is a cross-vendor initiative to provide an accurate list of domain suf�xes
– https://publicsuffix.org/
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Rank e2LD % of hosts Rank e2LD % of hosts

1 media�re.com 2.80% 11 d3s8yh4ki1ad1i.cloudfront.net 0.67%
2 msecnd.net 2.40% 12 drp.su 0.64%
3 uploaded.net 1.70% 13 crusharcade.com 0.62%
4 magnodnw.com 1.56% 14 doff.info 0.58%
5 mysimple�le.com 1.03% 15 4shared.com 0.53%
6 softonic.com 1.00% 16 zz-download-zz8.com 0.51%
7 clipconverter.cc 0.84% 17 zz-download-zz10.com 0.50%
8 google.com 0.77% 18 zz-download-zz7.com 0.49%
9 �le8desktop.com 0.73% 19 mountspace.com 0.47%
10 up1004.info 0.72% 20 zz-download-zz9.com 0.48%

Table 4.2: Top second-level domains ranked by # of GC network nodes.

Figure 4.5: Decay of the GC (no IPs) by removal of top e2LDs.

software distribution economy may be leveraging, if not directly using, the infras-

tructures of benign and popular CDNs.

Figure 4.5 exhibits the exponential decay of the GC as the top e2LDs are re-

moved in order of decreasing rank. I �nd that the GC structure remains resilient to

percolation, even after the total removal of all 30,330 e2LDs in the GC. This result

shows that both IP addresses and popular domains are important for the connec-

tivity of the GC, but there is still a strong and resilient interconnectivity between

the �les that are distributed within it, as evidenced by 20% of the GC (180k nodes)

remaining after removing all domains and IPs. That is, droppers also contribute

signi�cantly to the proliferation of unwanted software and are core to the malicious

�le delivery ecosystem. Taking into account that the smallest estimate of the GC is

still 90 timesthe size of the largest non-GC infrastructure (2k nodes), this evidence

strongly suggests the real-world presence of the GC structure in the malicious soft-
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ware delivery ecosystem, regardless of potential measurement artifacts. Moving

forward, I proceed to study the differences between the GC and NGC infrastruc-

tures.

4.3.1.3 File distribution of the GC and NGC

After identifying the presence of two distinct groups of infrastructures, the GC and

the NGC (composed of 58k independent infrastructures), I aim to better understand

what kinds of �les are installed as part of the two ecosystems. The �le classi�ca-

tion process as described in Section 4.2.1.4 is applied. Of the 965k unique �les

downloaded in this day of data, VirusTotal generates analysis reports for only 80k

�le SHA-2s. AVClass [177] then processes the VirusTotal results to produce 61k

family labels: 42k are from known families, while 19k are from unclassi�ed fam-

ilies, which are labeled as “singletons” (see File Classi�cation in Section 4.2.1.4).

The remaining 19k of SHA-2s analysed by VirusTotal had not been classi�ed as

malicious at the time the download metadata was collected.

The attrition in ground-truth data is undesirable but expected. Only a small

proportion of �les are actually submitted to VirusTotal for analysis, hence the con-

siderably small record size compared to the total number of �les. Of the �les for

which VirusTotal has analysis records, some attain no AV detections, hence lead-

ing to AVClass producing no family labels for these SHA-2s. Even for �les that

have been detected as potentially malicious, some of them are only given generic

labels by the AV vendors that detect them (e.g.,Trojan.Dropper.Gen ). These

generic labels are stripped away by AVClass, leaving only family-speci�c labels,

or, when none such labels exist, singleton SHA-2 labels for unclassi�ed families.

Because of this attrition in ground-truth, I instead use the available AVClass labels

to characterise clusters of �les that exhibit dropping behaviours. In particular, I

use a majority voting scheme to label each �le-only graph component with its most

common family, as well as whether it is likely `malware,' `PUP,' or `unclassi�ed.'

This estimation helps to characterise the remaining unlabelled but related �les.

Figure 4.6 shows various family distributions for the GC and NGC ecosystems.

A key �nding here is that there is a clear difference in the presence of unwanted
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Figure 4.6: Malware/PUP family distributions. From left to right, �gures show: i) top fam-
ilies by # of raw downloads; ii) top droppers by # of known families dropped;
and iii) top known families dropped. The top row is for the Giant Component,
while the bottom row is for Non-Giant Components.

software within these two ecosystems: the GC is primarily dominated by PUP,

while the NGC is dominated by malware distribution activities. For the GC, PUP

such asconvertad , amonetize , andopencandy conduct the lion's share of

download activity. Similarly, these families act as prominent droppers, installing

other malicious �les on infected computers, though there is also a considerable

malware presence, particularly with thezusy family. In the NGC infrastructures,

gamarue , for example, is very prol�c in both downloads and dropping activities,

as are other malware families. It is worth nothing thatextcrome is labeled as

malware, while this family is actually adware and should, therefore, be classi�ed as

PUP [1]. This is a false positive result of AVClass, highlighting the imperfection

of the AVClass labeller, although such misclassi�cations are generally rare in this

dataset.
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Another interesting observation is in the mixed presence of PUP and malware

droppers and payloads within the GC. Given that the GC is a single, networked

download infrastructure, this alludes to a mixed distribution mechanism for PUP

and malware, although it is still PUP-dominated. By majority voting on the most

common family for a given �le component (see Section 4.2.1.4), I estimate that

the numbers of independent PUP and malware �le delivery operations (i.e., �le

components) in the GC are roughly 1.5k and 360, respectively (3.2k unclassi�ed),

and for the NGC, 190 and 250, respectively (2.9k unclassi�ed). Note that I do

not consider lone �les as �le delivery operations (i.e., singleton �le components

that do not engage in any dropping activities). 82 (1% of) �le delivery operations

involve both PUP and malware, which is in alignment with the �ndings of Kotzias

et al. [127] that refer to PUP distribution and malware distribution being largely

disjoint. However, I �nd that a single, massive �le delivery operation that is a subset

of the GC involves both PUP and malware, and is responsible for the distribution of

61k SHA-2s (7.7% of the GC) and 394k raw downloads (29% of the GC). This is

in line with the work by Kwonet al. [130], who found that 36.7% of the droppers

that they observed were downloading both malware and PUPs. To provide context,

the next largest delivery infrastructure in the dataset only distributes 2k SHA-2s.

I also compute estimates of the proportions of PUP-to-malware in the wild

by identifying SHA-2s of known families, and whether they are likely malware

or PUP. In the overall graphG, the PUP-to-malware ratios are roughly 5:1 (SHA-

2s) and 17:2 (raw downloads). The proportions of PUP-to-malware in the GC are

roughly 8:1 in # of SHA-2s and 11:1 in # of raw downloads . In the NGC, the PUP-

to-malware ratios are 1:1.78 in # of SHA-2s and 1:2.15 in # of raw downloads.

Despite previous work already highlighting that PUP is more predominant in the

wild than previously thought [127], this study was the �rst to quantify the ratio of

malware and PUP in the wild.

4.3.1.4 Case study: Opencandy operation

Figure 4.7 shows the known families dropped by the prevalentopencandy PUP,

a commercial and popular pay-per-install (PPI) software, in this 24-hour snapshot.
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Figure 4.7: Known families dropped by Opencandy. Note that unknown families are omit-
ted from this diagram.

This �gure indicates that PUP-malware relationships and mixed distribution infras-

tructures may be a bigger problem than �rst thought. Opencandy seems to drop

malware and PUP by similar proportions: 26 malware families (63 �le SHA-2s) ver-

sus 37 PUP families (132 �le SHA-2s), excluding the 288 Opencandy self-dropped

SHA-2s. It is also interesting to see the dropping behaviours of this PPI. In particu-

lar, some of its customers include other installer software such asconvertad and

installmonetizer . This could be evidence of business-to-business relation-

ships and shared distribution infrastructures between these competing PPI brands.

Opencandy also directly drops instances of its own binaries. I �nd that the

longest chain of Opencandy dropping its own binaries is a length of 2 sequen-

tial drops. For instance, a drop-chain of Opencandy binaries (same SHA-2) have

the �le namesPowerISO5 X64.exe , ADV35.EXE , andspstub[1].exe .

PowerISO5 X64.exe is the brand name of a CD/DVD image processing tool,

while spstub[1].exe is the name of software developed by Conduit, most often

with the description “Search Protect by Conduit”. This could simply be the result

of af�liate tracking. However, given that Opencandy has been found to distribute

malware, one cannot completely rule out the possibility of foul play in the use of

this mechanism.
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Summarising this section, I discovered two �le delivery ecosystems. The GC

consists of interconnected �le and network infrastructures and mostly drops PUP,

while the NGC is composed of independent components and mostly drops mal-

ware. Because of the GC predominantly dropping PUP and the NGC mostly being

responsible for malware downloads, for the remainder of this chapter, I can refer to

the GC as thePUP Ecosystemand the NGC as theMalware Ecosystem.

Figure 4.8: Structural comparison of PUP and Malware Ecosystems.

4.3.1.5 Network and �le characteristics of the two ecosystems

Figure 4.8 shows a structural comparison of the PUP Ecosystem and Malware

Ecosystem sub-graphs. The �le in-degree and out-degree distributions for the PUP

and Malware Ecosystems are very similar. This could be indicative of largely sim-

ilar distribution patterns being employed by malware and PUP authors, e.g., the

common use of PPI services. However, the PUP Ecosystem generally has higher

in-degree and out-degree distributions for network nodes. This result suggests sev-

eral notions. First, hosts in the PUP Ecosystem are typically more interconnected

(i.e., redirections between hosts) and/or utilise more IPs than hosts in the Malware

Ecosystem. Also, hosts in the PUP Ecosystem are likely to be more proli�c distrib-
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utors (e.g., CDNs) than in the Malware Ecosystem, as also shown in the long-tails.

This is likely due to the larger volume of traf�c that these services can attract.

The �le SHA-2s dropped per domain distribution shows that domains in the

Malware Ecosystem download signi�cantly fewer unique �les onto victim systems

than those in the PUP Ecosystem. However, the actual number of raw �les down-

loaded by PUP domains is only slightly more. There are several possible expla-

nations for this. Sites hosting malware could be used by malware authors to only

distribute their own binaries, or by illegitimate PPI infrastructures that serve fewer

malware customers per domain. The malware sites could also be distributing a

few �le SHA-2s before changing domain names in order to evade detection. On

the other hand, while many of the sites in the PUP Ecosystem may be CDNs that

are accessed explicitly by users to download different types of software (hence its

larger distribution of SHA-2s), more of the malware-hosting sites could be benign

sites that are compromised and unknowingly hosting exploit kits. In this case, vic-

tims would be infected without consent through silent drive-by downloads (hence

the fewer SHA-2s distributed by Malware Ecosystem domains).

Over 98% of SHA-2s arelone �les, as shown by the �le component distribu-

tions. Lone �les do not engage in any �le dropping activities, nor are they dropped

by any other �le SHA-2 – they are observed to be downloaded only directly from

hosts. Though component sizes vary, a majority of �le components in both the PUP

and Malware Ecosystems have diameters and average path lengths between 0 and 2

(> 99.9% for both), although the �le component sizes, diameters, and average path

lengths in the Malware Ecosystem are slightly larger in general. This explains the

very low clustering coef�cient of the PUP Ecosystem (GC) and supports the notion

that downloader graphs are generally very sparse and tree-like, with the Malware

Ecosystem having similar, albeit unconnected, distribution patterns.

4.3.1.6 Evasion tactics

The distribution of IP addresses per domain provides an interesting result. While

there is evidence of over 90% of domains having only one IP address each, far more

IPs per domain are used by a signi�cant proportion of the PUP Ecosystem than the
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AS No. Organisation Region Network Infrastructures
Hosted

16509 Amazon.com Inc. US 2901
15169 Google Inc. US 2508
14618 Amazon.com Inc. US 1425
16276 OVH SAS FR 1289
4134 China Telecom CN 999
13335 CloudFlare Inc. US 788
20940 Akamai Technologies EU 755
24940 Hetzner Online DE 600
4837 China Unicom CN 567
26496 GoDaddy.com LLC US 563

Table 4.3: Top 10 autonomous systems by # of network infrastructures hosted (i.e., con-
nected components from network-only graph).

Malware Ecosystem. The high usage of IPs per domain in the PUP Ecosystem could

be evidence of increased use of the fast �ux technique in this ecosystem. However,

this could also be attributable to the signi�cant presence of various CDNs in this

ecosystem, which has already been con�rmed in previous sections.

Rossowet al. [172] state that rather than using servers with fast �ux, some

pay-per-install operators opt to distribute their dropper malware through multiple

servers, each hosted on a different autonomous system (AS). Figure 4.9 shows the

distributions of IPs and ASes being used to serve droppers. As I will show, there

are fundamental differences in the dropping modus operandi between large portions

of the PUP and Malware Ecosystems. While only less than 10% of droppers in the

Malware Ecosystem are distributed across more than one IP or AS, over 70% of

droppers in the PUP Ecosystem are distributed across more than one IP address,

while over 45% are distributed across more than one AS, indicating the use of the

aforementioned distribution tactic [172]. Servers with this abundance of resources

are very likely to be constituents of CDNs. In fact, many of these malicious network

infrastructures appear to congregate on well-known ASes, as shown in Table 4.3.

Note that a single network distribution infrastructure may operate across multiple

ASes.
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Figure 4.9: Distribution of IP addresses/autonomous systems serving each dropper. Drop-
pers with no traceable IPs or ASes are omitted.

4.3.1.7 PPI estimation

I also estimate the number of Pay-per-Install (PPI) services active during this single

day. I de�ne a PPI service as a network-only component that directly drops more

than one type of malware or PUP family. I only consider known families, as the

families of �les with singleton AVClass labels could not be determined. I also ag-

gregate network components with common e2LDs as they would represent common

services. As a result, I estimate a potential lower bound of 215 PPIs operating in

the PUP Ecosystem and 179 PPIs operating in the Malware Ecosystem. I note that

the largest “PPIs” in the PUP Ecosystem and Malware Ecosystem involve about

99% and 24% of all e2LDs and IP addresses in their respective ecosystems. In real

terms, this could further indicate that PPIs, as we know them, are more highly con-

nected than once thought, either through shared use of infrastructure or from one

service reselling to another. Note that other inter-host relationships (such as web

links between pages) are not considered.

Finding such a high level of connectivity once again raises the question:

why does the GC exist? Other works suggest that many different companies en-

gage in unwanted software distribution and that it is unlikely that they are in

close collaboration. However, arguably, this data suggests otherwise. It is pos-

sible that different af�liates are distributing the same binaries, or that software

authors are running the same auction systems, leading to the downloads of these
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same binaries. For instance, at least 4% of �le SHA-2s in the GC are dis-

tributed by more than one host. Alternative hypotheses are that multiple com-

panies that distribute unwanted software are actually controlled by a single com-

pany and/or many CDNs are acting as resellers unto other resellers, and so on.

For example, a particular network infrastructure consists of 2 IPs and 30 differ-

ent e2LDs, includingdownloadopencloud.com , opencloudsafe.com ,

setupfreesoftware.com , andthesafedownload.com , and, within the

data, most major CDNs are structurally connected in one way or the other. Nonethe-

less, we can con�dently rule out malware delivery mostly being a set of vertically

integrated operations. Instead, it is either one big organised operation, or, perhaps

more likely, a well-connected marketplace of infrastructure providers.

4.3.1.8 Summary of results

In this 24-hour snapshot analysis, I showed that the malicious �le delivery landscape

could be partitioned into two disjoint ecosystems: a tightly connected ecosystem

that is mostly responsible for downloading PUP, and a set of isolated infrastruc-

tures that are mostly responsible for downloading malware. I showed that the PUP

Ecosystem is responsible for 80% of the total number of suspicious �le downloads

worldwide. I reckon that it is likely a well-connected marketplace of infrastructure

providers. I calculated the ratio of malware and PUP appearing in the wild, and

showed that PUP dominates malware by a ratio of 17:2 in the number of �les down-

loaded worldwide. I compared the structures and distribution techniques of the two

ecosystems, showing that PUP operators are more likely to distribute the delivery

of their malicious �les across more IP addresses and autonomous systems. I also

showed that IPs from the U.S. are core to the PUP Ecosystem, which could be the

most effective target for ISP takedowns. Using this technique, one could go further

in identifying the most stable of these IPs over the collection period, such that those

that are purely illicit are targeted for ISP takedowns, while the benign ones (e.g.,

CDNs) are advised to improve their security practices.
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Maximum Signature Length Day-Pair 1 Day-Pair 2

1 32:5% 38:1%
blog2(X)c 41:1% 46:7%

2 46:5% 51:7%
3 48:0% 53:6%
4 48:2% 53:7%
5 48:2% 53:8%
10 48:3% 53:8%
20 48:3% 53:9%
50 48:3% 53:9%
100 48:3% 53:9%

Table 4.4: Sensitivity analysis.blog2(X)c is the variable length signature with the size
being the rounded-down logarithm of the component sizeX.

4.3.2 Longitudinal Analysis

So far, I have looked at the malicious �le delivery ecosystem over 24 hours. How-

ever, many questions remain unanswered on how such delivery ecosystems evolve.

Therefore, in this section, I analyse the temporal evolution of �le delivery networks,

particularly focusing on the retention rates of infrastructure.

4.3.2.1 PUP Ecosystem persistence

First, a graph is built for each day. As a result, the PUP Ecosystem (i.e., Giant

Component) was found to be stable over the entire year. This result is important, as

prior work [127, 131] only characterises PUP and malware ecosystems in the short-

term. As described in Section 4.2.2.1, the network-only and �le-only components

from the overall graph are then computed, which represent the network-based and

�le-based delivery infrastructures.

4.3.2.2 Infrastructure tracking

It is important to develop robust signatures to track infrastructures in time. As

such, a graph percolation experiment was conducted to measure how quickly the

GC breaks down using a number of graph in�uence measures, i.e., eigenvector,

betweenness, in-degree, out-degree, and overall degree centralities (see Figure 4.3).

Following this experiment, I select out-degree as the criteria to select in�uential

nodes for infrastructure signatures (see Section 4.2.2.2). In practice, degree and out-
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degree perform identically, but out-degree is selected as it is more computationally

ef�cient in that it does not include (redundant) leaf nodes in the tracking signature.

I conduct a sensitivity analysis of tracking performances with different maxi-

mum signature lengths. Here, I select infrastructures from two randomly selected

pairs of consecutive days in the data series (i.e., Day-Pair 1: 2015-Oct-22 and 2015-

Oct-29, and Day-Pair 2: 2016-Feb-02 and 2016-Feb-09). A match is de�ned as an

intersection of a pair of signatures across two days. I then compute the percentage

of component signatures matched across these day-pairs using different signature

lengths. Finally, by diminishing returns, I select a maximum signature length of 5

(see Table 4.4).

This result means that a graph component can be characterised byup to

�ve of its top out-degree nodes. An example of a network component signa-

ture is f `http://groupsetzipmyjob(dot)org/hp/', `107.21.97.98', `54.225.102.164',

`68.232.34.200', `74.120.16.179'g. Besides making tracking computationally fea-

sible, this also points out elements (e.g., IP addresses, DNS domains) that are stable

over time and could, therefore, constitute potential intervention points by law en-

forcement agencies (LEAs) and security companies (e.g., for takedowns).

In the tracking analyses, I only consider �le clusters that exhibit dropping be-

haviour as �le (client-side) distribution infrastructures. The retention rates of the

remaininglone �les is considered separately as these are less easily attributable

to individual actors. I also track infrastructures using two temporal granularities:

daily (over a month) and weekly (same weekday sampled over a year). This ap-

proach allows us to observe in detail the delivery network life-cycles in both the

medium-term and the long-term trends.

4.3.2.3 Retention of infrastructures

Figure 4.10 shows the daily retention of network and �le delivery infrastructures,

i.e., the number of infrastructures that are detected from one day to the next. The

daily retention reveals cyclicity in the network and �le distribution infrastructures,

both that are active in download activity (total) and that are tracked, with a cyclic pe-

riod of seven days. As 1st October 2015 was a Thursday, the results show that more
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Figure 4.10: Daily retention of delivery in-
frastructures over a month.

Figure 4.11: Daily retention of lone �le
SHA-2s over a month.

distribution infrastructures are active across weekdays (i.e., Mon-Tue, Tue-Wed,

Wed-Thu, and Thu-Fri) and less across weekends (i.e., Fri-Sat, Sat-Sun, Sun-Mon).

The cyclic download activities during the week could show that the �le distribution

patterns of cybercriminals and legitimate providers alike mirror the network use,

download, and work-rest patterns of people and organisations. In other words, in-

fections increase during business hours because more potential victims have their

computers on, as already observed by previous work [70, 186, 188].Routine Activ-

ities Theory[68] supports this notion, which posits that (cyber)criminals can only

engage in criminal activities when they converge in (cyber)space and time with suit-

able targets in the absence of capable guardians (or cyber defences).

Figure 4.11 shows the daily retention for lone �les. A lone �le is a �le that is

dropped directly from network hosts and does not engage in any further dropping

behaviour. On the other hand, I de�ned a �le (client-side) distribution infrastruc-

ture as a �le-only component that exhibits dropping behaviour between �les. In

comparison with the retention of �le infrastructures (Figure 4.10), the �uctuations

in the presence of lone �les (Figure 4.11) and network infrastructures (Figure 4.10)

appear more pronounced. This is probably due to there being many more network

infrastructures and lone �les than �le infrastructures, e.g., lone �les constitute 98%

of �le-components in the �rst graph snapshot. It should be noted that the weekly

�uctuation in the total and tracked network infrastructures may not speci�cally rep-

resent hosts going down or coming up: it only means that the sensors used in this

dataset do not observe downloads from these hosts.
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Figure 4.12: Weekly retention of delivery in-
frastructures over a year.

Figure 4.13: Lifespan of delivery infras-
tructures tracked from 1st
October 2015.

Figure 4.14: Box plots showing the lifespan of �le delivery infrastructures.

As shown in Figure 4.12, the weekly retention of delivery infrastructures (sam-

pled every Thursday for a year), omits this weekly periodicity. However, there is a

large drop in download activity from 19th November 2015 until 14th January 2016,

with a small peak in activity on the week of 17th to 24th December 2015. I later

investigate this anomaly (see Section 4.3.2.5).

4.3.2.4 Lifespan of infrastructures

Figure 4.13 is the lifespan plot of distribution infrastructures observed since the

�rst day of analysis (1st October 2015), with a weekly granularity. This �gure

shows the activity decay of these infrastructures over a year. That is, infrastructures

observed on each sampled day are matched with infrastructures observed on 1st

October 2015, where the sampling frame is seven days. I initially track 40.6k net-

work infrastructures and 3.2k �le infrastructures and �nd that, of these, at least 30k

network infrastructures (75%) remain active for over 6 weeks, while 10.5k network

infrastructures (26%) and 320 �le infrastructures (10%) remain active for a year.
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