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Abstract

National immunization technical advisory groups (NITAGs) develop immunization-related recommendations. Systematic reviews are recommended to be used in this process, but conducting them requires significant resources, which many NITAGs lack. Using existing systematic reviews could help address this problem.

The Robert Koch Institute and collaborators set up the SYSVAC2 project to facilitate the retrieval of existing systematic reviews and offer guidance on using them. This will include an online registry of systematic reviews relevant to immunization policy and an online course on how to use existing reviews. This report describes an international expert workshop held in December 2019 to develop consensus on methods for using existing reviews and other relevant factors for the registry and course.

Members from NITAGs representing different regions of the world presented their experiences of using systematic reviews and reflected on challenges inhibiting use. Three methodologists considered different aspects of using systematic reviews. Interactive sessions followed, where implications for SYSVAC2 were discussed. Participants supported having critical appraisal ratings, plain language summaries, keyword search, and data visualization functions in the registry. They suggested tailoring course content to different audiences and including overviews of reviews as a topic and examples of how NITAGs have used or could use existing reviews. Participants agreed that whether a review is out-of-date should be decided by those using the review rather than registry staff. The registry could help by highlighting the date of literature search or included primary studies. Participants recommended a visualization function to highlight overlap across reviews and guidance on handling challenges to using reviews, ideally, involving a practical element. No consensus was reached on which critical appraisal tool to use for reviews in the registry, but a majority of participants wanted registry staff to perform appraisals. Formative research is planned before the registry and online course are launched in 2020.
1. Background and objectives

The role of national immunization technical advisory groups (NITAGs) is to develop recommendations to support national immunization program decision-making [1]. NITAGs are independent expert committees comprising members from disciplines relevant for immunization such as pediatrics, immunology, epidemiology, internal medicine and virology. They are nominated by the ministry of health of their respective country to provide independent and evidence-based advice to national decision-makers. On a global scale, NITAGs have varying resources, ranging from very limited staff to large secretariats. As recommendations made by NITAGs should reflect the best available evidence, it is suggested that systematic reviews be used in this process, since they synthesize findings from numerous primary studies and can provide more precise estimates of intervention effects than individual studies [2, 3]. However, conducting systematic reviews requires significant time, expertise, and human resources, which many NITAGs do not have.

Using existing systematic reviews could help address these problems but is not without its challenges. It can be resource-intensive and difficult to synthesize multiple reviews on the same topic and reconcile discrepancies across them [4]. The trustworthiness of existing reviews’ findings may not be clear. Retrieving reviews can also be challenging without access to academic databases and journals, or in-depth knowledge of literature searching techniques [5].

In 2019, the Robert Koch Institute (RKI), in collaboration with the World Health Organization (WHO) and London School of Hygiene and Tropical Medicine (LSHTM), launched the SYSVAC2 project to help address the challenges of retrieving and using existing systematic reviews. The SYSVAC2 project builds on LSHTM’s original SYSVAC project, which is described elsewhere [5]. This first version of SYSVAC was limited in technical functionality.
SYSVAC2 was initiated to make it easier for NITAGs to (a) identify relevant systematic reviews and (b) access guidance on how to use existing reviews when developing recommendations. The goal of the project is to create a free, regularly updated, user-friendly online registry, or database, of systematic reviews on vaccine-related topics and an online training course on how to use existing reviews in developing recommendations for vaccine policy. By developing SYSVAC2, the project group aims at balancing the trade-offs between the lack of resources available to conduct new systematic reviews versus the investment of new resources needed to establish and maintain the registry and the course.

The RKI has planned multi-method formative research to inform the development of the registry and course, the first of which was an international expert workshop, which took place in Berlin, Germany on 12-13 December 2019. The purpose of the workshop was to develop expert consensus on methods for using existing systematic reviews and to discuss implications for the design of the online registry and course. Workshop objectives were to:

1. Share NITAGs' experiences in using existing systematic reviews in vaccine decision-making
2. Present guidance on methods for using existing systematic reviews
3. Agree on how the registry and course could help NITAGs navigate the evidence and deal with common challenges in using existing systematic reviews
4. Determine how best to assess the methodological quality and indicate the quality rating of systematic reviews in the registry

This report describes the methods involved in the workshop and summarizes the results.

**2. Methods**

Twenty-three experts participated in the workshop, representing the following entities and countries:
NITAGs and their secretariats: Australia, Canada, Chile, China, Germany, South Africa, Sri Lanka, USA

Multilateral Organizations: WHO, European Centre for Disease Prevention and Control

Academia: Glasgow Caledonian University, LSHTM, University College London, University of British Columbia, University of Cape Town, Witten/Herdecke University

(see Supplementary file S1 for a list of participants).

Speakers included representatives from NITAGs and NITAG secretariats, who described their experiences using systematic reviews, and methodologists, who discussed methodological aspects of using existing systematic reviews. RKI staff corresponded and held planning meetings with the speakers prior to the workshop to communicate workshop objectives and ensure complementarity across talks. Each methodological talk was followed by an interactive brainstorming session, in which facilitators used modified Nominal Group Technique to translate insights from the talks into concrete ideas for the design of the registry and course [6, 7]. Facilitators posed brainstorming questions and allowed five to ten minutes for participants to gather their thoughts. In the first two sessions, participants presented their ideas in a round-robin session. The facilitators led a discussion and then participants “voted” on the three to five ideas they liked best. In the third session, facilitators led a discussion of each brainstorming question and requested voting only in the event that a decision had to be made. Neither RKI project staff nor facilitators of the session participated in voting.

3. Results

3.1 Use of existing systematic reviews in immunization-related decision-making

Five NITAG representatives presented their experiences of using existing systematic reviews when developing vaccination recommendations. Magdalena Bastias described how the Comité Asesor en Vacunas y Estrategias de Inmunización (CAVEI) (Chile) uses existing systematic reviews to orient themselves to the research in a particular area but relies mainly
on the primary studies included in the reviews. One challenge they face when using existing
reviews is the heterogeneity across primary studies. Systematic reviews often use different
measures for the same outcome, which makes interpreting and synthesizing results difficult.
Another challenge is that most existing reviews are published in English; reviews in local or
regional languages would be used more often. CAVEI supplements data from primary
studies with evidence from other sources (e.g., surveillance and epidemiological data, Global
NITAG Network resources, WHO Strategic Advisory Group of Experts (SAGE) on
Immunization reviews, and vaccine recommendations from other countries).

Like CAVEI, Deepa Gamage described how the National Advisory Committee on
Communicable Diseases (NACCD) (Sri Lanka) consults a wide range of sources beyond
systematic reviews. The type of evidence consulted depends on their research question but
may include local data on vaccine coverage and disease burden; vaccine effectiveness
studies; risk profile assessments; published and unpublished literature about other countries’
experiences, particularly in Southeast Asia; WHO position papers and recommendations;
and cost-effectiveness studies. They consult existing systematic reviews, mainly from
Cochrane and SAGE, to compare the results of their country-specific research with results
from global reviews and guide decision-making.

Rudzani Muloiwa explained that the National Advisory Group on Immunization (NAGI) (South
Africa) typically base recommendations on data on disease burden, effectiveness, cost-
effectiveness, feasibility and affordability of the introduction of the vaccine, and the impact of
including a new vaccine on the expanded program on immunization schedule. Local data are
critical for their work, but systematic reviews are not available; existing reviews often only
include studies from high-income countries. NAGI has found data from a local or similar
context to be more useful than a systematic review from elsewhere, so they tend to rely on
expert opinion, surveillance data, and primary studies rather than systematic reviews. The
exception is systematic reviews on vaccine effectiveness, which, despite taking place in
other contexts, remain useful in estimating impact.
With limited resources (e.g., smaller secretariats or no standalone secretariats), the NITAGs in Chile, Sri Lanka and South Africa reported having no means to conduct reviews themselves (de novo systematic reviews). In contrast, the US and Canadian NITAGs do conduct de novo systematic reviews. Jessica MacNeil reported that the Advisory Committee on Immunization Practices (ACIP) (USA) has 12 to 15 work groups, each led by experts and assisted by a librarian. These groups summarize published and unpublished data and prepare GRADE (Grading of Recommendations Assessment Development and Evaluation) evidence profiles and Evidence to Recommendations frameworks [8]. Non-systematic and systematic reviews are performed as part of this process, so existing systematic reviews are typically not used. Matthew Tunis mentioned that the National Advisory Committee on Immunization (NACI) (Canada) relies predominantly on reviews conducted by the secretariat at the Public Health Agency of Canada or through affiliated academic groups. Their reviews are systematic but would not always meet Cochrane review gold standards (e.g., they may have one data extractor and another spot-checking a sample, rather than double data extraction).

Despite having the capacity to conduct de novo reviews, NACI increasingly uses existing systematic reviews when developing vaccination recommendations. Using existing reviews authored from within Canada, produced by other high-income countries, or retrieved from SAGE, has increased NACI’s efficiency. Since 2017 NACI has used a formal process, based on previously published approaches [9-11], to decide when and to what extent existing reviews should be used. If no relevant, high-quality reviews exist, then NACI initiates a de novo review. If relevant reviews of sufficient quality do exist, then NACI determines which elements of these reviews to use (i.e., search strategy, quality assessment, synthesis). If the search strategy from an existing review is older than six months, NACI will update it. Tunis noted that updating existing reviews can be complex, as many diverse risk of bias tools are used for observational studies [12], which are common in the vaccine literature. NACI has faced challenging decisions whether to update using the original study risk of bias tools or to apply tools that are preferred by NACI.
The question of whether data or results from existing systematic reviews can be “trusted” arose in multiple presentations. CAVEI has found discrepancies between information about a primary study reported in a review and information in the primary study itself, which creates mistrust of review findings. Systematic review authors are sometimes authors of included studies as well, a conflict of interest that may lead to bias. NITAGs reported trusting reviews conducted by certain groups, such as SAGE or other known NITAGs (e.g., ACIP, STIKO) but acknowledged that, even in these cases, NITAGs must carefully consider each component of existing reviews (e.g., search strategy, risk of bias assessments) before determining which elements to adopt. Tunis described NACI’s experience using a high-quality SAGE review on the HPV vaccine dose schedule [13]. NACI adopted all elements of this review, however upon later re-analysis, concluded that SAGE’s interpretation of the data differed from their own [14]. NAGI also expressed questioning estimates from SAGE reviews when based on WHO epidemiological estimates that differ from NAGI’s own estimates.

3.2 Navigating the evidence

James Thomas (EPPI-Centre at University College London) presented the first methodological talk. Thomas described the context within which systematic reviews are produced and how this has evolved, challenges in navigating systematic review evidence, and implications for the design of the SYSVAC2 registry. Research takes place in an evidence ecosystem in which those producing the research and those using research results (e.g., decision-makers) engage with each other and affect and are affected by broader socio-political factors. Against this backdrop, two models of reviews have emerged: the knowledge-driven model, which is driven by research producers and their use of the existing literature, and the problem-solving model, which is driven by research users and the problems they are facing.

Interactions between research producers and users in both models influence review aims and methods. Decision-makers are commissioning reviews at an increasing rate and demanding immediate and easy access to the evidence base [15], which has led to the
emergence of rapid reviews, living systematic reviews, and reviews of reviews (‘overviews’) [16]. Review questions have grown in range and complexity, which has led to the synthesis of a wide variety of study designs (e.g., randomized and non-randomized trials, qualitative research, economic data) using different methods (e.g., network meta-analysis, translational reviews, automation). There is also increased awareness that many factors can influence intervention outcomes (e.g., frequency or duration of delivery, level of participant engagement) [17]. Reviews now not only investigate whether an intervention worked but how and under what conditions [16, 18-20]. Reflecting these trends, the SYSVAC2 registry will include different types of systematic reviews, including rapid reviews, meta-analyses, and overviews of reviews, addressing a wide variety of research questions.

Decision-makers face several challenges when attempting to use existing reviews. They may have questions that are not directly addressed by any single review. For example, although a decision-maker might find an up-to-date, high-quality review that answers their question, particularly if they were involved in defining the scope of the review, the review may not directly address the decision-maker’s context, constraints, or assumptions. As a result, rather than using the review in its entirety, it might be more appropriate to use a subset of studies from it. Alternatively, one might supplement the review with additional studies or take subsets of results from different reviews that, together, address a decision-maker’s question and parameters.

Another challenge is when multiple relevant reviews exist. Decision-makers could, for example, synthesize them in an overview, use the most recent or highest quality review, or the most comprehensive. Weighing the tradeoffs associated with each course of action is a difficult task.

A third challenge is how to proceed if no relevant reviews on the decision-maker’s topic are found. Decision-makers may consult guidance documents, NITAG documents [21], WHO position papers [22], the European Medicines Agency website (https://www.ema.europa.eu/en), or the Vaccine Adverse Event Reporting System database.
for information relevant to vaccine recommendation development [23]. They could conduct a 
de novo systematic review. If existing systematic review evidence lacks local data, they could 
consider using population impact analysis, which incorporates local data (e.g., population 
size and demographics) with the results of meta-analyses to estimate an intervention’s risks 
and benefits [24]. Alternatively, review results could be recalibrated to weight studies 
differentially based on their similarity to the inference population. Decision-makers could also 
map interventions in a review against what is locally available.

The registry’s interface could help address some of these challenges by curating existing 
review evidence to help users find the evidence most relevant to their needs. One potentially 
useful function would be to map evidence and gaps visually. The Campbell Collaboration’s 
evidence and gap maps (https://campbellcollaboration.org/evidence-gap-maps.html), 
Epistemonikos’ matrix of evidence (https://www.epistemonikos.org/) [25], and the COVID-19 
living systematic map [26] are examples of such a function.

3.2.1 Interactive session: Navigating the evidence

This session aimed to develop a ranked list of ideas on how the registry and course could 
most effectively help NITAGs find relevant evidence. Tables 1 and 2 list the ideas mentioned 
for the registry and course respectively, along with the votes that each idea received. Ideas 
receiving one or more votes are listed.

The most popular idea for the registry was to quality-appraise included reviews. Participants 
debated the merits of including poor-quality reviews in the registry and ultimately decided to 
retain them because they could be useful, for example, for pointing one to other studies. 
There is also value in knowing that reviews exist, despite receiving poor ratings. Participants 
supported having plain language summaries of reviews and the ability to search by a variety 
of keywords. Participants wanted a data visualization function built into the registry.

For the online course, the most popular idea was to tailor content to different audiences, e.g., 
by professional role (i.e., NITAG member vs. NITAG secretariat) or by level of experience
(i.e., new to using existing systematic reviews vs. experienced user). Participants were keen to learn about overviews and to read examples – either real or fictional – of how NITAGs have used or might use existing reviews. Examples of both successes and failures were regarded as useful.

3.3 Addressing common challenges in the use and synthesis of systematic reviews

Overviews of reviews summarize the results of multiple systematic reviews. Carole Lunny (University of British Columbia) spoke about common challenges encountered when synthesizing systematic reviews for an overview of reviews and ways to address them. Her talk, which was based on the Methods for Overviews of Reviews (MoOR) Framework [27, 28], focused on methods for addressing three out of seven challenges that authors face when synthesizing existing systematic reviews: overlapping primary studies data from multiple systematic reviews, out-of-date reviews, and discordant results and conclusions across systematic reviews.

Overlap in data can arise when systematic reviews on the same topic include one or more identical primary studies. Overlapping data may include overlapping risk of bias assessments, pooled effect estimates across similar outcomes, meta-analysis results (e.g., $I^2$ heterogeneity statistics), or certainty of the evidence assessments (e.g., GRADE). Overlap is problematic because effect estimates from pooled meta-analyses give undue statistical weight to and produce overly precise effect estimates for duplicated studies. These errors could result in incorrect results and conclusions about the effects of an intervention. Methods for dealing with overlap can be employed at various stages of conducting an overview. For example, at the eligibility criteria stage, one could either select one or a subset of reviews based on pre-specified inclusion criteria or include all systematic reviews and deal with the overlapping study data at the synthesis stage. At the synthesis stage, one can quantify the amount of overlap, visually present the overlap using tables and figures, select only one review to analyze (e.g., highest quality and most comprehensive), or use statistical approaches to deal with overlap, such as sensitivity analyses. Other solutions can be used at
the data extraction, risk of bias assessment, or certainty of the evidence stages, as noted in
the MoOR Framework [27, 28].

The main challenge when reviews are out of date is that they provide incomplete and
outdated evidence. Evidence may be out of date due to continually evolving research or
when significant time has elapsed between completion of searches and production of the
final report. This can be addressed at the search strategy stage and through pre-specification
of eligibility criteria. For example, one can select the most recent review that fits one’s
Population Intervention Comparison Outcome (PICO) question and update the search
strategy with primary studies that have been recently published.

The last challenge is discordance, which can arise for a number of reasons, for example,
because reviews have different PICO questions, eligibility criteria, or search strategies;
search different databases and sources; use different risk of bias tools, statistical models, or
meta-analysis software; or interpret their results differently. Errors in data extraction could
result in discordance as well, as could different approaches to retrieving missing data from
the primary studies (e.g., search clinical trial registries or contact study authors).

There are solutions to discordance at multiple stages and with various methods. At the data
extraction stage, decision-makers could extract data from all reviews or from only one
review, selected according to pre-specified criteria. Alternatively, at the synthesis stage, one
could examine and record the discordance, use decision rules or tools (e.g., Jadad algorithm
[29]) to select one review, and/or use graphs and tables to depict discordance.

Notably, there is neither expert consensus about the optimal methods in terms of efficiency,
usability, and resource use for dealing with these challenges nor empirical data on the
validity and reliability of particular methods. Tradeoffs should be considered when choosing
one method over another. Choosing one review from among many would result in a loss of
information (e.g., the highest quality review may have fewer studies than a lower quality
review, one review might have the most studies but miss more recent trials), which may lead
to uncertainty about the true effects of the intervention. However, including all reviews may introduce overlap, discordance, and possibly other challenges, and would require more resources to synthesize. Updating reviews is also resource-intensive, as it requires assessing the risk of bias of the new primary studies and, possibly, a new meta-analysis and incorporation of new studies into certainty of evidence assessments (e.g., GRADE). Doing nothing to resolve overlap, out-of-dateness, or discordance may affect the validity and reliability of the findings of an evidence review.

3.3.1 Interactive session: Addressing common challenges

This session aimed to develop a ranked list of ideas on how the registry and course could most effectively help NITAGs deal with common challenges. The challenge of out-of-date reviews dominated the discussion around the registry. Participants agreed that whether a systematic review is out-of-date should be decided by those using the review. Popular ideas included highlighting the date of the last literature search or the range of dates of included primary studies (see Table 3). To address the challenge of overlapping data, participants supported including a function that would allow users to visualize the overlap in primary studies across reviews and, ideally, import this analysis into Excel. Participants felt that discordance across reviews could not be addressed by the registry but rather covered in the online course.

Another popular topic of discussion was how to keep the registry itself up-to-date. Participants supported engaging the community, pointing to Epistemonikos as a model. They also supported linking the registry to the course, such that exercises performed when completing the course could serve to maintain the registry (e.g., course participants could tag a review for keywords when reading it).

The most popular ideas for the course were the use of consistent terminology and the inclusion of specific training on overlapping data, out-of-date reviews, and discordance (see Table 4). Participants wanted guidance on how to handle these challenges, ideally, involving
3.4 Appraising systematic reviews

In the final session, Dawid Pieper (Witten/Herdecke University) presented on the appraisal of systematic reviews, a key aspect of using existing reviews. Pieper outlined available critical appraisal tools, reviewed their strengths and weaknesses and highlighted considerations when performing and reporting quality appraisals.

Three critical appraisal tools could be applied to the reviews housed in the registry: A MeaSurement Tool to Assess systematic Reviews (AMSTAR), Risk of Bias in Systematic Reviews (ROBIS), and AMSTAR 2. Since AMSTAR 2 is the revised version of AMSTAR and allows the appraisal of reviews containing both randomized and non-randomized studies, it is more up-to-date and comprehensive than AMSTAR. AMSTAR 2 and ROBIS measure slightly different, but related, concepts. AMSTAR 2 assesses methodological quality (i.e., how well a review was designed and conducted) [30]. ROBIS assesses risk of bias, which refers to the extent to which systematic flaws or limitations in the design, conduct, or analysis of a review might influence the results or conclusions [31]. Despite this distinction, the tools have considerable overlap, and empirical evidence suggests high correlation in ratings for the two tools [32-34].

AMSTAR 2 is a 16-item tool that provides a summary of confidence in the overall findings of the review [35]. Strengths include its relative ease and efficiency of use. Interrater-reliability is slightly better for AMSTAR 2 than for ROBIS [32, 36]. Furthermore, one can use the tool without in-depth content knowledge, methodological expertise, or training. Its primary weakness is that several items are vague or broad, so users have considerable latitude in interpreting their meaning. For example, item eight in AMSTAR 2 asks if the review authors described included studies in “adequate detail.” Moreover, guidance is lacking regarding how to interpret flaws identified by the tool. The AMSTAR 2 developers highlight seven domains as being “critical” and suggest tallying the flaws in these domains and in the remaining ("non-
critical”) domains to gauge overall confidence in review results [35]. However, they leave it up to users of the tool to determine whether the domains highlighted as “critical” are indeed the most important for users.

ROBIS is a domain-based tool, which is completed in three phases: (1) assess relevance (i.e., directness) of one’s question to the review being assessed (optional), (2) identify concerns with the review process, and (3) judge risk of bias in the review. There are four domains (i.e., study eligibility criteria, identification and screening, data collection and study appraisal, synthesis and findings), each of which includes signaling questions [31]. A key strength of ROBIS is its versatility. In contrast to AMSTAR 2, which was designed for reviews of healthcare interventions, ROBIS can be applied to reviews spanning a broader set of topics, such as diagnostic test accuracy or prediction models. However, the time required to complete a ROBIS assessment is longer than for AMSTAR 2, and more in-depth content knowledge and methodological expertise are required [32, 36]. For instance, item 1.2 on whether the eligibility criteria used in the review were appropriate requires an understanding of the kinds of studies – for example, in terms of population, setting, and intervention dose – suitable for answering the research question. Similarly, item 3.3 on whether relevant study results were collected for use in the synthesis requires knowing what constitutes “relevant” study results, which will vary based on the subject matter of the review and included study designs [37].

Both tools have limitations. For example, they are more expert- than evidence-based, and their overall ratings depend on reporting quality. Moreover, they fail to capture some issues, such as when reviews have incorrect data or do not include relevant studies. Critical appraisal tools cannot capture flaws in data extraction and use in meta-analyses, nor bias from conflicts of interest. Research suggests that authors tend to assess the quality of their own studies higher than those of others [38]. One option for the SYSVAC2 registry is to include a commentary alongside the results of the critical appraisal tool, highlighting problematic issues not captured by the tool.
Since many systematic reviews have already been assessed by others in overviews of reviews, clinical guidelines, and databases (e.g., https://www.healthevidence.org/), one question is whether to use existing critical appraisals for reviews in the registry. Pieper noted that risk of bias assessments of randomized controlled trials included in multiple reviews have been found to be inconsistent [39, 40], and the situation is likely to be similar for AMSTAR 2 and ROBIS assessments of reviews conducted by different groups. To ensure consistency in quality/risk of bias judgments across reviews in the registry, the same team should conduct the assessment of all included reviews, with independent appraisal by two people, who then compare their assessments and resolve differences in judgments. Alternatively, one person can perform the assessment with a second person checking a sample to ensure consistency.

3.4.1 Interactive session: Appraising systematic reviews

The last session aimed to determine (1) which critical appraisal tool should be applied to reviews in the registry, (2) how the results from critical appraisal should be communicated in the registry, and (3) which critical appraisal topics the course should cover.

The first question sparked a broad-ranging discussion that compared the tools but, ultimately, did not result in consensus around a particular tool. Participants regarded the setup of domains in ROBIS, its applicability to grey literature, and the fact that it does not confuse reporting quality with risk of bias, as advantages. Participants also appreciated that the optional relevance question could be used to compare vaccine-related reviews to registry users’ research questions. Disadvantages included the more in-depth content knowledge and methodological expertise required to use ROBIS. Participants liked AMSTAR 2 for how easy and intuitive it is to use and for its item on conflict of interest, which ROBIS does not have. Participants noted that AMSTAR 2 could be supplemented with the ROBIS question on relevance, or NITAGs could simply assess relevance by comparing their PICO question against the PICO question of existing reviews. Although designed to have broader applicability than the healthcare-focused AMSTAR 2, ROBIS has not been validated with
non-healthcare reviews (e.g., economics). Thus, in practice, both tools seem best suited for reviews of healthcare interventions.

A few participants questioned whether critically appraising reviews in the registry was worthwhile. Relevance to a registry user’s research question might be a bigger deciding factor in whether to use a review than quality. Others proposed performing critical appraisal on some, but not all, reviews in the registry.

Facilitators asked participants to vote for one of three options: perform critical appraisal for all reviews, offer a critical appraisal “on demand” service, or do not offer critical appraisal. Results, shown in Table 5, revealed participants overwhelmingly wanted registry staff to undertake critical appraisal, with more than half participants supporting an “on demand” service.

The remaining questions on how quality should be depicted in the registry and what critical appraisal topics should be included in the course were briefly discussed. Participants recommended avoiding a color coding system when communicating judgments on quality ratings (e.g., red indicating a high risk of bias rating, green indicating a low risk of bias rating) and enabling users to access the ratings for all quality appraisal items easily. Regarding the course, participants suggested training on both AMSTAR 2 and ROBIS and explaining their differences, similarities, strengths, and weaknesses.

4. Next steps

RKI will conduct a survey with NITAGs globally to learn about their experiences in retrieving scientific literature online and, specifically, using existing systematic reviews to formulate vaccine recommendations. Insights from this workshop, as well as from the published literature and survey, will inform the development of the registry and online course, which RKI plans to launch in 2021. Future plans include refining the online course content and further adapting the search platform of the registry based on users’ experiences.
5. Summary and conclusions

This workshop brought together experts in immunization policy and methodologists to share their experiences and expertise and brainstorm ideas regarding the design of an online registry of systematic reviews on vaccine-related topics and a complementary course. NITAGs use a suite of evidence (e.g., primary studies, WHO vaccine position papers, surveillance data) when developing immunization-related recommendations. While existing systematic reviews can be retrieved and included as part of this process, they are not always freely and publically accessible, perceived as being relevant to a user’s question, or considered trustworthy. Identifying relevant reviews is challenging because often there is not a direct match between a decision-maker’s research question and the existing evidence. Sometimes systematic reviews only include global data or data from high-income countries, which may have limited applicability to one’s local context. A lack of guidance on how to proceed when there are multiple, relevant reviews can also inhibit their use. Conversely, sometimes relevant reviews do not exist. Synthesizing existing reviews can be difficult, with challenges such as overlapping, out-of-date, and discordant data. Although multiple methods have been used to address these challenges, there is neither consensus nor empirical evidence to support the use of one method over another.

The SYSVAC2 registry and online course could help users resolve some of the challenges associated with retrieving, synthesizing, and using reviews. For example, the user interface could help identify out-of-date reviews and visualize overlapping primary study data across reviews on the same topic. The course could help users understand the tradeoffs between methods used to deal with these challenges. Registry staff could critically appraise reviews in the registry to help users choose among reviews and understand each review’s strengths and limitations. Both AMSTAR 2 and ROBIS were considered acceptable critical appraisal tools.
Insights from this workshop, results from a survey with NITAGs, and published literature will inform the development of the registry and online course, which will be launched in 2021.
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Table 1. Navigating the evidence: Design ideas for the online registry (n=18)$^1$

<table>
<thead>
<tr>
<th>Idea</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appraise included reviews with AMSTAR 2 or ROBIS</td>
<td>12 (67)</td>
</tr>
<tr>
<td>Include a plain language summary of the review</td>
<td>7 (39)</td>
</tr>
<tr>
<td>Allow searching by keywords (e.g., disease, population characteristics)</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Include visualization to help users interact with the evidence</td>
<td>5 (28)</td>
</tr>
<tr>
<td>Keep registry up-to-date with automation</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Include date of search for review as keyword or filtering option</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Make full text of reviews open access</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Include papers beyond published reviews (e.g., NITAG reports or reviews)</td>
<td>3 (17)</td>
</tr>
<tr>
<td>List aims and objectives of reviews in each entry</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Link to PROSPERO</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Include a version for mobile phones/smart devices</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Allow users to filter results by whether or not an author has a conflict of interest</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Indicate whether the results of a systematic review are conclusive or stable</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Allow email notifications (e.g., if a new review is uploaded that fits particular criteria)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Highlight gaps in the evidence that reviews identify</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Allow users to comment on reviews (e.g., “This review was useful to me or not”)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Exclude low-quality reviews</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>

$^1$n represents total number of people who participated in voting.
Table 2. Navigating the evidence: Design ideas for the online course (n=18)¹

<table>
<thead>
<tr>
<th>Idea</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tailor course content to different audiences (e.g., NITAG member vs. NITAG secretariat)</td>
<td>13 (72)</td>
</tr>
<tr>
<td>Include information about conducting overviews of reviews</td>
<td>8 (44)</td>
</tr>
<tr>
<td>Include examples from NITAGs’ own experiences. Include best and worst case examples.</td>
<td>8 (44)</td>
</tr>
<tr>
<td>Include tools for assessing risk of bias of systematic reviews and tutorials for performing these assessments</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Link to other courses, when possible</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Include information about software available to assist with systematic reviews, like Covidence, Distiller, and RevMan</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Include reviews in languages other than English</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Include templates, when possible. For example, a blank ROBIS form used for assessment of the risk of bias of a systematic review and blank Excel sheets used for data extraction.</td>
<td>3 (17)</td>
</tr>
<tr>
<td>Do not make the course too long</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Enable people to access materials offline</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Have the course accredited so that it could count as continuing medical education</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Follow up with users six months afterwards, perhaps with a mentoring session, to find out about their experiences with using systematic reviews and how they have applied what they learned</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Include information about how to update reviews</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Include tests throughout the course – not just at the end</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Include a module on reporting quality and transparency of methods</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Allow users to interact with each other</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Make the online course a podcast so that people can listen to it in the car</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>

¹n represents total number of people who participated in voting.
### Table 3. Addressing common challenges: Design ideas for the online registry (n=17)

<table>
<thead>
<tr>
<th>Idea</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highlight the date of last search performed in a review</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Enlist the community to keep the registry up-to-date</td>
<td>8 (47)</td>
</tr>
<tr>
<td>Link the registry to the training. Consider how tasks in the online course could feed into maintenance of the registry.</td>
<td>6 (35)</td>
</tr>
<tr>
<td>Provide a visual of overlap of primary studies across reviews and make it available for export</td>
<td>6 (35)</td>
</tr>
<tr>
<td>Include an “online communication with an expert” function</td>
<td>6 (35)</td>
</tr>
<tr>
<td>Highlight the range of dates for when primary studies included in a review were conducted</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Do not try to deal with discordance in findings across reviews in the registry</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Allow users to access/click on primary studies included in reviews</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Allow users to show all studies that would fit the inclusion criteria of a systematic review</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Allow sorting/filtering of search results by last search performed in review</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Distinguish overlap of primary study data across reviews at the PICO level and at the level of results</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Do not try to set criteria for whether a review is out-of-date. It should be decided on a case-by-case basis.</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Consider a collaboration with Epistemonikos</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Include GRADE assessments when systematic review authors have performed them</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>
### Table 4. Addressing common challenges: Design ideas for the online course (n=17)¹

<table>
<thead>
<tr>
<th>Idea</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use consistent terminology when describing methods for course users</td>
<td>10 (59)</td>
</tr>
<tr>
<td>Synthesize three systematic reviews and make sure there is discordance in findings and overlapping primary studies. Show the tradeoffs associated with choosing different methods to address these challenges.</td>
<td>10 (59)</td>
</tr>
<tr>
<td>Explain what it means for a review to be “out-of-date” and how to deal with it. Link the registry with the course when discussing this.</td>
<td>9 (53)</td>
</tr>
<tr>
<td>Explain what to do when there is overlap in primary studies across reviews</td>
<td>4 (24)</td>
</tr>
<tr>
<td>Explain what to do in the case of discordance in findings and conclusions across similar reviews</td>
<td>4 (24)</td>
</tr>
<tr>
<td>Highlight challenges in using overviews of reviews</td>
<td>4 (24)</td>
</tr>
<tr>
<td>Explain how to update a review</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Include a chat box or service where users can get advice on out-of-dateness, discordance, etc.</td>
<td>2 (12)</td>
</tr>
<tr>
<td>Include an introduction to different types of reviews</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Be clear about the time required for the training</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Have students do a short pre-test before starting the course to help them determine what sections would be most relevant to them</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Consider the Cochrane Crowd training interface for inspiration</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>

¹n represents total number of people who participated in voting.
Table 5. Options for addressing critical appraisal in the registry (n=16)\textsuperscript{1}

<table>
<thead>
<tr>
<th>Options</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offer a critical appraisal &quot;on demand&quot; service</td>
<td>9 (56)</td>
</tr>
<tr>
<td>Perform critical appraisal for all reviews in the registry</td>
<td>5 (31)</td>
</tr>
<tr>
<td>Do not offer critical appraisal for reviews in the registry</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\textsuperscript{1}n represents total number of people who participated in voting.
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