Ethnic bias in data linkage

In The Lancet Digital Health, Hannah Knight and colleagues highlight stages in the data science pipeline that are affected by and lead to racism. Data linkage is a further stage in which ethnic bias can be encoded into datasets. Ethnic bias occurs when linkage error (false or missed matches) is more likely to occur for particular ethnic groups. The problem of ethnic bias in health data linkage is well described in the literature and is concerning because health data are widely used for monitoring, service planning, research, evaluation, and policy. Systematic biases in data linkage misestimate health needs for ethnic minorities and further entrench existing disadvantages.

Accurate data linkage relies on accurately recorded identifying information and well designed linkage algorithms. However, ethnic minorities are more likely to have missing or incorrect information in their health records, which might reflect structural biases in health systems (eg, ethnic minorities are more likely to be treated at health facilities with poorer overall data quality). Data capture systems are also typically designed around Western name standards (ie, a first, middle, and last name) and do not account for cultural differences in name structures (eg, Hispanic groups can have multiple first or middle names, and often two surnames, and Asian names can follow different ordering norms). Linkage methods that require exact agreement on names can therefore contribute to ethnic bias. Requiring consent for linkage can also exacerbate bias, since ethnic minorities have higher rates of non-consent for linkage, perhaps reflecting lower levels of trust in health systems and how their data are used.

Data providers and users should routinely explore ethnic bias by assessing data quality and linkage error. Greater transparency of linkage processes, including routine reporting by disaggregated ethnic subgroups, would allow ethnic biases to be accounted for by statistical methods, and considered when assessing the validity of analyses and interpreting results. Data providers need to continually improve data quality and linkage methods (eg, through training of patient-facing staff in recording data for ethnic minorities, more inclusive data capture systems, and more flexible linkage algorithms). For example, we recently showed that, when linking administrative health and education records, relaxing requirements for exact matching on name improved linkage rates for ethnic minorities, although they remained disproportionately low. Crucially, echoing Knight and colleagues, we must all strive for greater diversity in the data linkage community, and more meaningful engagement with ethnic minorities to increase understanding of data linkage and address their concerns.
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