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Abstract

The parallel structure is one of the basic system architectures found in process networks. This paper formulates control strategies for such parallel systems when the states are unmeasured. The competitive couplings and competitive constraints are addressed in the control design. A distributed buffer and pre-estimator are proposed to solve problems relating to coupling and timely communication whilst a distributed moving horizon estimator is employed to further improve the estimation accuracy in the presence of the constraints. An output feedback robust distributed model predictive control algorithm is then developed for such parallel systems. The Kalman filter approach uses the state equation and observer equation to obtain the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The closed loop poles of the error system when a Luenberger observer is used have negative real parts which ensures that the observation error converges to zero asymptotically. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion.

I. INTRODUCTION

In modern industrial chemical plants, a process network is comprised of many process units arranged in a complex structure [1]. Such a process network can be divided into elements with a series structure and elements with a parallel structure depending on the process interactions. A series structure is characterised by each subsystem being connected in series [2] so that the output of the former subsystem is the input of the latter subsystem [3], [4], [5]. The parallel structure covers the case where all subsystems are connected in parallel i.e. the inputs are obtained from the same bus while the corresponding outputs converge to another bus. In this case each subsystem is competing with the other subsystems because of resource limitations and there are couplings between information, mass and energy among all the subsystems. These couplings and constraints in the parallel system architecture are different from those in a series system. It is necessary to clearly describe the couplings and constraints within a parallel system before embarking on a control design [6], [7]. The authors have previously studied the parallel system and proposed a state-feedback based distributed model predictive control (DMPC) in which the competitive couplings and constraints have been initially defined to describe characteristics of the parallel system [8]. Assume that two subsystems are connected in parallel in the same bus. It is obvious that the sum of the inputs of the two subsystems must be less than or equal to the total input of the whole system. When the sum of the inputs of the two subsystems is equal to the total input of the whole system (this is the most common case in practice[9], [10]), it is the case that when the input of one subsystem increases, the input of the other subsystem must be correspondingly reduced. If the outputs of each subsystem are also connected in parallel, the outputs have the same characteristics. The system will not achieve the control objective and may even become unstable if the competitive couplings and constraints are not addressed appropriately.

The authors have solved the competitive coupling and competitive constraint problems by designing a state feedback DMPC for a parallel system in [8]. In this paper all of the states are assumed to be measurable. Note that it is almost impossible to measure all the states in practice. In this case a state observer may be a good choice to recover the unmeasured states. There are many output feedback MPC methods that have been developed [11], [12], [13]. Most of these approaches use observers in the control design, such as, Kalman filter [14], tube-based minimax observer [15], Luenberger observer [16], [17] and a moving horizon observer [18]. The Kalman filter approach uses the state equation and observer equation to obtain an optimal solution according to the linear unbiased minimum mean square error estimation criterion [19]. The tube-based minimax observer employs local feedback around a nominal or reference trajectory and keeps the trajectories resulting from the disturbance sequences in a possibly small neighbourhood of the nominal trajectory [20]. The closed loop poles of the error system when a Luenberger observer is used have negative real parts which ensures that the observation error converges to zero asymptotically [21]. However, these observers cannot address the constraints in a parallel system effectively and solutions may not be optimal. Note that moving horizon estimation (MHE) can cope with system constraints [22] and can make full use of the known information about the constraints to improve the accuracy of observation [23]. In essence, MHE is an online
optimization method based on the most recent data [24] whereby the constraints can be expressed directly in the optimization to reformulate a quadratic program [25]. The approach has been successfully applied in practical process networks; for example, an MHE strategy has been proposed for detectable linear systems to solve the constraint problems in [26]. Note that most of the mentioned designs are for centralized control and the couplings among the subsystems have not been considered.

Output feedback distributed model predictive control (OFDMPC) is worthy of attention. There are two main problems to be solved when the output feedback control is distributed, one is the coupling problem, the other is the problem of timely communication. To date, very little literature has reported work in this field. An OFDMPC algorithm has been presented for a polytopic uncertain system subject to randomly occurring actuator saturation and packet loss [27]. In this work the authors assumed that the system parameters could be designed in advance so that the couplings can be known a priori and without any need for state estimation; the work has not considered the timely communication problem. A cooperative DMPC has been proposed for a class of large-scale systems composed of discrete-time linear subsystems which are coupled via the states [28]. Each subsystem was associated with a local MPC unit, a local predictor and a local observer. The coupling problem was solved by these local model predictive controllers which exchanged predicted input sequences via a delayed communication network. An OFDMPC algorithm has been proposed for a team of linear discrete-time subsystems which are coupled by the cost function [29]. Here the optimization problem was reformulated despite the presence of couplings of cost function and dynamic state couplings.

Although the above work has addressed OFDMPC issues, it has not considered timely communication amongst the subsystems and the characteristics of the parallel system as defined in [8]. There will be considerable computation and even degraded control performance if the competitive couplings and competitive constraints of parallel systems are not dealt with appropriately.

In order to design OFDMPC for parallel systems, the competitive couplings and competitive constraints are defined by using observed states and predicted control laws. Then, a data buffer is introduced which can store the most recent data. Before each iteration, this data can be used to generate a pre-estimate and to give an initial value for the MHE iteration at the current instant. In this way state information can be transferred to other subsystems in a timely way. The MHE approach is well-aligned with the proposed characteristics of the buffer. In this paper, an OFDMPC is derived for a parallel system which may be subject to uncertainty. The current states are estimated by distributed MHE (DMHE). By taking this route, a formulation of OFDMPC for parallel systems is established which possesses the following core features: competitive couplings and competitive constraints are described using the observed states of the parallel system; a pre-estimator is used for making a preliminary estimate of the states and the predictor is used for making an initial prediction of the control law. This information will be sent to the corresponding buffers which are proposed to store the most recent data about the competitive coupling and competitive constraints in the parallel system. Then the controller can use this information to calculate competitive couplings. The DMHE can use these pre-estimated states to further estimate the current states and improve the accuracy. The performance of the OFDMPC is guaranteed when the controller is applied to the parallel system. For this special class of system, application of the result and verification of the underlying assumptions are computationally tractable. The following is then achieved: A robust output feedback DMPC is proposed based on the predicted and estimated states. The robust stability of the closed loop parallel system is analyzed. A step by step control algorithm is given to realize its straightforward implementation. Finally, the effectiveness and performance is validated by extensive simulations and an experimental trial. When compared with the previous results of references [27] [28] [29], the main advantages are focused on (i) the competitive couplings can be calculated by using the pre-estimators and predictors. (ii) The information is communicated in a timely fashion among all the subsystems by using the buffers.

The paper is organized as follows. In Section II the parallel system with state estimation problem is formulated and the essential assumptions and definitions are given. In Section III the estimation errors are analysed. The ROFDMPC algorithm is proposed and its stability is addressed in Section IV. The results of simulations and an experimental trial are demonstrated in Section V to validate the proposed approach. Finally, some conclusions are drawn in Section VI.

II. Problem formulation

Consider the linear discrete time parallel system composed of $N$ subsystems coupled via states and inputs in Figure 1. Subsystem $i$ can receive information from all the other $(N - 1)$ subsystems. The dynamic model with uncertainties in the $i$th subsystem is given by the following:

$$
\begin{align*}
\dot{x}_i(k+1) &= A_{ii}x_i(k) + B_{ii}u_i(k) + D_{ii}w_i(k) \\
+ &\sum_{j=1,j\neq i}^{N} [\lambda_{ij}^T(x_i(k) - \chi_{ij}x_j(k))A_{ij}x_j(k) + \delta_{ij}^T(u_i(k) - \sigma_{ij}u_j(k))B_{ij}u_j(k)]
\end{align*}
$$

(1)

where $x_i(k) \in \mathbb{X}_i \subseteq \mathbb{R}^{n_{x_i}}$ is the state vector, $u_i(k) \in \mathbb{U}_i \subseteq \mathbb{R}^{n_{u_i}}$ is the control input and $y_i(k) \in \mathbb{Y}_i \subseteq \mathbb{R}^{n_{y_i}}$ is the output vector, $w_i(k) \in \mathbb{W}_i \subseteq \mathbb{R}^{n_{w_i}}$ is an unknown disturbance and $v_i(k) \in \mathbb{V}_i \subseteq \mathbb{R}^{n_{v_i}}$ is measurement noise. $\mathbb{X}_i$, $\mathbb{U}_i$ and $\mathbb{Y}_i$ are polyhedral and polytopic constraint sets, respectively. $\mathbb{W}_i$ and $\mathbb{V}_i$ are C-sets. $A_{ii} \in \mathbb{R}^{n_{x_i} \times n_{x_i}}$, $B_{ii} \in \mathbb{R}^{n_{x_i} \times n_{u_i}}$, $A_{ij} \in \mathbb{R}^{n_{x_i} \times n_{x_j}}$, $B_{ij} \in \mathbb{R}^{n_{x_j} \times n_{u_j}}$, $C_i \in \mathbb{R}^{n_{u_i} \times n_{x_i}}$, $D_i \in \mathbb{R}^{n_{y_i} \times n_{u_i}}$, the pairs $(A_{ii}, B_{ii})$ are assumed to be controllable and $(A_{ii}, C_i)$ are assumed...
to be observable. $\sigma_{ij} \in \mathbb{R}^{n_{ui} \times n_{uj}}, \chi_{ij} \in \mathbb{R}^{n_x \times n_x}, i, j = 1, \cdots, N, j \neq i$ are weighting matrices representing the competitive strength of the control input and system state respectively, $\delta_{ij} \in \mathbb{R}^{n_{ui}}, \lambda_{ij} \in \mathbb{R}^{n_x}, i, j = 1, \cdots, N, j \neq i$ are weighting vectors of the competitive coupling of the control input and system state respectively where all elements in the vectors are positive.

**Definition 1:** For the $i$th subsystem of the parallel system, define

$$c^S_i = \sum_{j=1, j \neq i}^{N} \lambda_{ij}^T (x_i - \chi_{ij} x_j) A_{ij} x_j(k)$$  \hspace{1cm} (2)

and $$c^T_i = \sum_{j=1, j \neq i}^{N} \delta_{ij}^T (u_i - \sigma_{ij} u_j) B_{ij} u_j(k)$$  \hspace{1cm} (3)

as the competitive couplings.

**Definition 2:** The system with competitive coupling must satisfy $\sum_{i=1, i \neq j}^{N-1} u_i \leq \|u\|$, $\sum_{i=1, i \neq j}^{N-1} y_i \leq \|y\|$, $\delta_{ij}^T (u_i - \sigma_{ij} u_j) > 0$ and $\lambda_{ij}^T (x_i - \chi_{ij} x_j) > 0$, where $u$ is the total input, $y$ is the total output, $i, j = 1, \cdots, N$. These constraints are called competitive constraints.

**Remark 1:** In a parallel system under competitive constraints, when $u_j(k)$ increases, $\sum_{i=1, i \neq j}^{N-1} u_i$ may need to reduce because of the limited total input. The degree of reduction of $u_i(k)$ is affected by the weighting of the competitive strength $\sigma_{ij}$ and the weighting of the competitive coupling $\delta_{ij}$. The outputs have the same characteristics, that is, when $y_j(k)$ increases, $\sum_{i=1, i \neq j}^{N-1} y_i$ may need to reduce.

The subsystems are assumed to exchange information via a communication network. In the proposed method, each $DMPC_i$ packages its state information and predictive control sequence into one packet with a time-label and then sends it to the other subsystems over the network. Because the states are unmeasured, the competitive couplings $c^S_i$ and $c^T_i$ cannot know the state information corresponding to the other subsystems until the information has been estimated. This increases the communication time. In order to solve this communication problem, a pre-estimator and corresponding buffer strategy are proposed in this paper. The details are shown in Figure 2. In Figure 2, each local controller contains a pre-estimator, a predictor and a buffer. The buffer consists of two parts which correspond to the $(k-1)$th part and the $(k)$th part. For subsystem $i$, the buffer is named $buffer_i$. Following implementation of the control laws at sampling time $(k-1)$, all necessary information on the subsystems including $u_j(k-1)$, $\hat{u}_j(k-1)$, $\hat{x}_i(k-1)$ and $\hat{x}_j(k-1)$ is sent and stored in the $(k-1)$th part of $buffer_i$, where $\hat{x}_i(k-1)$ and $\hat{x}_j(k-1)$ are the states estimated by the DMHE at sampling time $(k-1)$. At sampling time $k$ and before calculating the control, the predictor can use this information from the $buffer_i$ to preliminarily estimate the state $x^{prev}_i(k)$ and control law $u^{prev}_i(k)$. Then the $Pre-estimator_i$ can use $x^{prev}_i(k)$ and $u^{prev}_i(k)$ to estimate the states which are defined as $x^{buf}_i(k)$. After that, $x^{buf}_i(k)$ and $u^{buf}_i(k)$ are sent to the $(k)$th part of all the buffers. Meanwhile, the $buffer_i$ receives $x^{buf}_j(k)$ and $u^{buf}_j(k)$ from the $j$th subsystem $(j \neq i, j = 1, \cdots, N)$. Then the competitive couplings can be calculated by using these packets. The $DMHE_i$ further estimates the current states on the basis of this pre-estimation. The following dynamic model

![Parallel structure in process networks.](image)

**Fig. 1: Parallel structure in process networks.**
for each subsystem $i$ can be rewritten as:

$$x_i(k+1) = A_{ii}x_i(k) + B_{ii}u_i(k) + D_{ii}w_i(k) \tag{4}$$

$$+ \sum_{j=1, j \neq i}^{N} \left[ \lambda_{ij}^T (x_i^{buf}(k) - \chi_{ij}x_j^{buf}(k))A_{ij}x_j^{buf}(k) + \delta_{ij}^T (u_i^{buf}(k) - \sigma_{ij}u_j^{buf}(k))B_{ij}u_j^{buf}(k) \right]$$

$$y_i(k) = C_i^T x_i(k) + v_i(k)$$

where $u_i^{buf}(k)$ and $x_i^{buf}(k)$ are the predicted input and pre-estimated state of the $i$th subsystem, $u_j^{buf}(k)$ and $x_j^{buf}(k)$ are the predicted input and pre-estimated state of the $j$th subsystem, which are all stored in $buf_{i,every}$. The following assumptions are given:

**Assumption 1:** The controllers are synchronous.

**Assumption 2:** The controllers communicate only once within a sampling interval.

These assumptions are not restrictive. Assumption 1 is not unduly strong because in process control systems the sampling interval is long enough when compared to the computational time. Assumption 2 is appropriate because a single information exchange within a sampling interval is consistent with the requirement of minimizing the amount of data exchange via the network. Under these two assumptions, the logic of one control period can be shown in the sequence diagram Figure 3. It is clear that the coupling and timely communication problem can be solved by the buffer and the pre-estimator. Further the estimation accuracy can be improved by the DMHE.

**Remark 2:** The pre-estimated states $x_i^{buf} = 1, 2, ..., N$ are calculated by the pre-estimator and the predictor can predict the control law $u_i^{buf} i = 1, 2, ..., N$. This information can be used to calculate the competitive coupling. Then, the DMHE is
design to accommodate the constraints and improve the estimation accuracy. Finally, a robust output feedback distributed model predictive controller is designed based on the estimated states.

III. State estimation

In this section, the pre-estimator is initially designed. Then, a DMHE is designed and the bounding sets for the DMHE errors are derived. Finally, the bounding sets for the pre-estimation errors and the overall estimation errors of the parallel system are derived.

A. Pre-estimator

To pre-estimate the states, it is assumed that there exists a Luenberger type pre-estimator for each subsystem. Consider the system defined by (1), the $i$th pre-estimator can be designed as:

$$x_i^{buf}(k + 1) = A_ix_i^{buf}(k) + B_iu_i(k) + L_i[y_i(k) - C_ix_i^{buf}(k)] + \sum_{j=1,j\neq i}^{N} [\lambda_{ij}^T(x_i^{buf}(k) - \chi_{ij}x_j^{buf}(k))A_{ij}x_j^{buf}(k) + \delta_{ij}^T(u_i^{buf}(k) - \sigma_{ij}u_j^{buf}(k))B_{ij}u_j^{buf}(k)]$$

(5)

where $x_i^{buf}(k)$ is the current estimate of $x_i(k)$ generated by the $i$th pre-estimator and $L_i$ is the pre-estimator gain matrix. Note that the current estimate $x_i^{buf}(k)$ needs state information from all the other subsystems to calculate the coupling terms $\sum_{j=1,j\neq i}^{N} [\lambda_{ij}^T(x_i^{buf}(k) - \chi_{ij}x_j^{buf}(k))A_{ij}x_j^{buf}(k)]$. However, initially at the $k$th instant, $x_i^{buf}(k), i = 1, 2, \cdots, N$ is unknown. The $x_i^{buf}(k), i = 1, 2, \cdots, N$ in the coupling terms of (5) is replaced by $x_i^{pre}(k), i = 1, 2, \cdots, N$, in which $x_i^{pre}(k)$ is calculated by a local predictor. The predictor uses the explicit form of neighboring subsystems and is given by:

$$x_i^{pre}(k) = A_i\hat{x}_i(k - 1) + B_iu_i(k - 1) + \sum_{j=1,j\neq i}^{N} \lambda_{ij}^T[\hat{x}_i(k - 1) - \chi_{ij}\hat{x}_j(k - 1)]A_{ij}\hat{x}_j(k - 1) + \sum_{j=1,j\neq i}^{N} \delta_{ij}^T[u_i(k - 1) - \sigma_{ij}u_j(k - 1)]B_{ij}u_j(k - 1)$$

(6)

where $\hat{x}_i(k - 1)$ and $u_i(k - 1)$ for all $i = 1, 2, \cdots, N$ are known at time step $k$ and are stored in the $(k - 1)$th part of the buffers. Then $x_i^{pre}(k)$ can be calculated by (6) and these states are sent to the $i$th predictor to predict the input $u_i^{buf}(k)$. The predictor can be designed by using the method of [8] and the following dynamic model:

$$x_i^{pre}(k + 1) = A_ix_i^{pre}(k) + B_iu_i^{pre}(k) + \sum_{j=1,j\neq i}^{N} [\lambda_{ij}^T(x_i^{pre}(k) - \chi_{ij}x_j^{pre}(k))A_{ij}x_j^{pre}(k) + \delta_{ij}^T(u_i^{pre}(k) - \sigma_{ij}u_j^{pre}(k))B_{ij}u_j^{pre}(k)]$$

(7)

where $u_j^{pre}(k)$ is the input of the $j$th subsystem. In (7), $u_i^{buf}(k) = K_ix_i^{pre}(k), K_i$ can be calculated by using the method proposed in [8]. After $x_i^{pre}(k), i = 1, 2, \cdots, N$ and $u_i^{buf}(k), i = 1, 2, \cdots, N$ are calculated by (6) and (7) respectively, $x_i^{buf}(k)$ can be estimated by the following estimator:

$$x_i^{buf}(k + 1) = A_ix_i^{buf}(k) + B_iu_i(k) + L_i[y_i(k) - C_ix_i^{buf}(k)] + \sum_{j=1,j\neq i}^{N} [\lambda_{ij}^T(x_i^{pre}(k) - \chi_{ij}x_j^{pre}(k))A_{ij}x_j^{pre}(k) + \delta_{ij}^T(u_i^{pre}(k) - \sigma_{ij}u_j^{pre}(k))B_{ij}u_j^{pre}(k)]$$

(8)

Then, the pre-estimated state sequences $x_i^{buf}(k)$ and the predicted control sequences $u_i^{buf}(k)$ are obtained. They are stored in the $(k)$th part of buffer$_i$ and used to calculate the competitive couplings. The above process describes the selection mechanism of buffer$_i$, which can be summarized in the following algorithm.
**Algorithm 1:**

Step 1 ((k − 1)th part-update): At time step k − 1, after implementation of the control actions, buffer\(_i\) receives the state sequences \(\hat{x}_i(k−1)\) and the predicted control sequences \(u_j(k−1)\) from the other subsystems \(j = 1,\cdots,N, j \neq i\), and stores \(\hat{x}_i(k−1)\) and \(u_i(k−1)\) from the \(i\)th subsystem. These valid packets are written in the (k − 1)th part of buffer\(_i\).

Step 2 (Prediction): At time step k, initially the information in the (k − 1)th part of buffer\(_i\) is sent to the predictor, and \(x_i^{\text{iprev}}(k)\) can be calculated by (6) with the information. Then, \(u_i^{\text{buf}}(k)\) can be predicted by using the method of [8] and the dynamic model (7).

Step 3 (Pre-estimation): The Luenberger type pre-estimator (8) is solved to obtain \(x_i^{\text{buf}}(k)\) with the information of \(x_i^{\text{iprev}}(k)\) and \(u_i^{\text{buf}}(k)\).

Step 4 ((k)th part-update): The pre-estimated state sequences \(x_i^{\text{buf}}(k)\) and the predicted control sequences \(u_i^{\text{buf}}(k)\) are stored in the (k)th part of buffer\(_i\). Meanwhile, buffer\(_i\) receives \(x_j^{\text{buf}}(k)\) and \(u_j^{\text{buf}}(k)\) from the other subsystems, \(j = 1,\cdots,N, j \neq i\). The information in the (k)th part of all buffers is used to calculate the competitive couplings.

Remark 3: In this paper, the predictor uses the DMPC which is proposed in [8] to predict the input. This method can be used since following the calculation from (6), all the state information \((x_i^{\text{iprev}}(k), i = 1,2,\cdots,N)\) can be obtained. The corresponding state estimation errors will be analyzed in subsection 3.3.

**B. Distributed moving horizon estimator**

To improve the estimation of the states, a distributed moving horizon estimator is designed for each subsystem by solving the following constrained optimization problem at each time step k:

\[
\min_{\hat{x}_i(k−N_e_i)} \frac{1}{2} \sum_{l=k−N_e_i}^{k} \left( \|y_i(l) - C_i\hat{x}_i(l)\|^2 + \|\hat{x}_i(k-N_e_i) - x_i(k-N_e_i)\|^2_{Q_{\hat{x}_i}} \right)
\]

s.t.

\[
\hat{x}_i(l+1|k) = A_{i} \hat{x}_i(l|k) + B_{i} u_i(l|k) + D_i w_i(l|k)
\]

\[+ \sum_{j=1,j\neq i}^{N} R_{ij}^{\text{buf}}(l|k) A_{i} \hat{x}_j^{\text{buf}}(l|k) + \sum_{j=1,j\neq i}^{N} P_{ij}^{\text{buf}}(l|k) B_{i} u_j^{\text{buf}}(l|k) + L_i[y_i(l|k) - \hat{y}_i(l|k)]
\]

\[l = k - N_e_i, \ldots, k - 1\]

\[
\hat{y}_i(l|k) = C_i \hat{x}_i(l|k)
\]

\[l = k - N_e_i, \ldots, k\]

\[
\sum \|u_i\| \leq \|u\|
\]

\[
\sum \|\hat{x}_i\| \leq \|\hat{x}\|
\]

\[
\sum \|\Psi_i y_i\| \leq \|\psi\|
\]

\[
\delta_{ij} \|u_i - \sigma_{ij} u_j\| > 0
\]

\[
\lambda_{ij} \|\hat{x}_i - \rho_{ij} \hat{x}_j\| > 0
\]

(12)

where \(R_{ij}^{\text{buf}}(l|k) = \lambda_{ij} \|x_j^{\text{buf}}(l|k) - \hat{x}_j^{\text{buf}}(l|k)\|^2\) and \(P_{ij}^{\text{buf}}(l|k) = \delta_{ij} \|u_j^{\text{buf}}(l|k) - \sigma_{ij} u_j^{\text{buf}}(l|k)\|\) are scalars, \((N_e_i + 1)\) is the estimation horizon, \(l\) is a positive integer, \(\hat{x}_i(l|k)\) is the current estimate of \(x_i(k)\) by the \(DMHE\)\(_i\), \(\psi_i\) is a nonnegative weight for the \(DMHE\)\(_i\), \(\Psi_i \in \mathbb{R}^{n_x \times n_y}\) is a matrix which is related to competitive coupling, \(\psi_i > 0, i \in \{1,2,\cdots,N\}\), \(\hat{x}_i(l|k)\) denotes the predicted value of \(\hat{x}_i\) at time step \(l\) calculated at time step \(k\). The optimal solution of (9)-(12) is shown by \(\hat{x}_i(k-N_e_i)\) and the initial value of \(\hat{x}_i(k-N_e_i)\) is provided by the pre-estimator. An optimal sequence of the states is obtained from (9) in which the current optimal state estimate of subsystem \(i\) is denoted by \(\hat{x}_i(k)\). In (9), \(\|\hat{x}_i(k-N_e_i) - \hat{x}_i(k-N_e_i)\|^2_{\gamma_i}\) is the arrival cost.

The optimization problem (9) can be rewritten as the following convex Quadratic Program (QP):

\[
\min_{\hat{x}_i(k-N_e_i)} \frac{1}{2} \hat{x}_i(k-N_e_i)^T H_1 \hat{x}_i(k-N_e_i) + H_2 \hat{x}_i(k-N_e_i) + r_i
\]

s.t. \(G_i \hat{x}_i(k-N_e_i) \leq \Xi_i\)

(13)

where \(G_i\) and \(\Xi_i\) are constant matrices with appropriate dimensions representing the constraints of (10)-(12). Here, \(\hat{x}_i(k-N_e_i)\) is an unknown vector of optimization (9) and \(r_i\) is a constant term. The corresponding matrices \(H_{1i}\) and \(H_{2i}\) in (13) are:

\[
H_{1i} = (A_i(N_e_i))^T A_i(N_e_i) + \vartheta_i
\]

(14)
$H_{i2}^T = -(y_i)^T (S_i(N_{ei_i}))^T A_i(N_{ei}) + (u_i)^T (B_i(N_{ei_i}))^T A_i(N_{ei}) + \sum_{j=1}^{N} (x_j)^T(A_{ij}(N_{ei_i}))^T A_i(N_{ei}) - (\hat{x}_i(k-N_{ei_i}))^T \vartheta_i$

(15)

where

$$A_i(N_{ei}) \triangleq \begin{bmatrix} C_i \\ C_i A_{iL} \\ \vdots \\ C_i (A_{iL})^{N_{ei_i}} \end{bmatrix}, A_{ij}(N_{ei}) \triangleq \begin{bmatrix} 0 & 0 & \cdots & 0 \\ C_i A_{ij} & 0 & \cdots & 0 \\ C_i A_{iL} A_{ij} & C_i A_{ij} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ C_i (A_{iL})^{N_{ei_i}-1} A_{ij} & C_i (A_{iL})^{N_{ei_i}-2} A_{ij} & \cdots & C_i A_{ij} \end{bmatrix}$$

$$B_i(N_{ei}) \triangleq \begin{bmatrix} C_i \\ C_i B_{iL} \\ \vdots \\ C_i (B_{iL})^{N_{ei_i}} \end{bmatrix}, B_{ij}(N_{ei}) \triangleq \begin{bmatrix} 0 & 0 & \cdots & 0 \\ C_i B_{ij} & 0 & \cdots & 0 \\ C_i A_{iL} B_{ij} & C_i B_{ij} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ C_i (A_{iL})^{N_{ei_i}-1} B_{ij} & C_i (A_{iL})^{N_{ei_i}-2} B_{ij} & \cdots & C_i B_{ij} \end{bmatrix}$$

$$L_i(N_{ei}) \triangleq \begin{bmatrix} 0 & 0 & \cdots & 0 \\ C_i L_i & 0 & \cdots & 0 \\ C_i A_{iL} L_i & C_i B_{ij} & 0 & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ C_i (A_{iL})^{N_{ei_i}-1} L_i & C_i (A_{iL})^{N_{ei_i}-2} L_i & \cdots & C_i L_i \end{bmatrix}$$

$$S_i(N_{ei}) \triangleq I - L_i(N_{ei})$$

$$A_{iL} = A_{ii} - L_i C_i$$

In (15), for updating matrix $H_{i2}$, the current and past measured outputs, past inputs, past predicted state and a prior estimate of the calculated state $\hat{x}_i(k-N_{ei_i})$ are needed.

Now defining the error between the actual and estimated states as $\bar{x}_i(k-N_{ei_i}) := x_i(k-N_{ei_i}) - \hat{x}_i(k-N_{ei_i})$, the following proposition is given.

**Proposition 1:** For each subsystem $i$, $\bar{x}_i(k-N_{ei_i})$ is bounded and there exists a $C$-set $\bar{X}_i$ that if $\bar{x}_i(k=0) \in \bar{X}_i$ then $\bar{x}_i(k) \in \bar{X}_i$ for all $k > 0$.

**Proof.** Firstly, a dynamic equation based on the QP Active Set Strategy for $\bar{x}_i(k)$ is pursued. Applying the Karush-Kuhn-Tucker (KKT) conditions [30] to the optimization problem (9) yields

$$\begin{align*}
\dot{\bar{x}}_i(k-N_{ei_i}) &= -H_{i1}^{-1} (H_{i2} + G_{iA}^T \lambda_{iA}) \\
\lambda_{iA} &= -(G_{iA} H_{i1}^{-1} G_{iA}^T)^{-1} (G_{iA} H_{i1}^{-1} H_{i2} + \Xi_{iA}) \\
\lambda_{iA} &> 0
\end{align*}$$

(16)

where $\lambda_{iA}$, $G_{iA}$ and $\Xi_{iA}$ are active Lagrange multipliers and the corresponding matrices, respectively. Notice that from (14), if $\vartheta_i \geq 0$, then $H_{i1} > 0$ and $H_{i1}^{-1}$ exists. Substitute (14)-(15) into (16)

$$\begin{align*}
\dot{\bar{x}}_i(k-N_{ei_i}) &= \bar{A}_{ie} \bar{x}_i(k-N_{ei_i} - 1) + \bar{D}_{iw} w_i^{k-1}(k-N_{ei_i} - 1) + \bar{D}_{iv} v_i^{k-1}(k-N_{ei_i} - 1) + H_{i1}^{-1} G_{iA}^T \lambda_{iA} \\
\lambda_{iA} &= -(G_{iA} H_{i1}^{-1} G_{iA}^T)^{-1} G_{iA} (\bar{A}_{ie} \bar{x}_i(k-N_{ei_i} - 1) \\
&+ \bar{D}_{iw} w_i^{k-1}(k-N_{ei_i} - 1) + \bar{D}_{iv} v_i^{k-1}(k-N_{ei_i} - 1) - \bar{x}_i(k-N_{ei_i}))
\end{align*}$$

(17)

where $\bar{A}_{ie} \triangleq H_{i1}^{-1} \vartheta_i A_{iL}$, $\bar{D}_{iw} \triangleq H_{i1}^{-1} [\vartheta_i D_i, -(A_i(N_{ei_i}))^T D_i(N_{ei_i})]$, $\bar{D}_{iv} \triangleq H_{i1}^{-1} [\vartheta_i L_i, -(A_i(N_{ei_i}))^T S_i(N_{ei_i})]$, $w_i^{k-1}(k-N_{ei_i} - 1) \triangleq \text{col}(w_i(k-N_{ei_i} - 1), \ldots, w_i(k-1))$, $v_i^{k-1}(k-N_{ei_i} - 1) \triangleq \text{col}(v_i(k-N_{ei_i} - 1), \ldots, v_i(k-1))$ and $D_i(N_{ei_i})$ is defined as

$$D_i(N_{ei_i}) \triangleq \begin{bmatrix} 0 & 0 & \cdots & 0 \\ C_i D_i & 0 & \cdots & 0 \\ C_i A_{iL} D_i & C_i D_i & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ C_i (A_{iL})^{N_{ei_i}-1} D_i & C_i (A_{iL})^{N_{ei_i}-2} D_i & \cdots & C_i D_i \end{bmatrix}$$

Substituting $\lambda_{iA}$ into $\dot{\bar{x}}_i(k-N_{ei_i})$, it follows that $\dot{\bar{x}}_i(k-N_{ei_i}) = \bar{A}_{ie} \bar{x}_i(k-N_{ei_i} - 1) + \bar{D}_{iw} w_i^{k-1}(k-N_{ei_i} - 1) + \bar{D}_{iv} v_i^{k-1}(k-N_{ei_i} - 1)$ and for time step $k+1$, $\bar{x}_i(k-N_{ei_i} + 1) = \bar{A}_{ie} \bar{x}_i(k-N_{ei_i}) + \bar{D}_{iw} w_i^{k}(k-N_{ei_i}) + \bar{D}_{iv} v_i^{k}(k-N_{ei_i})$. 

Rewrite (10) for \( l = k - N_{ei} \):
\[
\dot{x}_i(k - N_{ei} + 1) = A_i \dot{x}_i(k - N_{ei}) + B_i u_i(k - N_{ei}) \]
\[
+ \sum_{j=1,j \neq i}^N [P_{ij}^{buf}(k - N_{ei}) A_{ij} x_j(k - N_{ei}) + P_{ij}^{buf}(k - N_{ei}) B_{ij} u_j(k - N_{ei})] + L_i (y_i(k - N_{ei}) - \hat{y}_i(k - N_{ei})) \]
(18)

Further, (4) can be rewritten in the following form:
\[
x_i(k - N_{ei} + 1) = A_{iL} \dot{x}_i(k - N_{ei}) + D_i u_i(k - N_{ei}) \]
\[
+ \sum_{j=1,j \neq i}^N [R_{ij}^{buf}(k - N_{ei}) A_{ij} x_j(k - N_{ei}) + R_{ij}^{buf}(k - N_{ei}) B_{ij} u_j(k - N_{ei})] + D_i v_i(k - N_{ei}) \]
(19)

Subtracting (18) from (19): \( \dot{x}_i(k - N_{ei} + 1) = A_{iL} \dot{x}_i(k - N_{ei}) + D_i u_i(k - N_{ei}) - L_i v_i(k - N_{ei}) \). By iteration, it is obtained that:
\[
\dot{x}_i(k + 1) = (A_{iL} - N_{ei}) \dot{x}_i(k + 1) + (A_{iL} - N_{ei}) D_i w_i(k - N_{ei} + 1) + (A_{iL} - N_{ei}) D_i v_i(k - N_{ei} + 1) \]
(20)

where \( D_{iL} \triangleq [D_i(A_{iL})^{N_{ei} - 1}, \ldots, D_i] \) and \( D_{iL} \triangleq [L_i(A_{iL})^{N_{ei} - 1}, \ldots, L_i] \). Multiplying both sides of (20) by \( (A_{iL})^{-N_{ei}} \):
\[
\dot{x}_i(k + 1) = (A_{iL})^{-N_{ei}} \dot{x}_i(k + 1) - (A_{iL})^{-N_{ei}} D_i w_i(k - N_{ei} + 1) + (A_{iL})^{-N_{ei}} D_i v_i(k - N_{ei} + 1) \]
(21)

Rearranging the terms of (21):
\[
\dot{x}_i(k + 1) = (\tilde{A}_i) \dot{x}_i(k) + \tilde{w}_i \]
(22)

where \( \tilde{A}_i \triangleq A_{iL}^{-N_{ei}} A_{ie} A_{iL} - N_{ei}, A_{ie} \triangleq H_{i1}^{-1} - H_{i1} \), \( \tilde{w}_i \triangleq \left( [0, D_{iL}] + [A_i D_{iL}, 0] + A_{iL}^{-N_{ei}} D_{iL} \right) w_i(k - N_{ei}) + A_{iL}^{-N_{ei}} D_{iw} \times v_i(k - N_{ei}) + \tilde{w}_i \) and \( \tilde{w}_i \) is considered as a disturbance which lies in the \( C \)-set defined by \( \tilde{W}_i = \tilde{W}_i (N_{ei}) \odot \tilde{W}_i (N_{ei} + 2) \), where \( \tilde{W}_i \triangleq [0, D_{iL}] + [A_i D_{iL}, 0] + (A_{iL})^{-N_{ei}} D_{iw}, S_{iw} \triangleq [0, D_{iL}] + [A_i D_{iL}, 0] + (A_{iL})^{-N_{ei}} D_{iw}, \tilde{W}_i (N_{ei}) \triangleq \left( \tilde{W}_i \times \cdots \times \tilde{W}_i \right) \), the symbol \( \odot \) denotes the Minkowski sum. Note that \( A_{iL}, A_{ie} \) and \( \tilde{A}_i \) are Schur matrices. Therefore, there exists a \( C \)-set \( \tilde{X}_i \) that is robustly positively invariant for (22)[31]. It follows that \( \tilde{A}_i \tilde{X}_i \subseteq \tilde{W}_i \) and if \( \tilde{x}_i(k = 0) \in \tilde{X}_i \) then \( \dot{x}_i(k) \in \tilde{X}_i, \forall k \geq 0 \). Q.E.D.

C. Stability of state estimation

The estimation error for the DMHE is defined as before: \( \dot{x}_i(k) \triangleq x_i(k) - \hat{x}_i(k) \). The estimation errors for the predictor and pre-estimator are defined as: \( e_{i,pre}(k) \triangleq \dot{x}_i(k) - \dot{\hat{x}}_i(k) \), \( e_{i,buf}(k) \triangleq \dot{x}_i(k) - \dot{\hat{x}}_i(k) \), respectively.

**Proposition 2:** For each subsystem \( i \), if \( e_{i,buf}(0) \), \( \dot{x}_i(0) \), \( \hat{x}_i(0) \) and \( \dot{\hat{x}}_i(0) \) are bounded, the pre-estimator gain matrix \( L_i \) satisfies: \( \| L_i \| > \frac{1}{1 - \| A_{ii} \|} \), the state feedback gain matrix \( K \) satisfies: \( \| K \| < \min \left\{ \frac{1}{1 - \| A_{ii} \|}, \frac{1}{1 - \| B_{ii} \|} \right\} \), then \( e_{i,buf}(k) \) is bounded and there exists a \( C \)-set \( E_{i,buf}^{buf} \) that if \( e_{i,buf}(k = 0) \in E_{i,buf}^{buf} \) then \( e_{i,buf}(k) \in E_{i,buf}^{buf} \) for all \( k > 0 \), where

\[
\bar{A}(l) = \begin{bmatrix}
A_{11} & \cdots & \hat{R}_{1i}(l) A_{i1} & \cdots & \hat{R}_{1N}(l) A_{i1N} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\hat{R}_{i1}(l) A_{1i} & \cdots & A_{ii} & \cdots & \hat{R}_{iN}(l) A_{iN} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\hat{R}_{Ni}(l) A_{N1} & \cdots & \hat{R}_{Ni}(l) A_{Ni} & \cdots & A_{NN}
\end{bmatrix}, l = 0, 1, \ldots, k - 1
\]

\[
\bar{B}(l) = \begin{bmatrix}
B_{11} & \cdots & \hat{P}_{1i}(l) B_{i1} & \cdots & \hat{P}_{1N}(l) B_{i1N} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\hat{P}_{i1}(l) B_{1i} & \cdots & B_{ii} & \cdots & \hat{P}_{iN}(l) B_{iN} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\hat{P}_{N1}(l) B_{N1} & \cdots & \hat{P}_{Ni}(l) B_{Ni} & \cdots & B_{NN}
\end{bmatrix}, l = 0, 1, \ldots, k - 1
\]
\[ \hat{A}(l) = \begin{bmatrix} A_{11} - L_1 C_1 & \cdots & R_{11}^{(l)} A_{1i} & \cdots & R_{1N}^{(l)} A_{1N} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ R_{11}^{(l)} A_{i1} & \cdots & A_{ii} - L_i C_i & \cdots & R_{iN}^{(l)} A_{iN} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ R_{N1}^{(l)} A_{N1} & \cdots & R_{N1}^{(l)} A_{Ni} & \cdots & A_{NN} - L_N C_N \end{bmatrix}, l = 0, 1, \cdots, k - 2 \]

\[ \hat{B}(l) = \begin{bmatrix} B_{11} & \cdots & P_{11}^{(l)} B_{1i} & \cdots & P_{1N}^{(l)} B_{1N} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ P_{11}^{(l)} B_{i1} & \cdots & B_{ii} & \cdots & P_{iN}^{(l)} B_{iN} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ P_{N1}^{(l)} B_{N1} & \cdots & P_{Ni}^{(l)} B_{Ni} & \cdots & B_{NN} \end{bmatrix}, l = 0, 1, \cdots, k - 2 \]

\[ K = \begin{bmatrix} K_1 & \cdots & 0 & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \cdots & K_i & \cdots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \cdots & K_N \end{bmatrix} \]

**Proof:** Subtracting (8) from (1):

\[
e_i^{buf}(k + 1) = x_i(k + 1) - x_i^{buf}(k + 1) = A_{ii} e_i^{buf}(k) - L_i C_i e_i^{buf}(k)
\]

\[
+ \sum_{j=1, j \neq i}^{N} \{ \lambda_{ij}^T [x_i(k) - \chi_{ij} x_j(k)] A_{ij} x_j(k) - \lambda_{ij}^T [x_i^{pre}(k) - \chi_{ij} x_j^{pre}(k)] A_{ij} x_j^{pre}(k) \}
\]

\[
+ \sum_{j=1, j \neq i}^{N} \{ \delta_{ij}^T [u_i(k) - \sigma_{ij} u_j(k)] B_{ij} u_j(k) - \delta_{ij}^T [u_i^{buf}(k) - \sigma_{ij} u_j^{buf}(k)] B_{ij} u_j^{buf}(k) \}
\]

\[
= \sum_{j=1, j \neq i}^{N} \{ [R_{ij}(k) A_{ij} - R_{ij}^{buf}(k) A_{ij}] x_j^{pre} + P_{ij}(k) B_{ij} x_j(k) - P_{ij}^{buf}(k) B_{ij} x_j^{pre} + R_{ij}(k) A_{ij} e_j^{buf}(k) \}
\]

where \( R_{ij}(k) = \lambda_{ij}^T [x_i(k) - \chi_{ij} x_j(k)] \) and \( P_{ij}(k) = \delta_{ij}^T [u_i(k) - \sigma_{ij} u_j(k)] \) are scalars. For the whole system, \( e^{buf} \) has the following form:

\[
\begin{bmatrix}
   e_1^{buf}(k + 1) \\
   \vdots \\
   e_i^{buf}(k + 1) \\
   \vdots \\
   e_N^{buf}(k + 1)
\end{bmatrix}
= \begin{bmatrix}
   A_{11} - L_1 C_1 & \cdots & 0 & \cdots & 0 \\
   \vdots & \ddots & \vdots & \ddots & \vdots \\
   0 & \cdots & A_{ii} - L_i C_i & \cdots & 0 \\
   \vdots & \ddots & \vdots & \ddots & \vdots \\
   0 & \cdots & 0 & \cdots & A_{NN} - L_N C_N
\end{bmatrix}
\begin{bmatrix}
   e_1^{buf}(k) \\
   \vdots \\
   e_i^{buf}(k) \\
   \vdots \\
   e_N^{buf}(k)
\end{bmatrix}
\]

\[
+ \begin{bmatrix}
   0 & \cdots & P_{11}(k) B_{11} F_1 + R_{11}(k) A_{1i} & \cdots & P_{1N}(k) B_{1N} F_N + R_{1N}(k) A_{1N} \\
   \vdots & \ddots & \vdots & \ddots & \vdots \\
   P_{11}(k) B_{i1} F_1 + R_{11}(k) A_{i1} & \cdots & 0 & \cdots & P_{iN}(k) B_{iN} F_N + R_{iN}(k) A_{iN} \\
   \vdots & \ddots & \vdots & \ddots & \vdots \\
   P_{N1}(k) B_{N1} F_1 + R_{N1}(k) A_{N1} & \cdots & P_{Ni}(k) B_{Ni} F_i + R_{Ni}(k) A_{Ni} & \cdots & 0
\end{bmatrix}
\times
\begin{bmatrix}
   e_1^{buf}(k) \\
   \vdots \\
   e_i^{buf}(k) \\
   \vdots \\
   e_N^{buf}(k)
\end{bmatrix}
\]
\[
\begin{bmatrix}
e_{1}^{pre}(k) \\
e_{2}^{pre}(k) \\
\vdots \\
e_{N}^{pre}(k) \\
e^{pre}(k)
\end{bmatrix} =
\begin{bmatrix}
0 & \cdots & \cdots \\
R_{11}(k)A_{11} - R_{11}^{buf}(k)A_{11} + P_{11}(k)B_{11}F_{1} - P_{11}^{buf}(k)B_{11}K_{1} & \cdots & \cdots \\
\vdots & \ddots & \ddots \\
R_{N1}(k)A_{N1} - R_{N1}^{buf}(k)A_{N1} + P_{N1}(k)B_{N1}F_{1} - P_{N1}^{buf}(k)B_{N1}K_{1} & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
e_{1}^{pre}(k) \\
e_{2}^{pre}(k) \\
\vdots \\
e_{N}^{pre}(k) \\
e^{pre}(k)
\end{bmatrix} +
\begin{bmatrix}
x_{1}^{pre}(k) \\
x_{2}^{pre}(k) \\
\vdots \\
x_{N}^{pre}(k) \\
x^{pre}(k)
\end{bmatrix}
\]

Then the error dynamic equation of \(e^{buf}\) is obtained:
\[
e^{buf}(k + 1) = A^{buf}e^{buf}(k) + A^{pre}(k)e^{pre}(k) + B^{pre}(k)x^{pre}(k)
\tag{25}
\]

Rewrite (6) for \(k \rightarrow k + 1\):
\[
x_{i}^{pre}(k + 1) = A_{ii}\hat{x}_{i}(k) + B_{ii}u_{i}(k)
+ \sum_{j=1,j \neq i}^{N} \{\lambda_{ij}^{T}[\hat{x}_{i}(k) - \chi_{ij}\hat{x}_{j}(k)]A_{ij}\hat{x}_{j}(k) + \delta_{ij}^{T}[u_{i}(k) - \sigma_{ij}u_{j}(k)]B_{ij}u_{j}(k)\}
\tag{26}
\]

Subtracting (26) from (1):
\[
e_{i}^{pre}(k + 1) = x_{i}(k + 1) - x_{i}^{pre}(k + 1) = A_{ii}\hat{x}_{i}(k)
+ \sum_{j=1,j \neq i}^{N} \{\lambda_{ij}^{T}[\hat{x}_{i}(k) - \chi_{ij}\hat{x}_{j}(k)]A_{ij}\hat{x}_{j}(k) - \lambda_{ij}^{T}[\hat{x}_{i}(k) - \chi_{ij}\hat{x}_{j}(k)]A_{ij}\hat{x}_{j}(k)\}
= A_{ii}\hat{x}_{i}(k) + \sum_{j=1,j \neq i}^{N} \{[R_{ij}(k)A_{ij} - \hat{R}_{ij}(k)A_{ij}]\hat{x}_{j}(k) + R_{ij}(k)A_{ij}\hat{x}_{j}(k)\}
\tag{27}
\]

where \(\hat{R}_{ij}(k) = \lambda_{ij}^{T}[\hat{x}_{i}(k) - \chi_{ij}\hat{x}_{j}(k)]\) is a scalar. Similarly to (24), for the whole system, \(e^{pre}\) has the following form:
\[
\begin{bmatrix}
    e_1^{prc}(k+1) \\
    \vdots \\
    e_N^{prc}(k+1)
\end{bmatrix}
= 
\begin{bmatrix}
    A_{11} & \cdots & R_{1j}(k)A_{1j} & \cdots & R_{1N}(k)A_{1N} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    R_{i1}(k)A_{i1} & \cdots & A_{ii} & \cdots & R_{iN}(k)A_{iN} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    R_{N1}(k)A_{N1} & \cdots & R_{Nj}(k)A_{Nj} & \cdots & A_{NN}
\end{bmatrix}
\begin{bmatrix}
    \hat{x}_1(k) \\
    \vdots \\
    \hat{x}_N(k)
\end{bmatrix}
+ 
\begin{bmatrix}
    0 & \cdots & R_{1i}(k)A_{1i} - \hat{R}_{1i}(k)A_{1i} & \cdots & R_{1N}(k)A_{1N} - \hat{R}_{1N}(k)A_{1N} \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    R_{i1}(k)A_{i1} - \hat{R}_{i1}(k)A_{i1} & \cdots & 0 & \cdots & R_{iN}(k)A_{iN} - \hat{R}_{iN}(k)A_{iN} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    R_{iN}(k)A_{iN} - \hat{R}_{iN}(k)A_{iN} & \cdots & R_{ij}(k)A_{ij} - \hat{R}_{ij}(k)A_{ij} & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
    \hat{x}_1(k) \\
    \vdots \\
    \hat{x}_N(k)
\end{bmatrix}
\]
\[
\hat{A}^{prc}(k) 
\]
where \( \hat{R}_{ij}(k) = \lambda_{ij} (\hat{x}_i(k) - \chi_{ij} \hat{x}_j(k)) \) is a scalar. For the whole system, \( e^{prc} \) can be obtained as:

\[
e^{prc}(k+1) = \hat{A}^{prc}(k)\hat{x}(k) + \hat{A}^{prc}(k)\hat{x}(k)
\]

Substitute (29) into (25):

\[
e^{buf}(k+1) = A^{buf}e^{buf}(k) + A^{prc}(k)[\hat{A}^{prc}(k-1)\hat{x}(k-1) + \hat{A}^{prc}(k-1)\hat{x}(k-1)] + B^{prc}(k)A^{prc}(k-1)x^{prc}(k-1)
\]

Consider (6), (10) and (22). It follows that (30) can be written as:

\[
e^{buf}(k+1) = A^{buf}e^{buf}(k) + A^{prc}(k)\hat{A}^{prc}(k-1)[\hat{A}(k-2) \cdots \hat{A}(0)]\hat{x}(0)
\]

\[
+ A^{prc}(k)\hat{A}^{prc}(k-1) [\hat{X}(k-2) \cdots \hat{X}(0)]\hat{x}(0) + B^{prc}(k) [X^{prc}(k-1) \cdots X^{prc}(0)]x^{prc}(0)
\]

where \( \hat{A} \triangleq diag\{\hat{A}_1, \hat{A}_2, \cdots, \hat{A}_N\} \) and \( \hat{A}_i \) has been defined after (22),

\[
X^{prc}(l) \triangleq \begin{bmatrix}
    A_{11} + B_{11}K_1 & \cdots & \hat{R}_{1i}(l)A_{1i} + \hat{P}_{1i}(l)B_{1i}K_1 & \cdots & \hat{R}_{1N}(l)A_{1N} + \hat{P}_{1N}(l)B_{1N}K_N \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    \hat{R}_{i1}(l)A_{i1} + \hat{P}_{i1}(l)B_{i1}K_1 & \cdots & A_{ii} + B_{ii}K_i & \cdots & \hat{R}_{iN}(l)A_{iN} + \hat{P}_{iN}(l)B_{iN}K_N \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \hat{R}_{N1}(l)A_{N1} + \hat{P}_{N1}(l)B_{N1}K_1 & \cdots & \hat{R}_{Ni}(l)A_{Ni} + \hat{P}_{Ni}(l)B_{Ni}K_i & \cdots & A_{NN} + B_{NN}K_N
\end{bmatrix},
\]

\[
l = 0, 1, \cdots, k - 1
\]

\[
\hat{X}(l) \triangleq \begin{bmatrix}
    A_{11} + B_{11}K_1 - L_1C_1 & \cdots & \hat{R}_{1i}(l)A_{1i} + \hat{P}_{1i}(l)B_{1i}K_i & \cdots & \hat{R}_{1N}(l)A_{1N} + \hat{P}_{1N}(l)B_{1N}K_N \\
    \vdots & \ddots & \vdots & \ddots & \vdots \\
    \hat{R}_{i1}(l)A_{i1} + \hat{P}_{i1}(l)B_{i1}K_1 & \cdots & A_{ii} + B_{ii}K_i - L_iC_i & \cdots & \hat{R}_{iN}(l)A_{iN} + \hat{P}_{iN}(l)B_{iN}K_N \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \hat{R}_{N1}(l)A_{N1} + \hat{P}_{N1}(l)B_{N1}K_1 & \cdots & \hat{R}_{Ni}(l)A_{Ni} + \hat{P}_{Ni}(l)B_{Ni}K_i & \cdots & A_{NN} + B_{NN}K_N - L_NC_N
\end{bmatrix},
\]

\[
l = 0, 1, \cdots, k - 2
\]

(32) and (33) can be rewritten as:

\[
X^{prc}(l) = \hat{A}(l) + \hat{B}(l)K, l = 0, 1, \cdots, k - 1
\]

\[
\hat{X}(l) = A(l) + \hat{B}(l)K, l = 0, 1, \cdots, k - 2
\]

From (31), it can be seen that if \( e^{buf}(k+1) = A^{buf}e^{buf}(k) \), according to the condition: \( \|L_i\| > \frac{1}{\|A_{si}\|} \), then \( \|A^{buf}\| < 1 \). \( e^{buf}(k+1) = A^{buf}e^{buf}(k) \) is convergent. For the second term on the right of (31), according to Proposition 1, \( \hat{A} \) is a Schur matrix, if \( \hat{x}(0) \) is bounded, then, \( A^{prc}(k)\hat{A}^{prc}(k-1)[\hat{A}(k-2) \cdots \hat{A}(0)]\hat{x}(0) \) is bounded. For the final two terms
on the right of (31), according to the condition: \( \|K\| < \min \left\{ \frac{1}{\|B(l)\|}, \frac{1}{\|A(l)\|} \right\} \), then, \( \|\hat{X}(l)\| = \|\hat{A}(l) + \hat{B}(l)K\| \leq \|A(l)\| + \|B(l)\|\|K\| < 1 \) and \( \|X_{pre}(l)\| = \|A(l) + \hat{B}(l)K\| \leq \|A(l)\| + \|B(l)\|\|K\| < 1 \), if \( \hat{x}(0) \) and \( x_{pre}(0) \) are bounded, then, \( A^{pre}(k)A^{pre}(k-1)|\hat{X}(k) - 1|\hat{X}(0) \) and \( B^{pre}(k)|X_{pre}(k-1)\hat{X}(0)\) are bounded at \( k \) time. Hence \( e^{buf}(k) \) is bounded. Furthermore, there exists a \( C \)-set \( E_i^{ibuf} \) such that if \( e_i^{buf}(k) = 0 \in E_i^{ibuf} \) then \( e_i^{buf}(k) \in E_i^{ibuf} \) for all \( k > 0 \). Q.E.D.

Let \( \bar{e}_i(k) = [\bar{x}_i(k)T \ e_i^{ibuf}(k)T]^T \) denote the estimation error for the \( i \)th subsystem at time step \( k \), where the stability is addressed in Theorem 1.

Theorem 1: For each subsystem \( i \), there exists a \( C \)-set \( E_i \) such that if \( \bar{e}_i(k) = 0 \in E_i \), then \( \bar{e}_i(k) \in E_i \), \( \forall k \geq 0 \). Furthermore, \( E_i \subseteq E_i \).

Proof:
Substitute \( x_i(k+1) \) and \( y_i(k) \) into \( \hat{x}_i(k+1) \):

\[
\hat{x}_i(k+1) = A_{ii}\hat{x}_i(k) + B_{ii}u_i(k) + \sum_{j=1,j\neq i}^{N} R_{ij}^{buf}(k)A_{ij}\hat{x}_j(k) + \sum_{j=1,j\neq i}^{N} P_{ij}^{buf}(k)B_{ij}u_j^{buf}(k) + L_iC_i\hat{x}_i(k) + L_iV_i(k)
\]

(36)

Subtracting the above equation from \( x_i(k+1) \):

\[
\dot{x}_i(k+1) = A_{ii}\hat{x}_i(k) + \sum_{j=1,j\neq i}^{N} A_{ij}e_j^{buf} - L_iC_i\hat{x}_i(k) - L_iV_i(k)
\]

(37)

Subtracting (8) from the equation obtained by rewriting \( x_i(k+1) \) for the \( i \)th subsystem:

\[
e_i^{ibuf}(k+1) = A_{ii}e_i^{buf}(k) + B_{ii}(u_i(k) - u_i^{buf}(k)) + \sum_{j=1,j\neq i}^{N} A_{ij}e_j^{buf}(k) + A_{ii}\dot{x}_i(k)
\]

(38)

For each subsystem \( i \), the error dynamic equation is obtained from (37) to (38) in the form:

\[
\bar{e}_i(k+1) = A_i\bar{e}_i(k) + \Omega_i(k)
\]

(39)

where \( \Omega_i(k) \triangleq B_i\Delta\hat{u}_i(k) + q_i(k)(L_iC_i\hat{x}_i(k) + L_iV_i(k)) \) is considered to be a disturbance where

\[
q_i(k) = \begin{bmatrix}
0 & \cdots & 0 & -1 & 0 & \cdots & 0 & -1
\end{bmatrix}^T
\]

\[
\Delta\hat{u}_i^{buf}(k) = \begin{bmatrix}
\Delta u_i^{buf}(k) & \cdots & \Delta u_i^{(i-1)buf}(k) & 0 & \Delta u_i^{(i+1)buf}(k) & \cdots & \Delta u_i^{Nbuf}(k)
\end{bmatrix}^T
\]

As described previously, \( \Delta u_i^{buf}(k) \) is bounded and there exists \( \pi_{ij} > 0 \) such that \( \max_{k \geq 0} \|\Delta u_i^{buf}(k)\| \leq \pi_{ij} \), where \( \pi_{ij} + u_i(k)\Delta u_i(k) < 0 \). There exists \( r_i > 0 \) such that \( \Delta u_i^{buf}(k) \in r_iB \) and \( \Delta u_i(k) \in r_iB \times \cdots \times r_iB \). By using Proposition 1 and

Proposition 2, \( \Omega_i(k) \) lies in the \( C \)-set and \( \Delta_i \) defined by

\[
\Delta_i \triangleq B_i \left( r_iB \times \cdots \times r_iB \right) \oplus q_i(k)(L_iC_i\hat{x}_i + L_iV_i)
\]

If \( A_i \) is Schur then there exists a \( C \)-set \( E_i \) that is RPI for (39). It follows that \( A_iE_i \oplus \Delta_i \subseteq E_i \), and if \( \bar{e}_i(k) = 0 \in E_i \) then \( \bar{e}_i(k) \in E_i \), \( \forall k \geq 0 \). Furthermore, in order to reduce the upper set \( E_i \) and consequently the bounds of \( \bar{e}_i(k) \), RPI approximation of the minimal RPI (mRPI) can be used [31] and the upper bound of \( \bar{e}_i(k) \) is made as small as possible by tuning parameters \( \theta_i \) and \( r_i \) [26]. Then, under Proposition 2, the two sets \( \hat{X}_i \) and \( E_i \) are both contained in the origin set \( E_i \), such that \( \hat{X}_i \oplus E_i \subseteq E_i \). It follows that \( E_i \subseteq E_i \), Q.E.D.

IV. ROBUST OUTPUT FEEDBACK DISTRIBUTED MODEL PREDICTIVE CONTROL FOR PARALLEL SYSTEMS

This section synthesizes a ROFDMPC that brings system (4) to a bounded target set. Since the real states \( x_i(k) \) are unmeasured, the estimated states are adopted when determining the controller. The corresponding robust output feedback distributed model predictive control law can be designed as:

\[
u_i(k) = F_i\hat{x}_i(k)
\]

(40)
For subsystem $i$ at time step $k$, to determine a robust output feedback distributed model predictive control law (40), the control objective function is defined as:

$$\min_{u_i(k)} \max_{w_i(k), v_i(k)} J_i(k) = \sum_{l=0}^{\infty} \left[ \|\hat{x}_i(k+l)\|_Y^2 + \|u_i(k+l)\|_U^2 \right] + \sum_{j=1, j \neq i}^{N} \sum_{l=0}^{\infty} \left[ \|\hat{x}_j(k+l)\|_Y^2 + \|u_j(k+l)\|_U^2 \right]$$

(41)

s.t. (4) - (12), $u_i(k+l) \in U_i$, $x_i(k+l) \in X_i$, $y_i(k+l) \in \mathbb{Y}_i$

(42)

where $u_i$ is the control law to be designed, for all $i \in 1, 2, \ldots, N$, $\mathbb{Y}_i$, and $\varsigma_i$ are symmetric positive definite weighting matrices.

The objective is to design a robust output feedback distributed model predictive controller for the parallel system with $w_i(k)$ and $v_i(k)$, calculate the competitive couplings (2), (3) in a timely fashion by using the pre-estimator, predictor and buffer, solve the $\text{DMHE}_i$ (9) in the presence of competitive constraints (12) to improve the estimate accuracy and finally, solve the control objective function (41) to determine a robust output feedback distributed model predictive control law (40) at every sampling time so that the uncertain parallel system meets the feasibility condition and achieves exponential stability.

A. Robust output feedback distributed model predictive control algorithm

The augmented closed loop system is:

$$\bar{x}_i(k+l+1) = \bar{T}_{ii}\bar{x}_i(k+l) + \sum_{j=1, j \neq i}^{N} \bar{T}_{ij}\bar{x}_j(k+l) + \bar{H}_i\bar{v}_i(k+l)$$

(43)

where

$$\bar{x}_i(k+l) = \begin{bmatrix} x_i(k+l)^T & x_{ibuf}(k+l)^T & \hat{x}_i(k+l)^T & e_{ibuf}(k+l)^T & \bar{x}_i(k+l)^T \end{bmatrix}^T$$

$$\bar{v}_i(k+l) = \begin{bmatrix} 0 & v_i(k+l)^T & w_i(k+l)^T & e_{ibuf}(k+l)^T & \bar{x}_i(k+l)^T \end{bmatrix}^T$$

$$\bar{T}_{ii} = \begin{bmatrix} A_{ii} & 0 & B_{ii}F_i & 0 & 0 \\ 0 & A_{ii} + B_{ii}K_i & 0 & 0 & 0 \\ 0 & 0 & A_{ii} + B_{ii}F_i & 0 & 0 \\ 0 & -B_{ii}K_i & B_{ii}F_i & A_{ii} & 0 \\ 0 & 0 & 0 & 0 & A_{ii} \end{bmatrix}$$

$$\bar{R}_{ij}^{ibuf}A_{ij} + \bar{P}_{ij}^{ibuf}B_{ij}K_i$$

$$\bar{R}_{ij}^{ibuf}A_{ij} + \bar{P}_{ij}^{ibuf}B_{ij}K_j$$

$$\bar{R}_{ij}^{ibuf}A_{ij} + \bar{P}_{ij}^{ibuf}B_{ij}K_j$$

$$\begin{bmatrix} 0 & 0 & 0 & 0 & A_{ij} & A_{ij} \\ 0 & 0 & 0 & 0 & A_{ij} & A_{ij} \end{bmatrix}$$

$$\bar{H}_i = \begin{bmatrix} 0 & L_i & D_i & 0 & L_iC_i \\ 0 & 0 & 0 & 0 & L_iC_i \\ 0 & L_i & D_i & 0 & L_iC_i \\ 0 & -L_i & 0 & 0 & -L_iC_i \\ 0 & -L_i & 0 & 0 & -L_iC_i \end{bmatrix}$$

Assume that there exists a matrix $Q_i$ which satisfies $Q_i = Q_i^T > 0$ and a scalar $\gamma_i$ which makes $J_i(k) \leq \gamma_i$:

$$\|\hat{x}_i(k+l)\|_{Q_i^{-1}}^2 \leq 1$$

(44)

$$\bar{T}_{ii}^TQ_i^{-1}\bar{T}_{ii} - Q_i^{-1} \leq -1/\gamma_i \bar{Y}_i - 1/\gamma_i F_i^T\varsigma_i F_i$$

(45)

Consider (44), with $l = 0$, yields:

$$\begin{bmatrix} x_i(k)^T & x_{ibuf}(k)^T & \hat{x}_i(k)^T & e_{ibuf}(k)^T & \bar{x}_i(k)^T \end{bmatrix}Q_i^{-1} \begin{bmatrix} x_i(k)^T & x_{ibuf}(k)^T & \hat{x}_i(k)^T & e_{ibuf}(k)^T & \bar{x}_i(k)^T \end{bmatrix}^T \leq 1$$

(46)

Theorem 2: Suppose there exist scalars $\gamma_i, \varepsilon_i$, matrices $Q_{i11}, G_i, G_{i12}, G_{i22}, Y_i, M_i$ and symmetric matrices $Q_{i11}, Q_{i22}$, then (44) and (45) are satisfied when:

$$Q_i = \begin{bmatrix} Q_{i11} & Q_{i12}^T \\ Q_{i12} & Q_{i22} \end{bmatrix} \geq 0, F_i = Y_iG_i^{-1}$$

(47)
\[ \begin{bmatrix} \hat{G}_i \end{bmatrix} = \begin{bmatrix} G_i & 0 \\ G_{i12} & G_{i2} \end{bmatrix} \] 

The following LMIs are given:

\[
\begin{bmatrix}
G_i + G_i^T - Q_{i11} & * & * & * & * \\
G_{i12} - Q_{i12} & G_{i2} + G_{i2}^T - Q_{i22} & * & * & * & * \\
(\dot{A}_i - L_iC_i)(G_i + G_{i12}) - M_i + B_iY_i & L_iC_iG_{i2} & Q_{i11} & * & * & * \\
\end{bmatrix} \geq 0 \quad (48)
\]

Multiply the left and right sides of (46) by \( \hat{G}_i^T \) and \( \hat{G}_i \), respectively, apply the Schur complement lemma and consider (48). Utilizing the fact that \( \hat{G}_i + \hat{G}_i^T - Q_i \leq \hat{G}_i^T \hat{Q}_i^{-1} \hat{G}_i \), it can be shown that (48) guarantees (45). Moreover, by applying (43) and the Schur complement lemma, it is shown that (47) guarantees (44).

Then, (44), (45) hold by parameterizing (47). Q.E.D.

The constraints need to be handled. Suppose there exist matrices \( Q_{i12}, G_i, G_{i12}, G_{i2}, Y_i, M_i \) and symmetric matrices \( Q_{i11}, Q_{i22}, \Theta_i, Z_i, \Gamma_i \) such that (49) and the following LMIs are satisfied:

\[
\begin{bmatrix}
G_i + G_i^T & Q_{i11} & * \\
G_{i12} - Q_{i12} & G_{i2} + G_{i2}^T - Q_{i22} & * \\
(A_i - L_iC_i)(G_i + G_{i12}) - M_i + B_iY_i & (A_i - L_iC_i)G_{i2} & Q_{i11} \\
\end{bmatrix} \geq 0 \quad (50)
\]

\[
\begin{bmatrix}
G_i + G_i^T - Q_{i11} & * & * \\
G_{i12} - Q_{i12} & G_{i2} + G_{i2}^T - Q_{i22} & * \\
Y_i & * & 0 \\
\end{bmatrix} \geq 0 \quad (51)
\]

\[
\begin{bmatrix}
G_i + G_i^T - Q_{i11} & * & * \\
G_{i12} - Q_{i12} & G_{i2} + G_{i2}^T - Q_{i22} & * \\
\Psi_i(A_iG_i + A_iG_{i12} + B_iY_i) & \Psi_iG_{i12} & \Gamma_i \\
\end{bmatrix} \geq 0 \quad (52)
\]

Then, (42) is guaranteed through the parameterization (49). By considering Theorem 2 and constraints handling, problem (41)-(42) can be solved by the following LMI optimization problem:

\[
\min_{\gamma_i} \gamma_i \quad s.t. (48), (49), (50) - (52)
\]

Based on the aforementioned analysis, the proposed output feedback DMPC can be summarized as the following step by step algorithm.

**Algorithm 2:**

1. **Pre-estimation and buffer-update:** At time step \( k - 1 \), subsystem \( i \) receives the state sequences \( x_i(k - 1) \) and the predicted control sequences \( u_j(k - 1) \) from the other subsystems \( j = 1, \ldots, N, j \neq i \), and stores its own \( x_i(k - 1) \) and \( u_i(k - 1) \). These valid packets are written in the \( (k - 1) \)th part of buffer. The \( k \)th part of buffer is updated according to Algorithm 1.

2. **Estimation:** The constrained optimization problem (9-12) is solved to obtain \( \hat{x}_i(k - N_{ei}) \) based on the state information in the \( k \)th part of buffer. An optimal sequence of the local states is obtained where the current optimal state estimate of subsystem \( i \) is denoted by \( \hat{x}_i(k) \).

3. **Robust DMPC:** The constrained optimization problem (53) is solved to develop the control law \( u_i(k) \) using LMIs.

**Remark 4:** Algorithm 2 computes output feedback controls for each subsystem. It has been validated that the performance of the state feedback robust DMPC is the same as the centralized robust MPC in [8] for parallel systems. Indeed, the proposed output feedback method can achieve a similar control performance as that of the state feedback developed in [8] as the accuracy and timeliness of the state estimation can be guaranteed. This will be verified experimentally in Section V.

**B. Closed loop system stability analysis**

Define the quadratic function:

\[
\bar{V}_i(t, k) = \| \hat{x}_i(k + l | k) \|^2_{P_i(k)}
\]

where \( P_i(k) > 0 \).
Theorem 3: For (4), under the output feedback control (40) which is given by Theorem 2, the closed loop system (43) will be asymptotically stable.

Proof: According to Theorem 1 and Theorem 2:

\[
\begin{bmatrix}
    x_i(k)^T & x_i^{buf}(k)^T \\
    \hat{x}_i(k)^T & \hat{x}_i(k)^T
\end{bmatrix} Q_{i}^{-1} \begin{bmatrix}
    x_i(k)^T & x_i^{buf}(k)^T \\
    \hat{x}_i(k)^T & \hat{x}_i(k)^T
\end{bmatrix}^T \leq 1
\]

According to the Schur complement lemma:

\[
\Delta \tilde{V}_i(k+1|k) = \tilde{V}_i(k+1|k) - \tilde{V}_i(k|k) = \|\tilde{x}_i(k+1|k)\|^2_{\tilde{P}_i(k)} - \|\tilde{x}_i(k|k)\|^2_{\tilde{P}_i(k)} \\
\leq -\tilde{x}_i(k|k)^T (1/\gamma_i \Upsilon_i + 1/\gamma_i F_i^T \varsigma_i F_i) \tilde{x}_i(k|k) < 0
\]

After \(F_i, L_i\) have been implemented \(k\) times, the closed loop system (43) is asymptotically stable. Q.E.D.

V. SIMULATIONS AND EXPERIMENTAL RESULTS

Two simulation studies and an experimental implementation are undertaken in this section. Firstly, a general parallel system is simulated and the performance is compared with that achieved by other established approaches. Then, a parallel continuous stirred tank reactor (CSTR) simulation is undertaken. Finally, a parallel CSTR experiment is used to further validate the proposed approach and the results are compared with a state feedback method.

A. A general parallel system simulation

Consider the following parameterisation of the parallel system in (1):

\[
\begin{align*}
A_{11} &= \begin{bmatrix} 0.82 & -0.02 \\ 6.12 & 0.93 \end{bmatrix}, & A_{12} &= \begin{bmatrix} 0.96 & -0.02 \\ -0.67 & 0.94 \end{bmatrix}, \\
A_{22} &= \begin{bmatrix} 0.88 & 0.04 \\ -0.94 & 0.99 \end{bmatrix}, & A_{21} &= \begin{bmatrix} 0.89 & 0.01 \\ 2.77 & 0.88 \end{bmatrix}, \\
B_{11} &= \begin{bmatrix} -0.01 \\ 0.16 \end{bmatrix}, & B_{12} &= \begin{bmatrix} -0.03 \\ 0.15 \end{bmatrix}, \\
B_{22} &= \begin{bmatrix} -0.02 \\ 0.09 \end{bmatrix}, & B_{21} &= \begin{bmatrix} -0.02 \\ 0.17 \end{bmatrix}, \\
C_1 &= \begin{bmatrix} 1 & 0 \end{bmatrix}, & C_2 &= \begin{bmatrix} 1 & 0 \end{bmatrix}
\end{align*}
\]

Choose \(L_1 = [0.51, 0.31]^T\) and \(L_2 = [0.51, 0.41]^T\), \(A_{1L}\) and \(A_{2L}\) are Schur matrices and their eigenvalues are \((0.5784, 0.7862)\) and \((0.5864, 0.8962)\), respectively. \(w_i(k)\) is a random disturbance satisfying the Gaussian distribution. \(v_i(k)\) is a random noise satisfying the Gaussian distribution and for all simulation sets, the disturbance and noise effects are considered. In DMHE design, \(Nc_i = 10, \vartheta_i = diag(100, 0.01)\) for \(i = 1, 2\) are chosen. Assume that the outputs of the two subsystems are the flow rate. The desired outputs of the two subsystems are 5, the maximum output of the bus is 10 and the maximum input of the bus is 5. In the simulations, the proposed approach is compared with the following two methods:

Method 1. The pre-estimators are not used; all other parts are the same as the proposed approach.

Method 2. A distributed Luenberger framework is utilized to replace DMHE; other parts are the same as the proposed approach.

The pre-estimators are used in the proposed approach and in method 2 but are not used in method 1. The state estimation accuracy is tested by using a square wave response as the desired output trajectory for all three methods. The results are shown from Figure 4 to Figure 7.

It can be seen from Figure 4 to Figure 7 that the proposed approach has better estimation accuracy. The pre-estimators are not used in method 1, hence the tracking error is larger when the desired output trajectory is changed. Method 2 cannot solve the constraints effectively. The tracking error is larger than the DMHE when the desired output trajectory is not changed. The control performance is shown from Figure 8 to Figure 13.
Fig. 4: The output tracking of subsystem 1 for the proposed method, method (1) and method (2)

Fig. 5: The tracking error of subsystem 1 for the proposed method, method (1) and method (2)
Fig. 6: The output tracking of subsystem 2 for the proposed method, method (1) and method (2)

Fig. 7: The tracking error of subsystem 2 for the proposed method, method (1) and method (2)
Fig. 8: The output of subsystem 1 for the proposed method, method (1) and method (2)

Fig. 9: The output of subsystem 2 for the proposed method, method (1) and method (2)
Fig. 10: The input of subsystem 1 for the proposed method, method (1) and method (2)

Fig. 11: The input of subsystem 2 for the proposed method, method (1) and method (2)
Fig. 12: The competitive coupling of the output for the proposed method

Fig. 13: The competitive coupling of the input for the proposed method
The simulation results show that the output feedback RDMPC for parallel systems can effectively deal with problems with unmeasured states. Figure 8 shows that the performance of the proposed approach is better than the other two methods. The proposed method (solid line) with pre-estimator has a faster response. This is because the pre-estimator can locate the eigenvalues closer to the origin and then a faster response results. The pre-estimator is not used in Method 1 (dotted line). Method 1 has a higher overshoot. A distributed Luenberger framework is utilized instead of the DMHE in Method 2 (dashed line). The pre-estimator is used in this method and the overshoot is smaller than Method 1. However, the Luenberger framework cannot deal with the competitive constraints effectively; hence Method 2 has a larger oscillation. Figure 10 and Figure 11 indicate that the proposed approach needs smaller control effort. The computing time of the proposed approach is 1.87s while that of method 1 is 3.21s and method 2 is 2.96s. Figure 12 and Figure 13 show the output and robust DMPC control action for both subsystems. This clearly demonstrates how the competitive characteristics in parallel systems are accommodated by the proposed method: when $u_1$ and $y_1$ increase, $u_2$ and $y_2$ correspondingly decrease to accommodate the competitive coupling and competitive constraints.

B. Parallel CSTR system simulation

The parallel CSTR system is simulated before proceeding to implementation on the experiment. A simplified physical model of a parallel CSTR system is given in Figure 14. The reaction is a temperature control reaction. If the temperature inside the reactor is low, it will affect the depth and conversion rate of the reaction. This affects the quality of the product. In order to stabilize the temperature inside the reactor, it is necessary to heat the jacket. The temperature of the material in the reactor can be controlled to meet the requirements of the process by adjusting the flow rate of the heat agent flowing into the jacket. The heat agent is water, which is supplied by one water heater. When the two CSTRs are connected in parallel, the system exhibits competitive coupling and there is a need to consider competitive constraints; when the flow of hot water in one jacket exceeds a certain amount, the flow of water in the other jacket must be reduced. The heat agent flowing into the jacket must be less than or equal to the total supply of the water heater.

The nonlinear dynamic equations of the plant model which is described in [32] can be reformulated to include the parallel characteristics as follows:

\[
\dot{T}_1 = \frac{F_0}{V_1}(T_0 - T_1) + \frac{F_r}{V_1}(T_2 - T_1) + G_1(T_1 - \frac{\rho_2C_2}{V_2}T_2)T_1 + R_1(Q_1 - \Delta H_2k_2\frac{Q_2}{\rho_2C_2}Q_1) + \frac{Q_{r1}}{\rho_s c_p V_1}
\]

\[
\dot{C}_{A1} = \frac{F_0}{V_1}(C_{A0} - C_{A1}) + \frac{F_r}{V_1}(C_{A2} - C_{A1}) - R_1(T_1)C_{A1} - R_2(T_1)C_{A3}
\]

\[
\dot{T}_2 = \frac{F_2}{V_2}(T_{A0} - T_{A1}) + \frac{F_3}{V_2}(T_{A3} - T_2) + G_2(T_2 - \frac{\rho_1C_1}{V_1}T_1)T_2 + R_2(Q_2 - \Delta H_1k_1\frac{Q_1}{\rho_1C_1}Q_2) + \frac{Q_{r2}}{\rho_s c_p V_2}
\]
The flow rate of fresh material A is 55. The flow rate of recycled material A from reactor 2 is 58. The flow rate of additional fresh stream feeding pure A is 3. The flow rate of fresh material B is 3. The flow rate of recycled material B from reactor 2 is 3. The heat input rate into reactors 1, 2 is 1. The reactor volume of reactors 1, 2 is 2. The heat capacity, gas constant and density of fluid in the reactor are 2. The temperatures in reactors 1, 2 are 2. The feed stream temperatures to reactor 1, 2 are 2. The inlet reagent concentration of reactors 1, 2 are 2. The enthalpies, pre-exponential constants and activation energies of the reaction are 2.

TABLE II: Values of the process parameters

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_0$</td>
<td>Flow rate of fresh material A</td>
</tr>
<tr>
<td>$F_r$</td>
<td>Flow rate of recycled material A from reactor 2</td>
</tr>
<tr>
<td>$F_1$, $F_2$</td>
<td>Effluent flow rate from reactors 1, 2</td>
</tr>
<tr>
<td>$C_{A1}$, $C_{A2}$</td>
<td>Molar concentration of material A in reactors 1, 2</td>
</tr>
<tr>
<td>$T_1$, $T_2$</td>
<td>Temperatures in reactors 1, 2</td>
</tr>
<tr>
<td>$T_0$, $T_{03}$</td>
<td>Feed stream temperatures to reactor 1, 2</td>
</tr>
<tr>
<td>$Q_{r1}$, $Q_{r2}$</td>
<td>Heat input rate into reactors 1, 2</td>
</tr>
<tr>
<td>$C_{A0}$, $C_{A3}$</td>
<td>Inlet reagent concentration of reactors 1, 2</td>
</tr>
<tr>
<td>$V_1$, $V_2$</td>
<td>Reactor volume of reactors 1, 2</td>
</tr>
<tr>
<td>$\Delta H_j$, $k_j$, $E_j$</td>
<td>Enthalpies, pre-exponential constants and activation energies of the reaction</td>
</tr>
<tr>
<td>$\rho_s$, $R$, $c_p$</td>
<td>Heat capacity, gas constant and density of fluid in the reactor</td>
</tr>
</tbody>
</table>

Choose a sampling interval of $T_s = 0.0025 h$. Considering (55-58), the nominal discrete time linear state space model of the plant around the mentioned steady state points has the form:

$$
\bar{x}_1(k+1) = A_{11}\bar{x}_1(k) + B_{11}u_1(k) + \lambda_{12}^T(\bar{x}_1 - \chi_{12}\bar{x}_2(k))A_{12}\bar{x}_2(k) + \delta_{12}^T(u_1 - \sigma_{12}u_2)B_{12}u_2(k),\bar{y}_1(k) = C_1\bar{x}_1(k)
$$

$$
\bar{x}_2(k+1) = A_{22}\bar{x}_2(k) + B_{22}u_2(k) + \lambda_{21}^T(\bar{x}_2 - \chi_{21}\bar{x}_1(k))A_{21}\bar{x}_1(k) + \delta_{21}^T(u_2 - \sigma_{21}u_1)B_{21}u_1(k),\bar{y}_2(k) = C_2\bar{x}_2(k)
$$

where $x_i$ and $u_i$ are the (dimensionless) state and manipulated input vectors for the $i$th CSTR, respectively:

$$
\bar{x}_1(k) = \begin{bmatrix} \frac{T_1-T_s}{C_{A1}} & \frac{T_2-T_s}{C_{A1}} \end{bmatrix}C_{A1}^{-1}x_1 \quad \bar{x}_2(k) = \begin{bmatrix} \frac{T_3-T_s}{C_{A2}} & \frac{T_4-T_s}{C_{A2}} \end{bmatrix}C_{A2}^{-1}x_2
$$

$$
\bar{u}_1(k) = \begin{bmatrix} \frac{Q_{11}-Q_1}{C_{A1}} & \frac{Q_{21}-Q_1}{C_{A1}} \end{bmatrix}C_{A1}^{-1}u_1 \quad \bar{u}_2(k) = \begin{bmatrix} \frac{Q_{21}-Q_2}{C_{A2}} & \frac{Q_{21}-Q_2}{C_{A2}} \end{bmatrix}C_{A2}^{-1}u_2
$$

The other constant matrices are given by

$$
A_{11} = \begin{bmatrix} 0.9600 & 0.0039 \\ -0.2488 & 0.8902 \end{bmatrix}, A_{12} = \begin{bmatrix} 0.0722 & 0.0002 \\ 0.0134 & 0.0773 \end{bmatrix}, A_{21} = \begin{bmatrix} 0.0657 & 0.0002 \\ -0.0201 & 0.0645 \end{bmatrix}, A_{22} = \begin{bmatrix} 0.0072 & 0.0001 \\ -0.0009 & 0.0265 \end{bmatrix}, B_{11} = \begin{bmatrix} 0.0097 & 0.0001 \\ -0.0005 & 0.0738 \end{bmatrix}, B_{12} = \begin{bmatrix} 0.0247 & 0.0003 \\ -0.0200 & 0.0824 \end{bmatrix}, B_{21} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
$$

$$
C_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, C_2 = \begin{bmatrix} 1 & 0 \end{bmatrix}
$$
A local pre-estimator is designed for each CSTR. Choosing $L_1 = [0.6, 0.28]^T$ and $L_2 = [0.5, 0.4]^T$, $A_{1L}$ and $A_{2L}$ are Schur matrices and their eigenvalues are $(0.3639, 0.8863)$ and $(0.3430, 0.8163)$, respectively. In the DMHE design, $Ne_i = 10$ and $\vartheta_i = diag(100, 0.01)$ for $i = 1, 2$ are chosen. $w_i(k)$ is random disturbance satisfying the Gaussian distribution and $v_i(k)$ is a random noise satisfying Gaussian distribution. For all simulation sets, the disturbance and noise are present. In the simulations, the proposed approach is compared with the two different methods. The desired set-points of the two subsystems are both 10 degrees Celsius, and the initial temperatures of both subsystems are 0 degree Celsius. The control objective is to increase the temperature of the jacket from 0 degree Celsius to 10 degrees Celsius by manipulating the flow of water in the jacket. The results are shown from Figure 15 to Figure 19.

The simulation results show that the method proposed in this paper can effectively deal with problems relating to parallel CSTR systems. Figure 15, Figure 16, Figure 17 and Figure 18 show that the performance of the proposed approach is better than the other two methods and the control effort of the proposed approach is smaller. The computing time of the proposed approach is 2.21s while that of method 1 is 4.32s and method 2 is 3.95s. Figure 19 shows the robust DMPC control action for both subsystems. This clearly demonstrates how the competitive characteristics in parallel systems are accommodated by the proposed method: when $u_1$ increases, $u_2$ correspondingly decreases to accommodate the competitive coupling and competitive constraints. This is different from the parallel system considered in subsection 4.1; the outputs of the CSTR are the temperature and do not have material couplings between them.

C. Parallel CSTR system experiment

The effectiveness of the robust DMPC algorithm for parallel CSTR systems has been verified by simulation. The effectiveness will be further validated by two experiments. The Process Modelling and Control Group at the China University of Petroleum (East China) have developed an experimental rig which is shown in Figure 20. The operation interface of the rig is shown in Figure 21. The four reactors, labelled R101, R102, R103, R104, can be connected in numerous ways for controller validation.
Fig. 16: The output temperature of the second CSTR for the proposed method, method (1) and method (2)

Fig. 17: The inputs of the first CSTR for the proposed method, method (1) and method (2)
Fig. 18: The inputs of the second CSTR for the proposed method, method (1) and method (2)

Fig. 19: Control signal for both subsystems when controlled using the proposed method
and testing (series, parallel, series and parallel). The chemical reaction is carried out after feeding. The process can implement continuous operation as well as enable measurement and control of the flow, liquid level and temperature. V111 is the header tank which contains acetic ether and V112 is the header tank containing sodium hydroxide. These raw materials are processed in the CSTR at the same time [8]. Unlike the previous simulation, this reaction is an exothermic reaction. Only two reactors are used in these experiments. The output of the first experiment is temperature. For the reactors R101 and R102, the desired set-points are both 30 degrees Celsius. The coolant flow in the jacket is used as the control variable. The initial temperatures of R101 and R102 are 24.8 degrees Celsius and 25.2 degrees Celsius, respectively. The control objective is to increase the temperature of the jacket from the initial temperatures to 30 degrees Celsius by manipulating the flow of water in the jacket. The output of the second experiment is concentration of product C, the desired set-points are both $0.8kmol/m^3$. The initial product concentrations of R101 and R102 are $0.46kmol/m^3$ and $0.61kmol/m^3$, respectively. The control objective is to increase the concentration of product C from the initial concentration to a desired set-point. The proposed approach is used for control of the system. The temperature tracking performance is shown in Figure 22 and the product concentration tracking performance is shown in Figure 23, which further validate the proposed approach. Figure 24 shows the control effect of the classical DMPC algorithm when the states are measurable. Comparing Figure 22 with Figure 24, the output feedback robust DMPC proposed in this paper can achieve a similar performance to the method proposed in [8], in which the states are measurable.

VI. CONCLUSION

This paper has proposed an on-line algorithm to implement an output feedback robust DMPC strategy that explicitly accommodates the characteristics of parallel systems with state estimation. The main contribution of this paper can be summarized as follows: (1) new buffer, predictor and pre-estimator are presented to solve the competitive couplings and competitive constraints under the condition that the states cannot be measured; (2) an output feedback robust DMPC algorithm has been proposed for parallel systems and the stability of the closed loop system has been analyzed. The subsystem performance takes into account the state estimation, competitive couplings and competitive constraints in order to achieve optimization of the whole system. The problem can be converted into $N$ convex problems which can be expressed as linear matrix inequalities and solved iteratively by using the method of successive iteration to ensure rapid convergence. The simulations show that the proposed approach can effectively deal with the constraints for parallel systems and can achieve better performance than the OFDMPC without pre-estimator. The results of an experimental trial further illustrate that the proposed approach is suitable for control of parallel systems in process networks when the states are unmeasured.

ACKNOWLEDGEMENT

This work is partially supported by the National Natural Science Foundation of China (61973315) and (61473312).

REFERENCES

Fig. 21: Parallel R101 and R102.

Fig. 22: Temperature tracking performance when the states are unmeasured and the CSTR are controlled using the OFRDMPC.

Fig. 23: Product concentration tracking performance when the states are unmeasured and the CSTR is controlled using the proposed OFRDMPC.

Fig. 24: Tracking performance when the states can be measured and the CSTR are controlled using classical DMPC.