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Abstract

■ Evidence for perceptual processing in models of speech pro-
duction is often drawn from investigations in which the sound of
a talker’s voice is altered in real time to induce “errors.”Methods
of acoustic manipulation vary but are assumed to engage the
same neural network and psychological processes. This paper
aims to review fMRI and PET studies of altered auditory feedback
and assess the strength of the evidence these studies provide for
a speech error correction mechanism. Studies included were
functional neuroimaging studies of speech production in neuro-
typical adult humans, using natural speech errors or one of three
predefined speech manipulation techniques (frequency altered
feedback, delayed auditory feedback, and masked auditory
feedback). Seventeen studies met the inclusion criteria. In a
systematic review, we evaluated whether each study (1) used

an ecologically valid speech production task, (2) controlled for
auditory activation caused by hearing the perturbation, (3) statis-
tically controlled for multiple comparisons, and (4) measured
behavioral compensation correlating with perturbation. None
of the studies met all four criteria. We then conducted an activa-
tion likelihood estimation meta-analysis of brain coordinates
from 16 studies that reported brain responses to manipulated
over unmanipulated speech feedback, using the GingerALE tool-
box. These foci clustered in bilateral superior temporal gyri,
anterior to cortical fields typically linked to error correction.
Within the limits of our analysis, we conclude that existing
neuroimaging evidence is insufficient to determine whether
error monitoring occurs in the posterior superior temporal gyrus
regions proposed by models of speech production. ■

INTRODUCTION

A key question for investigators of speech production is
to what extent, and in what fashion, we use the sound of
our own voice to guide our utterances. Two widely used
neural models of speech production, the hierarchical state
feedback control (HSFC) model and the Directions into
Velocities of Articulators (DIVA) model (Guenther &
Hickok, 2015), both suggest that, in addition to prearticu-
latory speech monitoring, we use the sound of our own
voice in error detection and correction, after speech pro-
duction. Furthermore, this is achieved by a feedback
circuit that compares auditory self-perception to an inter-
nal target or goal and then issues corrective signals. Both
models suggest that this auditory self-perception and error
correction take place in the posterior superior temporal
gyrus (STG). This process of “auditory feedback control”
is hypothesized to take place at the syllable level.

However, error production and correction in natural
speech is unpredictable and sporadic: For example, talkers
frequently do not correct mistakes (Nooteboom, 1980). To
investigate the neural systems recruited to detect the errors
that do occur, some functional neuroimaging studies of nat-
ural speech errors have been performed. However, these

are rare, perhaps because of the difficulty eliciting such er-
rors—to our knowledge, only two such studies have been
carried out (Gauvin, De Baene, Brass, & Hartsuiker, 2016;
Abel et al., 2009). Instead, most researchers wishing to in-
vestigate the mechanisms of speech error correction have
relied on various methods of inducing “errors” by altering
the sensory consequences of speaking aloud: The “errors”
in this context reflect vocal changes associated with these
alterations. This review looks at three techniques com-
monly used to alter the sensory consequences of speak-
ing: frequency altered feedback (FAF), delayed auditory
feedback (DAF), and masked auditory feedback (MAF).
In addition, one paper in which natural speech errors
were used is considered and compared to externally im-
posed manipulations. In this paper, and in those included
in the meta-analysis, the term “feedback” refers to online
auditory self-perception. Although they differ in the type
of perturbation used and the assumed auditory target,
these three manipulations are used to test the same
hypothesis (i.e., that speech error correction occurs as
described by the DIVA/HSFC models) and so must be
presumed to each prompt the same error correction
mechanism. From a motor control perspective, however,
altering the sensory information associated with action
will require modifications of the sensory control of action,
which are not synonymous with speech errors. Here, we1Newcastle University, 2University College London
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conduct a systematic review of the evidence for a common
error correction mechanism. Because the STG is a func-
tionally heterogenous area (Rauschecker & Scott, 2009),
activation in STG may represent different processes if
the precise location of activation varies between studies.
To assess the degree to which studies’ results overlap and
can therefore be judged to represent the same feedback
control processes, an activation likelihood estimation
(ALE) meta-analysis looks for convergence in reported
coordinates between studies and compares these with the
hypothesized location of error correction regions in the
DIVA (Tourville & Guenther, 2011) and HSFC (Hickok,
2014) models.

Systematic Review

Background: Auditory Feedback Control

Any act of speech production necessarily involves move-
ment and sound and generates somatosensory and acoustic
consequences. A speech “error,” therefore, might be acous-
tic or somatosensory. Indeed, the two are often linked; a
somatosensory perturbation (e.g., talking with your mouth
full) may result in acoustic inaccuracies, whereas correcting
for an acoustic perturbation (e.g., raising your voice in a
noisy environment)might result in somatosensory “errors.”
Neurally, theories of speech production (Guenther &
Hickok, 2015) propose two anatomically distinct systems
associated with the somatosensory control and the auditory
control of speech, each with its own “feedback loop.”
Research suggests that talkers compensate for both so-
matosensory and auditory feedback perturbations and
may vary in which feedback modality they prefer (Lametti,
Nasir, & Ostry, 2012). Therefore, both loops are theorized
to be active during speech production. However, inducing
somatosensory perturbations and measuring compensa-
tion are technically complex, particularly in an MRI scanner

environment where it is necessary for all equipment to be
magnet-safe (Golfinopoulos et al., 2011), and as such, most
neuroimaging research has focused on the auditory feed-
back control loop.

Figure 1 shows a simplified version of this auditory feed-
back control loop, as proposed by several modern models
of speech production (Guenther&Hickok, 2015; Houde&
Chang, 2015; Houde & Nagarajan, 2011).

During speech production, auditory control regions
send a desired target tomotor control regions, which issue
a motor command to the vocal tract while at the same time
sending a predictive, inhibitory signal to auditory control
regions. Auditory feedback is processed by the sensory
periphery and arrives at auditory control regions as an
excitatory signal (Guenther & Hickok, 2015; Houde &
Chang, 2015). If the excitatory feedback signal matches
the inhibitory predictive signal (i.e., if the predicted motor
act results in the predicted acoustic signal), the two will
cancel each other out resulting in no net activation or even
suppression. If, however, the wrong motor program was
activated or auditory feedback is distorted in some way,
then the signals will not be aligned and the excitatory
impulse will not be inhibited, leading to a corrective signal
being issued. This corrective signal results in an adjustment
to the speech act—a “compensation” that corrects the
error. If the same type of error persists throughout many
speech acts, then the original speech motor plans may be
updated, resulting in long-term “adaptation.”

This is, of course, a simplified version of complex neural
dynamics. The STG is a heterogenous region, and single-cell
recordings in nonhuman primates have revealed distinct
populations of neurons that are active or suppressed during
various types of vocalization. For example, some neurons
that are active when squirrel monkeys or macaques listen
to vocalization playback are suppressedwhen vocalizingwith
no perturbation (Eliades&Wang, 2005, 2008;Mueller-Preuss
& Ploog, 1981), but some show no difference between the

Figure 1. A simplified feedback
loop of the type implemented
in neural computational models
of speech production. Auditory
targets are defined in auditory
control regions and transmitted
to the motor cortex, which
sends the corresponding
articulatory programs to the
vocal tract. Auditory feedback is
compared to an efference copy
or prediction from the motor
cortex. If there is a match, the
excitatory feedback signal is
suppressed by the inhibitory
predictive signal; otherwise, a
corrective response is issued.

Meekings and Scott 423

D
ow

nloaded from
 http://direct.m

it.edu/jocn/article-pdf/33/3/422/1862669/jocn_a_01661.pdf by SW
ETS IN

FO
R

M
ATIO

N
 SER

VIC
ES user on 08 M

ay 2021



two states (Mueller-Preuss & Ploog, 1981) or are more active
during vocalization than listening (Eliades & Wang, 2008).
Similarly, whereas most neurons that exhibit suppression
during unperturbed vocalization increase their firing rate
during altered feedback, a minority decrease or do not
change their firing rate (Eliades & Wang, 2008, 2012).
Electrocorticography studies in humans (Chang, Niziolek,
Knight, Nagarajan, & Houde, 2013; Greenlee et al., 2013)
have found separate populations of neurons that exhibited
speaking-induced suppression, versus those that responded
to altered feedback.

Activation patterns seen in humans using fMRI, which is
much less spatially precise, are likely an aggregation of
these different responses. In the DIVAmodel, three differ-
ent maps in STG are proposed to reflect the activity of dis-
tinct neuronal populations—the auditory target and
auditory state map, which receive excitatory input only,
and the auditory error map, which can receive excitatory
and inhibitory input. It is in the auditory errormap (or “au-
ditory syllable targets” region for the HSFC model) that
the critical comparison of actual and predicted conse-
quences of vocalization occurs. For the purpose of this re-
view, we will be focusing on this “error map” as the locus
of speech feedback control. The hypothesized pattern of
excitation and suppression in this region should form a
characteristic neural signature that is easily detected by
fMRI. The four defining features of this neural signature
are as follows:

1. When feedback matches what was predicted, there is
(relative) suppression in auditory cortex as no correc-
tive signal is issued (Figure 2: Normal Feedback).

2. When there is a feedback mismatch and a corrective
signal is necessary, this results in increased activation
in auditory control areas (Figure 2: Altered Feedback).

3. This activation should be greater in magnitude than
the activation seen when listening to a comparable
sound (Figure 2: Listening).

4. Increased activation in auditory control regions should
be associated with corrective behavior.Figure 2 shows
an example of an idealized “feedback” response, which
should be accompanied by behavioral modification in
altered feedback conditions according to the predic-
tions of these models.

Overview

This review follows the PRISMA statements, an “evidence-
based minimum set of items for reporting in systematic
reviews and meta-analyses” (www.prisma-statement.org).
The first author carried out study selection, data extrac-
tion, and evaluation of the evidence according to the fol-
lowing procedure. Searches using the keywords “speech
auditory feedback” together with “fMRI,” “magnetic reso-
nance imaging,” “PET,” or “positron emission tomogra-
phy” were used to identify studies for inclusion, using the
electronic databases PubMed and Web of Science. The
search was conducted in February 2017 and yielded 177 re-
sults. Forty-eight duplicates were removed, and then the re-
maining 129 studies were assessed for inclusion based on
their abstracts. Those records selected for inclusion were
studies of speech production in humans, published in
English, that used one of the three specified altered feed-
back techniques in combination with a functional neuroim-
aging method (fMRI or PET). Eighty-seven studies that did
not meet all of these criteria were excluded at this stage.
Where it was unclear whether a study met the inclusion
criteria based on its abstract, the full text was read and
assessed. Two studieswere excluded at this stage—one that

Figure 2. Example of a model
“feedback- sensitive” response.
Normal feedback results in
reduced activation compared
to listening (“speaking-induced
suppression”). Altered feedback
results in enhanced activation
compared to listening, reflecting
the corrective signal being
issued.
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did not include an altered feedback technique (Kell et al.,
2017) and one where the experiment was designed to
investigate internal, rather than external, auditory monitoring
(Gauvin et al., 2016). In addition, one further study that met
the criteria (Abel et al., 2009) was identified from the refer-
ences of a related study. Figure 3 shows a breakdown of the
study selection process. Note that, as study selection was
carried out by a single person and some time has passed since
the initial search, some relevant studiesmayhavebeenmissed
or have been published since this analysis was completed.
Information was extracted from each included study

as follows: (1) participants (number, inclusion criteria,
age, and gender), (2) task performed (feedback alteration
type, speech production task, and other experimental
and control conditions), (3) neural data acquisition and
analysis (acquisition parameters, stereotactic space,

corrections for multiple comparisons, ROI analyses, any
other statistical methods used), (4) behavioral data and
results (measures of vocal compensation), and (5) neural
results for the altered versus unaltered feedback compari-
son. A summary of the studies included is shown in Table 1.

Seventeen studies were included in the systematic re-
view. Apart from Behroozmand et al. (2015), who used pa-
tients awaiting surgery for epilepsy, Zarate, Wood, and
Zatorre (2010), who recruited singers, and Abel et al.
(2009), who recruited both left- and right-handed talkers,
all participants were neurotypical right-handed men and
womenwith nohearing or language impairment, ormusical
expertise. Although Zarate et al. (2010) explicitly recruited
musicians and used phoneme production as a singing task,
it was considered that the study was similar enough to
other FAF phoneme production studies that it merited

Figure 3. PRISMA flow diagram outlining study selection process.
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inclusion. In total, there were 228 participants across all
17 studies (134 men and 94 women), aged between 18
and 70 years (mean age = 31 years). Three studies used
PET imaging, whereas the rest used fMRI.

Eight of 17 studies were FAF studies; three usedDAF, four
usednoisemasking (MAF), andoneusedbothFAF andnoise
masking. Only one study (Abel et al., 2009) used naturally oc-
curring speech errors instead of introducing an external per-
turbation. Nine studies asked participants to produce single
words, either by reading aloud or by naming pictures; four
studies usedphonemeproduction, and four usedwhole sen-
tences as a speech production task. The number of different
stimuli (words, phonemes, or sentences) used in each exper-
iment varied from 360 (McGuire, Silbersweig, & Frith, 1996)
to only one (Zheng, Munhall, & Johnsrude, 2010).

Risk of Bias Assessment

The metafor package for R (Viechtbauer, 2015) was used
to create a funnel plot as a visual indication of potential
publication bias. Publication bias occurs when the result
of a study influences the decision to publish it; typically,
studies that find statistically significant results are more

likely to be published than those with nonsignificant out-
comes (Rosenthal, 1979). This is problematic as it means
that the prevalence of the effect is likely to be overesti-
mated, while contradictory evidence is effectively sup-
pressed, meaning that published results misrepresent
the underlying population effect (Scargle, 2000).
Funnel plots help assess the possibility of publication

bias in the literature by plotting effect size against sample
size. Studies with a smaller sample size are generally ex-
pected to show more variance in effect size, with some
nonsignificant results (e.g., owing to low power) even
when there is a “true” effect. This should result in a sym-
metrical distribution resembling an inverted funnel.
However, when publication bias is present, these smaller,
nonsignificant results are not reported, leading to a graph
that is skewed toward the right.
T and z scores reported for each neural coordinate in-

cluded in the meta-analysis were used to calculate
Pearson’s r as an estimate of effect size. The graph below
shows the effect size for each neural point of activation
plotted against the sample size of the study (Figure 4).
The plot shows a clear asymmetry, with gaps in the lower

left-hand side of the plot indicating the absence of smaller

Table 1. Summary of Studies Included in the Review, Organized Chronologically by Feedback Alteration Type

Source
Number of Participants

(After Exclusions)
Vocalization

Task
Feedback
Alteration

Population
Description

Imaging
Method

Hirano et al. (1997) 6 Sentences DAF Nonclinical PET

Hashimoto and
Sakai (2003)

18 Sentences DAF Nonclinical fMRI

Takaso et al. (2010) 8 Sentences DAF Nonclinical PET

McGuire et al. (1996) 6 Words FAF Nonclinical PET

McGuire et al. (1996) 6 Words FAF Nonclinical PET

Fu et al. (2006) 13 Words FAF Nonclinical fMRI

Toyomura et al. (2007) 12 Phoneme FAF Nonclinical fMRI

Tourville et al. (2008) 10 Words FAF Nonclinical fMRI

Zarate et al. (2010) 9 Phoneme FAF Singing fMRI

Parkinson et al. (2012) 12 Phoneme FAF Nonclinical fMRI

Niziolek and Guenther
(2013)

15 Word FAF Nonclinical fMRI

Behroozmand et al.
(2015)

8 Phoneme FAF Epileptic fMRI

Zheng et al. (2013) 16 Word FAF/MAF Nonclinical fMRI

Christoffels et al. (2007) 14 Words MAF Nonclinical fMRI

Zheng et al. (2010) 21 Word MAF Nonclinical fMRI

Christoffels et al. (2011) 11 Word MAF Nonclinical fMRI

Meekings et al. (2016) 14 Sentence MAF Nonclinical fMRI

Abel et al. (2009) 22 Words Natural speech
errors

Nonclinical fMRI
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studies with a low effect size. Nearly all reported results had
a corresponding Pearson’s r of .5 or higher, indicating a
moderate to very strong effect.
This suggests that publication bias may indeed be pres-

ent in the data, although it should be noted that asym-
metrical funnel plots may be caused by reasons other
than publication bias (Sterne et al., 2011) and are not
always reliably identified by visual inspection (Terrin,
Schmid, & Lau, 2005). The possibility of publication bias
means that the results of the meta-analysis still may not
be representative of the actual pattern of activation in the
underlying population.

RESULTS

The purpose of this review and meta-analysis was to estab-
lish whether the available neuroimaging evidence supports
the hypothesis that the role of superior temporal cortex
during speech production is that of feedback monitoring
and/or error correction. Although ALE meta-analysis can
estimate the overlap between results, as a mathematical
technique, it is effectively blind to the methodological
quality and robustness of the studies that produced those
results. That is, if the input is flawed, the output will be too.
To aid the interpretation of the ALE results, we conducted a
systematic review of the 17 studies identified on this sub-
ject (of which 16 were taken forward to the ALE analysis),
aiming to assess the overall quality of evidence. It is impor-
tant to note that these were not inclusion/exclusion criteria;
all studies that provided valid brain coordinates were in-
cluded in the meta-analysis. Rather, the review is intended
to provide with an assessment of the strengths and weak-
nesses of research in this area, allowing the reader to make
an informed judgment about how much can be concluded
from the ALE results.
We considered four central aspects of each study: task,

control conditions, neural data analysis, and behavioral
evidence. Studies were considered robust evidence if they
used a task that reflects the way that speech is produced in
everyday life, if they included a listening control condition,
if they reported neural activation to altered feedback that
survived correction for multiple comparisons at the peak

level, and if they showed evidence of behavioral compen-
sation that correlated with neural activation. Table 2 sum-
marizes which studies met each criterion, and the strength
of the evidence provided is discussed further below. Not
meeting these criteria is not an indication of “low quality”;
however, it may affect the conclusions that can be drawn
from the evidence and the confidence we can have in these
conclusions, both in the individual studies and at the meta-
analysis level.

Did the Experiment Use a Task That Reflects the
Way That Speech Is Used in Daily Life?

The nature of the speech production tasks used is impor-
tant because it is possible that different levels of vocalization
are processed differently and therefore recruit different
brain regions. Postma (2000) describes nine different types
of speech error typically seen in behavioral studies of
speech production, including phonemic, prosodic, and
lexical errors. It may be possible that different neural sys-
tems are associated with each type of error correction.
The HSFC model (Hickok, 2014) posits that errors are de-
tected and corrected by a motor feedback loop at the pho-
neme level and by auditory feedback at the syllable level,
meaning that tasks that used phoneme stimuli might see
more motor activation than those that used words or sylla-
bles. In addition, studies that used extended phoneme pro-
duction with pitch manipulation might mimic singing,
which is associated with greater activation in the right pla-
num temporale compared to speech production (Callan
et al., 2006).

In nonmanipulated speech production, there is great
sensitivity to the actual task used: For example, repetition
does not engage classic “Broca’s area” but does engage the
left anterior insula (Wise, Greene, Büchel, & Scott, 1999).
As speech production tasks become more complex, differ-
ential responses are seen within left inferior frontal and
posterior medial auditory fields (Blank, Scott, Murphy,
Warburton, & Wise, 2002). Narrative speech has also been
associated with greater activation of bilateral inferior fron-
tal cortex compared to picture description and nonword
vocalization (Troiani et al., 2008). At the sublexical level,

Figure 4. Funnel plot showing
effect size on the x axis and
sample size on the y axis,
with a reference line at
Pearson’s r = .5. The expected
distribution if no publication
bias is present is an inverted
funnel shape centered on the
reference line; however, smaller
studies with a low effect size are
absent from the data, resulting
in an asymmetrical distribution.
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phoneme production, syllable production, and phonolog-
ical chunking processes recruit spatially distinct networks
(Peeva et al., 2010).

Because models such as DIVA are intended to reflect the
mechanisms bywhich speech is produced in daily life, ideally
experiments testing these models would use naturalistic
speech production tasks—for example, connected speech
rather than single phoneme production. However, the
choice of task is necessarily the result of an interplay between
sparse fMRI scanning constraints (which require the utter-
ance to be relatively short to fit in the silent gap between
scans) and feedback alteration type. Consequently, many
of the experimental procedures used require very tightly
constrained speech tasks, which may not fully represent
the ways in which talkers typically use speech.

Compensation to FAF is strongest when perturbation
duration exceeds 100 msec (Burnett, Freedland, Larson,
& Hain, 1998) and so requires extended vocalization to
prompt behavioral compensation, as a typical articulation
rate in conversational speech is 10 phonemes per second
(Osser & Peng, 1964)—that is, on average, one phoneme
will take around 100msec to produce. Thus, four FAF stud-
ies required participants to articulate the phoneme /a/ for
up to 5 sec, dozens of times per experiment. Some other
studies that used single words also required talkers to
prolong their utterances. Tourville et al. (2008) trained par-
ticipants to produce each word more slowly than usual,

resulting in a mean vowel duration of between 357 and
593 msec. Niziolek and Guenther (2013) found compensa-
tion for formant shifting 400 msec from speech onset,
suggesting that participants spoke slowly enough to allow
the formant manipulation to be applied. These studies are
thus using speech production over far greater durations
than seen in normal speech: Producing a single phoneme
over 5 sec is 50 times slower than typical articulation.
Indeed, this is closer to singing than to speech, in that it
requires extended breath control—and in fact, Zarate
et al. (2010) used such production as a singing task.
In studies that used single word production, the stimuli

set was often highly restricted, with as few as eight different
monosyllabic word stimuli, and one study (Zheng et al.,
2013) used only a single stimulus word (“Ted”), repeated
72 times per functional run. The use of such a small number
of stimuli in this and in other studiesmay have led to seman-
tic satiation, the psychological phenomenon in which con-
tinuous repetition of a word causes it to lose meaning for
the speaker and instead be perceived as a gibberish sound
(Smith & Klein, 1990). Although it appears that semantic
content is not necessary to prompt adaption, because other
studies used meaningless phonemes, the possibility of a
satiation effect does add a potential confound to the exper-
iment design and may have caused neural responses to be
attenuated (Pilgrim, Fadili, Fletcher, & Tyler, 2002); the
suppression of neural responses is a well-established

Table 2. Strength of Evidence Summary, Grouped Chronologically by Perturbation Type

Study

Activation Found at Peak
Level After Correction for
Multiple Comparisons

Listening
Control

Condition

Evidence of Behavioral
Compensation Linked
to Neural Activation

Connected Speech
Production Task

Hirano et al. (1997) No No No Yes

Hashimoto and Sakai (2003) Unclear No Yes Yes

Takaso et al. (2010) No No Yes Yes

McGuire et al. (1996) No Yes No No

Fu et al. (2006) No No No No

Toyomura et al. (2007) Unclear No No No

Tourville et al. (2008) No No Yes No

Zarate et al. (2010) Yes Yes Yes No

Parkinson et al. (2012) No No No No

Niziolek and Guenther (2013) Yes No Yes No

Behroozmand et al. (2015) No Yes Yes No

Zheng et al. (2013) Yes Yes No No

Christoffels et al. (2007) No Yes No No

Zheng et al. (2010) Unclear Yes No No

Christoffels et al. (2011) No Yes No No

Meekings et al. (2016) Yes Yes No Yes

Abel et al. (2009) No No Unclear No
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Table 3. A Breakdown of the Tasks Used by Each Study, Grouped Chronologically by Perturbation Type

Study “Error” Type Perturbation Magnitude Specific Stimulus Type

Number of
Discrete
Stimuli

Number of
Vocalization

Trials
Stimulus
Repetitions

Hirano et al. (1997) DAF/low-pass filter 100 msec/filter cutoff = 300 Hz “Familiar” sentences 17 34 2

Hashimoto and Sakai
(2003)

DAF 200 msec Seven-syllable sentences 27 864 32

Takaso et al. (2010) DAF 50, 125, and 200 msec Passages from a children’s book 16 16 1

McGuire et al. (1996) FAF 800 cents up Monosyllabic or bisyllabic nouns 360 360 1

Fu et al. (2006) FAF Adjectives 96 96 1

Toyomura et al. (2007) FAF 200 cents, up or down Single vowel /a/ 1 120 120

Tourville et al. (2008) FAF (F1 manipulation) Shifted up or down by 30% Monosyllabic CVC words 8 256 32

Zarate et al. (2010) FAF 200 and 25 cents, up or down Single vowel /a/ 1 80 80

Parkinson et al. (2012) FAF 100 cents, up or down Single vowel /a/ 1 144 144

Niziolek and Guenther
(2013)

FAF (F1 and F2 manipulation) Subjectively determined for
each participant

Monosyllabic CVC words 8 320 40

Behroozmand et al. (2015) FAF 600 cents up Single vowel /a/ 1 80 80

Zheng et al. (2013) FAF (F1 and F2 manipulation)/
MAF (signal-correlated noise)

F1 and F2 shifted by 200 and
250 Hz, respectively; noise
played at 85 dB SPL

Monosyllabic words 2 216 108

Christoffels et al. (2007) MAF (pink noise at three
different intensities)

Max level subjectively determined
for each participant and then
decreased by 10 and 15 dB SPL
to create two further maskers

Monosyllabic or bisyllabic nouns 25 150 6

Zheng et al. (2010) MAF (signal-correlated noise) 85 dB SPL Monosyllabic CVC words 1 216 216

Christoffels et al. (2011) MAF (pink noise) Subjectively determined for
each participant

Monosyllabic or bisyllabic nouns 20 60 3

Meekings et al. (2016) MAF (white noise,
signal-correlated noise,
rotated speech, speech)

84 dB SPL Short sentences,
maximum = 7 syllables

200 200 1

Abel et al. (2009) Natural speech errors – Monosyllabic nouns 132 132 1

“‘Error’ type” and “perturbation magnitude” columns describe what each participant heard, whereas the remaining columns describe the type of speech production elicited. CVC = consonant - verb - consonant.
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consequence of repeated stimulus presentation in several
domains (Summerfield, Trittschuh, Monti, Mesulam, &
Egner, 2008; Henson & Rugg, 2003; Desimone, 1996).
Only four studies used connected speech (sentences) as
stimuli (Meekings et al., 2016; Takaso, Eisner, Wise, &
Scott, 2010; Hashimoto & Sakai, 2003; Hirano et al.,
1997). Two of the three DAF studies used PET, in which
continuous scanning during speech is possible with no
scanner noise and fewer movement artifact issues so there
are fewer constraints on task length. However, sparse fMRI
scanning allows a silent period of approximately 3 sec in
which it is possible to speak while minimizing movement
artifacts (Gracco, Tremblay, & Pike, 2005), so although it
is not possible for participants to read entire passages, sen-
tence production is certainly possible.

The nature of the manipulation used is also of interest
when assessing experiments’ ecological validity. Because
the aim of this research is to draw conclusions about the
mechanisms behind speech as humans typically use it, it is
desirable that the perturbations have some kind of rela-
tion to situations that talkers might encounter in everyday
life. Although Abel et al.’s (2009) picture-naming task
failed to elicit many phonetic errors, paradigms that suc-
cessfully evoke natural speech errors without external ma-
nipulation are likely to come closest to “speech error” as
conceptualized by speech feedback models. However,
most studies used more artificial or noticeable manipula-
tions such as DAF or pitch shift that affected the whole ut-
terance. Also notable is that, even among studies that used
the same type of manipulation, there was very little coher-
ence in protocol between studies, with each investigation
varying considerably in perturbationmagnitude and direc-
tion (where relevant). That is, there appears to be no
strong consensus on what constitutes an auditory error
nor how best to evoke it.

Masking noisemight be considered themost ecologically
valid approach, becausemost people will experience a con-
versation in a noisy environment outside the laboratory,
whereas they are unlikely ever to hear the pitch of their
voice shift suddenly unless they make a habit of inhaling
helium, and DAF is rarely heard outside faulty phone lines
or recording booths. Similarly, spectral modulations that
affect only the first and second formants (as used by
Niziolek & Guenther, 2013; Zheng et al., 2013; Tourville,
Reilly, & Guenther, 2008) mimic the kind of misarticulating
that the error correction mechanism is supposed to deal
with, with both the HSFC (Hickok, 2014) and DIVA
(Tourville & Guenther, 2011) models stating that auditory
targets are likely defined at the syllable level.

Controls: Did the Study Include a Listening
Control Condition?

When we speak normally, without perturbation or error,
auditory cortex typically displays suppression of activation
compared towhenwehear sounds that are not self-generated
(Flinker et al., 2010; also Houde et al., 2002; andWise et al.,

1999). This is called the “speaking-induced suppression”
effect, and it is part of the three-way activation profile shown
in Figure 2. Demonstrating speaking-induced suppression
is useful as a way of showing that auditory feedback control
is going on—the DIVA and HSFCmodels hypothesize that
suppression occurs when no error is detected, and audi-
tory andmotor control signals cancel each other out. That
is, speaking-induced suppression is theorized to occur
as the result of the “same” mechanisms that cause error
detection and correction, and the same brain regions that
are suppressed in activity during normal, error-free speech
production are also those that should show an enhanced
response when speech errors are produced.
In addition to allowing us to identify speaking-induced

suppression and thus build the profile of the feedback-
sensitive region, including a condition in which partici-
pants listen to sounds without vocalizing or articulating is
also important as a control for the auditory component of
feedbackmanipulation. The three perturbation techniques
used in most studies all involve playing additional sounds
over headphones. Although the additional sound, in the
case of DAF and FAF (but not MAF), is the participant’s
own voice, perception of our own self-generated speech
(which we hear through air and bone conduction) is differ-
ent to perception of air-conducted manipulated speech
played through headphones (Pörschmann, 2000).
When speech is unmanipulated, talkers’ abilities to accu-

rately identify recordings of their own voice heard through
air conduction vary considerably, with accuracy rates from
as low as 38% (Rousey & Holzman, 1967) to as high as
96% (Rosa, Lassonde, Pinard, Keenan, & Belin, 2008).
Introducing a perturbation, such as pitch-shifting an utter-
ance, significantly decreases the likelihood of talkers recog-
nizing the utterance as self-generated (Allen et al., 2005).
In addition, when participants hear manipulated speech
through headphones, they are frequently able to consciously
identify that they are being played amanipulation (Meekings
et al., 2015; Hafke, 2008; Elman, 1981) rather than hearing
themselves. This means that we cannot simply take for
granted that participants are processing feedback perturba-
tions as self-generated speech and not an irrelevant masker.
A listening control condition allows us to factor out activa-
tion associated simply with perceiving new sounds and in-
terrogate whether there is an additional effect of error
detection. Without this control, any enhanced activation
in altered feedback compared to speaking could be attrib-
uted to the fact that participants are hearing a novel sound
during altered auditory feedback (rather than specifically
interpreting it as an error in their speech).
However,more than half of the studies discussed here did

not include a listening condition, so we were unable
to confirm the presence of speaking-induced suppression
or rule out that enhanced STG responses to altered feedback
were simply a response to hearing something unusual.
Notably, the only study that did not introduce an external
perturbation (Abel et al., 2009) also found no activation in
STG.
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Table 4. Details of the Neural Analysis Carried Out by Each Study (Grouped Chronologically by Perturbation Type) and the Regions in which Activation Was Found in Response to the
Specified Contrast

Study
Feedback
Alteration Contrast Used Threshold

Number of
Foci at the

Whole-Brain Level Additional Analyses
Regions in which
Activation Found

Hirano et al. (1997) DAF Delay > rest Uncorrected 10 Bilateral Heschl’s gyrus, STG,
Broca’s area, motor area,
cerebellum, visual cortices

Hashimoto and Sakai (2003) DAF Delay > normal feedback p < .05, corrected
(correction not
specified)

6 Bilateral STG, SMG, MTG

Takaso et al. (2010) DAF Parametric response to
delay increase

Uncorrected
p < .0001

5 Bilateral STG

McGuire et al. (1996) FAF Pitch shift > normal
feedback

Uncorrected
p < .001

4 Bilateral STG, R STS, L insula

Fu et al. (2006) FAF Pitch shift > normal
feedback

Cluster level
p < .01

21 Bilateral STG, ACC, posterior
cingulate, right IFG, primary
occipital cortex, putamen,
and brainstem

Toyomura et al. (2007) FAF Pitch shift > normal
feedback

Corrected
p < .05

5 R supramarginal gyrus, pFC,
anterior insula, STG/STS,
L premotor area

Tourville et al. (2008) FAF Pitch shift > normal
feedback

FDR p < .05 None Fixed effect analysis and 142
ROIs based on speech
model predictions

Bilateral posterior STG and
planum temporale;
R vMC, vPMC, and amCB

Zarate et al. (2010) FAF Conjunction of two pitch
shift conditions >
normal
feedback

FWE p < .05 15 Small-volume correction for
regions that fell below
threshold but had been
significant in a previous
study

Bilateral BA 6/55, anterior
insulae, pre-SMA, right
RCZa, bilateral mid-PMC,
intraparietal
sulci, supramarginal gyri,
right STS, and planum
temporale

Parkinson et al. (2012) FAF Pitch shift > normal
feedback

Uncorrected
p < .001

6 Bilateral STG

Niziolek and Guenther
(2013)

FAF Pitch shift > normal
feedback

FDR p < .05 8 Bilateral posterior STG,
bilateral IFG, pars
opercularis, and
pars triangularis
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Table 4. (continued )

Study
Feedback
Alteration Contrast Used Threshold

Number of
Foci at the

Whole-Brain Level Additional Analyses
Regions in which
Activation Found

Behroozmand et al.
(2015)

FAF Pitch shift > normal
feedback

FWE p < .05 None 8 ROIs based on shift/no
shift vs. rest functional
maps

Bilateral STG and
precentral gyri

Zheng et al. (2013) FAF/MAF MVPA (pitch shift and
MAF) > (pitch shift
and no shift) AND
(MAF and no shift)

FWE p < .05 4 Bilateral cerebellum, right
angular gyrus, and
right SMA

Christoffels et al. (2007) MAF Noise > normal feedback Cluster level
p < .05

3 Bilateral STG

Zheng et al. (2010) MAF Interaction between
MAFed > normal
feedback and listening >
normal feedback

p < .05, corrected
(correction not
specified)

2 Bilateral STG, inferior STS
and MTG

Christoffels et al. (2011) MAF Parametric response to
noise MAFing

FWE p < .05 None ROI mask based on
uncorrected contrast of
speaking in quiet <
speaking in the loudest
noise level

Bilateral STG

Meekings et al. (2016) MAF Listening > MAF >
no MAF

FWE p < .05 2 Bilateral STG

Abel et al. (2009) Natural
speech
errors

Incorrect > correct
picture naming

Uncorrected peak
p < .001,
cluster level FWE
p < .05

None/3 R SMA and MFG, L insula

BA = Brodmann’s area; FDR = false discovery rate; IFG = inferior frontal gyrus; L = left; MTG = middle temporal gyrus; R = right; amCB = anterior medial cerebellum; MVPA = multi-voxel pattern
analysis; RCZa = anterior rostral cingulate zone; PMC = premotor cortex; SMG = supramarginal gyrus; vMC = ventral motor cortex; vPMC = ventral premotor cortex.

432
Jou

rn
a
l
of

C
ogn

itive
N
eu

roscien
ce

Volu
m
e
33,

N
u
m
ber

3

D
ow

nloaded from
 http://direct.m

it.edu/jocn/article-pdf/33/3/422/1862669/jocn_a_01661.pdf by SW
ETS IN

FO
R

M
ATIO

N
 SER

VIC
ES user on 08 M

ay 2021



Table 5. Behavioral Data Collected by Each Study (Grouped Chronologically by Perturbation Type)

Study

Behavioral
Compensation

Reported
Other Behavioral
Analysis/Results

Adaption Magnitude
as Percentage
of Perturbation

Magnitude

Compensation
Accompanied by
Neural Response

in STG

Hirano et al. (1997) Fluency decrease in DAF
anecdotally reported
but no quantitative
evidence presented

N/A – –

Hashimoto and Sakai (2003) Fluency (measured in
correctly spoken morae
per second)

Participants were less fluent
in the DAF condition

– –

Takaso et al. (2010) Likert scale ratings for
perceived speed, difficulty,
and accuracy of articulation

As delay increased, so did
perceived difficulty, whereas
speed and accuracy ratings
decreased.

– –

McGuire et al. (1996) Pitch change anecdotally
reported but no quantitative
evidence presented

Participants asked to attribute
their speech to themselves
or another; made no
misattributions

– –

Fu et al. (2006) Participants asked to attribute
their speech to themselves
or another

Participants made more
attribution errors in FAF
compared to unaltered
feedback

– –

Toyomura et al. (2007) Pitch change anecdotally
reported but no quantitative
evidence presented

– – –

Tourville et al. (2008) (shift down) Pitch change – 13 Yes

Tourville et al. (2008; shift up) Pitch change – 13.6

Zarate et al. (2010; 200-cent shift,
deliberate compensation)

Pitch change – 88 Yes

Zarate et al. (2010; 200-cent shift,
suppressing response)

Pitch change – 10

Zarate et al. (2010; 25-cent shift,
deliberate compensation)

Pitch change – 113

Zarate et al., (2010; 25-cent shift,
suppressing response)

Pitch change – 72
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Table 5. (continued )

Study

Behavioral
Compensation

Reported
Other Behavioral
Analysis/Results

Adaption Magnitude
as Percentage
of Perturbation

Magnitude

Compensation
Accompanied by
Neural Response

in STG

Parkinson et al. (2012; down shift) Pitch change – 21.36

Parkinson et al. (2012; up shift) Pitch change – 17.47 Yes

Niziolek and Guenther (2013;
far from phoneme boundary)

Pitch change – 3 Yes

Niziolek and Guenther (2013;
near phoneme boundary)

Pitch change – 25

Behroozmand et al. (2015) Pitch change – 4.5 Yes

Zheng et al. (2013) None reported – – –

Christoffels et al. (2007) Participants asked to suppress
compensation response

– – –

Zheng et al. (2010) None reported – – –

Christoffels et al. (2011) Participants asked to suppress
compensation response

– – –

Meekings et al. (2016) Vocal intensity – 56 No

Abel et al. (2009) Picture naming errors 7% error rate;
mainly semantic

– No

Where quantitative compensation data was available, this has been used to calculate the mean compensation response as a percentage of the perturbation manipulation, allowing direct comparison of the
degree of compensation found in each study.
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Of those that did include a listening condition, three
(Behroozmand et al., 2015; Christoffels, Formisano, &
Schiller, 2007; McGuire et al., 1996) found no significant
differences in the STG BOLD responses to listening and
to speaking with unmanipulated feedback. One, Zarate
et al. (2010), found that STG responses were actually
higher when vocalizing alone than when listening. In total,
then, only four studies (Meekings et al., 2016; Zheng et al.,
2010, 2013; Christoffels, van de Ven, Waldorp, Formisano,
& Schiller, 2011) found evidence of speaking-induced
suppression, whereas 12 either found no evidence or did
not look for it.

Analysis: Was Significant Activation Found at Peak,
Whole-Brain Level After Correction for
Multiple Comparisons?

Leaving the interpretability of the results to one side for the
moment, it is also important to evaluate the robustness of
the statistical analysis that produced them. Because brain
data analysis involves testing for activation at hundreds of
thousands of voxels across the brain, it is very likely that
some voxels will appear active just by chance. For this
reason, it is necessary to apply a statistical correction for
multiple comparisons. Historically, brain imaging studies
have attempted to control the false-positive rate by setting
a high, if uncorrected, significance threshold, such as p <
.001. However, research has demonstrated that this is in-
sufficient to prevent spurious activation from appearing
(Bennett, Baird, Miller, & Wolford, 2004).
Data can be corrected for multiple comparisons at the

cluster level (i.e., a group of voxels is significantly more
active in one condition than another) or at the peak level
(a single voxel is significantly more active in one condition
than another). Owing to an error of implementation in
several commonly used software packages, cluster-level
correction has been reported to result in false-positive
rates of up to 70% (Eklund, Nichols, & Knutsson, 2016).
We therefore considered that the best evidence for signif-
icant activation came from studies that used correction for
multiple comparisons at the peak level, although we did
not exclude any study from the ALE meta-analysis on the
basis of the statistical analysis applied.
Of the 17 studies considered, five used an uncorrected

peak threshold (Parkinson et al., 2012; Takaso et al., 2010;
Abel et al., 2009; Hirano et al., 1997; McGuire et al., 1996).
Three used cluster-level correction (Abel et al., 2009;
Christoffels et al., 2007; Fu et al., 2006). Three studies
(Zheng et al., 2010; Toyomura et al., 2007; Hashimoto &
Sakai, 2003) used a threshold of p < .05 corrected for
multiple comparisons but did not provide specific informa-
tion on whether this correction was applied at the peak or
cluster level or on the method used (such as FWE or false
discovery rate). Seven studies used peak-level correction
for multiple comparisons, but of those, three found no
significant activation when this correction was applied
(Behroozmand et al., 2015; Christoffels et al., 2011;

Tourville et al., 2008), although all three of these studies
went on to report a positive result using less stringent
methods, such as fixed effects analysis (Tourville et al.,
2008) or uncorrected p thresholds (Behroozmand et al.,
2015), or by restricting the search to auditory cortex and
similar ROIs (Christoffels et al., 2011; Tourville et al.,
2008). Note that these methods also affect the interpret-
ability of the results: Fixed effects analyses cannot be used
to generalize beyond the group tested, whereas determin-
ing ROIs after a fixed effects analysis has confirmed where
activation can be found may artificially increase the likeli-
hood of finding significant results (Kriegeskorte, Simmons,
Bellgowan, & Baker, 2009).

In summary, only 4 of the 17 studies can be positively
identified to have found a neural response tomanipulated,
contrasted with unmanipulated, speech production at the
most stringent significance threshold (Meekings et al.,
2016; Niziolek & Guenther, 2013; Zheng et al., 2013;
Zarate et al., 2010).

Uncorrected p thresholds are relatively common in older
(pre-2010) neuroimaging studies, and issues with false
positives in somemethods of cluster-level corrections have
only recently been reported on. In addition, it is possible
that the “feedback correction” effect is relatively small,
and studies did not have enough power to detect an effect
because of small sample size. We therefore did not exclude
any study from the meta-analysis on the basis of the
method of correction used, and we included coordinates
from studies that initially found null results at the peak
level.

Behavior: Did the Authors Report Behavioral Evidence
that Correlates with Neural Activation?

Acoustic data can help to interpret the neural response by
showing if compensation has taken place. If a neural re-
sponse is associated with feedback control, then it should
be followed by a vocal correction for the “error.” Table 5
shows these data for studies that reported it. Seven of 17
studies, consisting of five FAF studies, one MAF study, and
one DAF study, reported the results of acoustic analyses.
FAF studies typically reported response direction (in the
same or opposite direction to the shift), magnitude (how
much participants compensated), and latency (time taken
to compensate for the shift), although the exact calcula-
tions used varied between studies. Overall, participants
tended to shift their voices in the opposite direction to
the manipulation (“opposing” the shift), within 200 msec
of stimulus onset, which is longer than the duration of a
phoneme at typical speech rates but approximately the av-
erage duration of a syllable (Osser & Peng, 1964). However,
responses were often inconsistent on a trial-by-trial basis,
and response magnitude was typically only a small fraction
of the size of the perturbation: That is, people do not adapt
their speech to compensate very much for the shift in per-
ceived pitch, meaning that there would still be a mismatch
between auditory feedback and targets. There are some
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characteristics of the way we perceive our voices through
bone conduction that mean that talkers can have difficulty
accurately matching the loudness or pitch of an external
stimulus (Murry, 1990), so we should not expect perfect
compensation for manipulations. Other studies have
found that human participants tend not to reliably or fully
compensate for changes in pitch (Chang et al., 2013;
Katseff, Houde, & Johnson, 2012) or loudness (Lane &
Tranel, 1971). However, when asked to deliberately com-
pensate for a frequency shift, Zarate et al. (2010) found that
participants were capable of compensating for 87.6% of a
200-cent frequency shift and overcompensated for a 25-
cent shift, suggesting that talkers are capable of fully or
nearly fully compensating for pitch shift despite the per-
ceptual difficulties outlined above. Although their partici-
pants were trained singers and were therefore likely to
perform better at this task than nonsingers, nonsingers
are also able to make considerable adjustments when
prompted to do so (Murry, 1990).

Figure 5 shows the magnitude of behavioral responses
as a percentage of the total perturbation magnitude.

In summary, then, evidence from the seven studies that
reported acoustic analysis suggests that behavioral re-
sponses are relatively small and do not fully compensate
for perturbations. This is the case even when talkers are
trained to speak slowly or sustain their vocalizations to
maximize response to the perturbation (Behroozmand
et al., 2015; Parkinson et al., 2012; Zarate et al., 2010;
Tourville et al., 2008).

Two studies (Christoffels et al., 2007, 2011) explicitly in-
structed participants to avoid any kind of compensation to
the perturbation (masking noise). This was intended to

keep the signal-to-noise ratio constant and thus ensure that
the masker was equally effective across all trials. Although
Christoffels et al. (2007, 2011) reported that participants
were able to keep their vocal intensity constant across all
speech conditions, the cognitive effort involved in this
suppression may confound the neural results as this
involves suppressing the natural behavioral response to
noise. A similar masking noise study (Meekings et al.,
2016), which allowed talkers to modulate their voices
naturally, found no brain regions in which activation pos-
itively correlated with behavioral compensation.

Activation Likelihood Meta-Analysis: Methods

To assess the convergence in “feedback” regions across
studies, an ALE analysis was carried out. Peak coordinates
resulting from the altered > unaltered speech manipula-
tion contrasts in each study were selected for inclusion,
unless a study used an analysis that explicitly compared
altered feedback with both unaltered feedback and listen-
ing (e.g., Zheng et al.’s [2010] interaction analysis). In that
case, those coordinates were used instead; the aim was to
select coordinates that were the best available evidence of
a “feedback” response in each study. One study, Hirano
et al. (1997), was excluded from the analysis as the altered
feedback was compared with rest rather than a speech
condition.
Coordinates given in Talairach space were converted to

Montreal Neurological Institute (MNI) space for the meta-
analysis, using theBrett transform (Brett, Christoff, Cusack,
& Lancaster, 2001). A visualization of each of the points in-
cluded in the meta-analysis was created by building 1-mm

Figure 5. Compensation as a percentage of the perturbation magnitude, for the studies that reported this data. Shown ranked from most
compensation to least compensation. All studies were FAF studies apart from Meekings et al. (2016), which used MAF.
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spherical ROIs for each coordinate usingMarsBaR software
(Brett, Anton, Valabregue, & Poline, 2002) using a custom
script to generate color-coded ROI maps showing all the
coordinates for each perturbation type. These maps were
projected onto the Colin 27 average brain (Holmes et al.,
1998), and the result is shown in Figure 6. This allows a vi-
sual comparison between different perturbation types, as
the sample size was too small to create separate ALE maps
for each study type.
An ALE meta-analysis was carried out using a nonaddi-

tive random effects model, as described by Eickhoff et al.
(Eickhoff, Bzdok, Laird, Kurth, & Fox, 2012; Eickhoff et al.,
2009), revised by Turkeltaub et al. (2012) and implemented
in GingerALE software version 2.3.6 (www.brainmap
.org). For each voxel, activation likelihood estimates were
calculated by modeling each coordinate using a 3-D
Gaussian probability density functionwith an FWHMdeter-
minedby the number of participants in each study (median
FWHM = 9.7 mm, range = 9.2–10.9 mm). Study-specific
activation probabilities were merged to create an ALE
statistic at each voxel; the resulting ALE map was then
corrected for multiple statistical comparisons using a vox-
elwise threshold of FWE p < .05, recommended by
Eickhoff et al. (2016) as the least likely to result in false
positives with a sample size of fewer than 17 studies.
There was no minimum cluster size. The results were
projected onto a standard template in MNI space (Holmes
et al., 1998).

ALE Meta-Analysis: Results

The ALE analysis revealed four significant clusters, two in
the right hemisphere and two in the left hemisphere
(Figures 7 and 8). In both hemispheres, activation spanned
superior and transverse temporal gyri, whereas in the right
hemisphere, activation also encompassed precentral
and postcentral gyri as well as insula. Eighteen foci from
12 studies contributed to the first cluster, in the right hemi-
sphere. Fewer studies overlapped in the left hemisphere,
with six foci from five different studies contributing to two
significant clusters. Cluster extent and coordinates of ALE
peaks are given in Table 6, along with probabilistic anatom-
ical labels for each extremum derived automatically by the
GingerALE software. In the right hemisphere, there were
four peaks: two in posterior STG, one in the transverse tem-
poral gyrus, and one in the precentral gyrus. In the left
hemisphere, two peaks were found in posterior STG.

To compare results to projected auditory error/target
regions, 3-mm spherical ROIs were created around the
hypothesized neural correlates of the DIVA auditory
target/error maps as defined by Golfinopoulos, Tourville,
and Guenther (2010) using the MarsBaR toolbox (Brett
et al., 2002). These ROIs were superimposed onto the ALE
map showing regions of significant convergence between
studies. The two maps did not overlap, although activation
in the right posterior STG bordered on the DIVA region of
interest based around coordinates [69.5, 30.7, 5.2], as shown
in Figure 9.

Figure 7. ALE map, view
from the surface of the brain.
This image shows regions of
significant convergence
between activation foci in the
14 selected auditory feedback
perturbation studies, as
revealed by an ALE analysis.
Corrected for multiple
comparisons using peak-level
FWE p < .05.

Figure 6. All coordinates
entered into the ALE analysis,
converted to MNI coordinates
and plotted as spheres with a
1-mm radius. View from the
surface of the brain. Purple =
FAF, red = DAF, blue = MAF,
and green = natural speech
errors. Fainter dots represent
activation below the surface of
the brain.
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In addition, we investigated the possibility that activation
seen was related to auditory–motor transformation as
suggested by the HSFC (Hickok, 2014). Area Spt, a function-
ally defined area located in the left hemisphere at the
parietal–temporal boundary within the lateral sulcus
(Buchsbaum, Olsen, Koch, & Berman, 2005), is hypothe-
sized to convey information from auditory target regions to
motor areas where a corrective signal is issued. To gain an
estimate of potential overlap between the ALE results and
Spt, a 3-mm sphere ROI was created around the mean loca-
tion of Spt in multiple single-participant analyses as reported
by Hickok, Okada, and Serences (2009), converted from
Talairach into MNI space. Figure 10 shows both the Spt
ROI (pink) and the ALE results (red/yellow) superimposed
on a standard brain in MNI space.

Again, there was no overlap between the estimated loca-
tion of Spt and areas of significant convergence between

studies as revealed by the ALE. ALE activation was more
anterior than both Spt and DIVA auditory target/error
regions.

Summary: ALE Analysis

The ALE analysis found significant overlap between experi-
mental foci in STG, transverse temporal gyrus, and
precentral gyrus. In STG, overlap was concentrated in
posterior regions and was more widespread in the right
than the left hemisphere. This activation was anterior to
ROIs identified as critical to auditory error correction
(Golfinopoulos et al., 2010), although in one case, the
DIVA and ALE maps bordered on each other, suggesting
that some overlap may occur if a different comparison
method was employed. Meanwhile, an ROI proposed as
the site of auditory–motor transform (Hickok et al., 2009)

Figure 8. ALE map, multislice
view. Regions of significant
convergence between studies,
corrected for multiple
comparisons at peak-level
FWE p < .05.
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was considerably posterior to and spatially distinct from the
ALE activation sites.
As summarized above, the quality of the evidence pro-

vided by the studies included in the meta-analysis was
somewhat variable. Neural responses varied in strength
across studies, withmany experiments failing to find results
at the whole-brain level when corrected for multiple com-
parisons. By pooling results, meta-analysis can ameliorate
issues of low statistical significance; an effect that does
not reach significance in an isolated study may well reflect
a real effect that becomes significant when results are ag-
gregated. A more serious problem is that many studies
did not include a listening control condition, to rule out
the possibility that activation was related to hearing un-
usual sounds in the manipulated feedback condition
and to provide positive evidence for the relationship (or
otherwise) between brain responses that are suppressed
during speech production and those involved in “error”
detection.
Two studies did include an analysis that explicitly con-

trasted listening, manipulated speech, and unmanipulated
speech (Meekings et al., 2016; Zheng et al., 2010), and
these coordinates were included in the meta-analysis.
The rest of the coordinates included in the meta-analysis
came from comparisons of manipulated self-perception
with unmanipulated self-perception, meaning that the

effect of a listening confound cannot be ruled out. The
activation seen in STG was stronger in the right hemi-
sphere, which has been implicated in perception of pitch
and spectral modulation (Hyde, Peretz, & Zatorre, 2008;
Zatorre & Belin, 2001; Johnsrude, Penhune, & Zatorre,
2000), suggesting that it is possible that convergence
between studies in the right hemisphere was driven by
perception of pitch manipulation in FAF studies.

None of the studies considered here demonstrated all
three components of a feedback response, that is, speaking-
induced suppression, and an STG response to altered feed-
back that correlates with behavioral compensation. The
only study not to use a paradigm that altered the sensory
consequences of speech production, instead looking to
overtly induce speech errors (Abel et al., 2009), did not find
any STG activation. However, the errors reported were
mainly semantic rather than phonetic slips, so it is possible
that talkers in this experiment were recruiting a different
type of error detection and correction network. In addition,
the other studies were looking at short-term compensation
processes to perturbed feedback, in utterances that were in
many cases deliberately slowed to allow time for a compen-
satory response. Because most speech errors happen too
quickly to evoke compensation, it is more likely that the
neural activation found by Abel and colleagues reflects
longer-term adaptation processes, whereby mistakes cause

Figure 9. Regions of significant
convergence between altered
feedback studies (red/orange)
shown at coordinates [44,
−30.7, 15.1] in MNI space. The
activation borders on auditory
error/target map coordinates
proposed by the DIVA model
(green) in the right
hemisphere, but there is no
overlap between the two.

Table 6. Regions of Significant Convergence between Studies, as Revealed by the ALE Meta-Analysis

Cluster
#

Foci
(Studies)

Volume
(mm3)

Weighted Center
(x, y, z)

Peak
Value

Peak
Coordinates
(x, y, z) Hemisphere

Macroanatomical
Label

Cytoarchitectonic
Label

1 16 (10) 2296 52.9 −20.8 8.4 0.0376 52 −20 8 Right Transverse
temporal gyrus

BA 41

0.0210 60 −22 16 Right Postcentral
gyrus

BA 40

0.0189 58 −30 10 Right STG BA 41

2 6 (5) 648 −52.6 −28.8 9.5 0.0239 −54 −30 10 Left STG BA 41

3 1 (1) 8 52 −10 −2 0.0164 52 −10 2 Right STG BA 22

4 0 8 −50 −16 2 0.0160 −50 −16 2 Left STG BA 22
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internal representations to become updated. Although
current models do not differentiate between the neural
systems involved in compensation versus adaptation, it
is possible that adaptation recruits different networks,
resulting in the activation pattern seen here.

DISCUSSION

Current fMRI and PET research offers insufficient evidence
to support the conclusion that STG functions as an error
monitor during speech production. We reach this conclu-
sion for two distinct reasons, which we frame below as
“problems,” with suggestions for how each could be
addressed.

The first problem is that we found little consistency
between dorsolateral temporal and inferior parietal fields
that have been argued to be important for error detection
and the results of ourmeta-analysis. Thus, although areas of
significant convergence between studies revealed by our
meta-analysis did border on one region in the right planum
temporale identified as a putative error correction region by
the DIVA model, there was no actual overlap between this
proposed error correction region and the ALE map. There
was also no overlap between the ALE clusters we have iden-
tified and four other ROIs defined either as auditory error
correction regions by the DIVA model or as the site of
auditory–motor transform in theHSFCmodel. Ourmethod
of comparison was relatively crude, intending only to estab-
lish where the proposed DIVA and HSFC model compo-
nents fell in relation to the aggregated fMRI and PET
results. We expected the ROIs based on model coordinates
to fall comfortably within the ALE map, as the component
locations have been proposed partly based on the existing
literature, although many of the studies considered in this
paper framed their results as supporting the DIVA or HSFC
model. The lack of consistency between the results of our
meta-analysis and the predictions from the published pa-
pers is surprising and perhaps reflects the restrictions of
our comparison. It is to be expected that the activation in
each model component spreads beyond the hypothesized
peaks, which we attempted to simulate by creating 3-mm
ROIs rather than focusing on specific voxels. The best com-
parison, for which we lacked the resources, would be to run
a full experimental simulation with the DIVA model and

compare the modeled activation with the ALE results. In
this case, it is probable that there would be some overlap
in activation, for example, in the right posterior STG where
the ALE map bordered on one of our DIVA ROIs. It is also
the case that the anatomical and functional heterogeneity of
STG means that one would expect anterior and posterior
fields to be differentially recruited in perceptual processing
(Jasmin, Lima, & Scott, 2019). For example, Osnes and col-
leagues (Osnes, Hugdahl, Hjelmervik, & Specht, 2011)
found higher sensitivity for sounds containing phonetic
(vs. nonphonetic) features in middle STG and anterior pla-
num temporale bilaterally. This is similar to the pattern of
activation found in our ALE meta-analysis, perhaps reflect-
ing the fact that manipulating self-perception of speech
through DAF or FAF necessarily involves playing sounds
with phonetic content to the talker.
The mismatch between the neural systems recruited

by “error detection” and those identified in our ALE anal-
ysis may also partly arise from our second problem,
which is that many of these studies are methodologically
and theoretically inconsistent with one another.
From a systematic assessment of the evidence, it seems

probable that many of the studies designed to test speech
error correctionmechanismsmay not have all been testing
the same behavior. Whereas models are explicit in identi-
fying that auditory targets are defined at the syllable level,
the exact level of the “error” induced by feedback manipu-
lation varies across experiment types. Thus, Abel et al.’s
(2009) picture-naming experiment elicited semantic
errors. In the case of FAF, the “error” may be utterance-
level pitch or formant frequency, depending on the type
ofmanipulation. Presumably, the “error”when participants
speak in noise is utterance-level intensity, pitch, and
spectral center of gravity, because these are the acoustic
features that participants most often change in compensa-
tion (Cooke & Lu, 2010). For DAF, the error may be the
coordination of somatosensory with auditory feedback.
These not only are all different kinds of “error” but also
seem different from Hickok’s and Guenther’s definition
of an auditory target (i.e., a syllable), and yet all three
types of study have been cited as evidence in support of
each model’s conceptualization of the feedback loop and
error correction mechanisms. There are very few features
that are common to all of the experiments reported
here. Even studies that used the same altered feedback

Figure 10. Regions of
significant convergence
between altered feedback
studies (red/orange) shown at
coordinates [−51, −42, 18] in
MNI space. Activation is anterior
to the mean location of region
Spt (pink) as described by
Hickok et al. (2009), and there
is no overlap between the two.
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technique rarely used the same type or degree of manipu-
lation. This means that, to argue that all studies are probing
the same mechanism, we would need solid behavioral
evidence that they prompt similar behavior (i.e., “error
correction” or compensating for the altered feedback),
correlating with any activation in “error correction” areas
of the brain. This evidence is somewhat lacking: Many
authors did not look for behavioral compensation,whereas
those who did found variable results that did not always
correlate with neural activation.
Although beyond the scope of this review, evidence

regarding the neural underpinnings of speech feedback
control is not limited to fMRI and PET. Studies using elec-
trophysiological techniques (EEG and MEG) have demon-
strated modulation of cortical responses to altered and
unaltered feedback, contrasted with listening. Although
the spatial resolution of these techniques is limited, they
offer a complementary perspective on speech motor con-
trol by providing a snapshot of the temporal dynamics of
the neural response to altered feedback. These studies
focus on the ERP component N100 (sometimes known
as N1) and the M100, its MEG equivalent. This is a large
negative ERP, peaking 80–120 msec after stimulus, that
typically occurs in response to auditory input or any unpre-
dictable stimulus (Du et al., 2017; Sur & Sinha, 2009). The
signal is distributed over fronto-central regions in EEG and
can be narrowed to the supratemporal source in MEG. The
N100/M100 has been shown to exhibit speaking-induced
suppression in EEG (Behroozmand & Larson, 2011; Ford
et al., 2001) and MEG (Houde, Nagarajan, Sekihara, &
Merzenich, 2002) compared to listening, with an increase
in the response when speaking with pitch-shifted feedback
(Heinks-Maldonado, Nagarajan, & Houde, 2006) or in
masking noise (Houde et al., 2002). This supports the basic
underlying concept of feedback sensitivity in STG (al-
though similar concerns about the naturalness of speech
production tasks, and evidence of behavioral compensa-
tion, apply). However, if we want to enhance our under-
standing of the specific anatomical basis of speech motor
control, as may be important for understanding neurolog-
ical speech disorders, we need to revisit standard ways of
testing this in fMRI.

Conclusions

The 17 studies discussed here presented activation in var-
ious areas of STG as support for the idea that specific areas
of posterior STG are implicated in error monitoring and
feedback control. We assessed each study in a systematic
review and found that the quality of experiments varied
and, in many cases, was not sufficient to draw strong con-
clusions about the role of posterior STG in auditory feed-
back control and error correction. The speech production
tasks used were frequently highly constrained rather than
naturalistic, whereas the type of “error” evoked by each
perturbation is not always consistent with the syllable-level

auditory targets specified by neural models of speech
production. In addition, a lack of behavioral data demon-
strating that adaptation or compensation is actually occur-
ring limits the conclusions that can be drawn from neural
data. Similarly, many studies did not control for the audi-
tory effects of the perturbation by including a listening
condition, meaning that they also could not establish the
presence of speaking-induced suppression, a key part of
the hypothesized auditory feedback loop. Because of
these methodological issues, the interpretation of the ALE
analysis is similarly constrained. We cannot definitively say
that either the existing literature or the ALE meta-analysis
we have performed provides evidence for error monitoring
or auditory feedback control in posterior STG.

However, we did identify bilateral auditory fields asso-
ciated with changes in the perceptual consequences of
speaking aloud: These lay in the anterior auditory cortex.
Further studies will be able to determine the functional
role(s) of these auditory cortical fields in perceptual pro-
cessing and the links to speech production.

It is important that future research include both a listen-
ing control condition and some measures of behavioral
compensation to perturbation, so that confident conclu-
sions about the role of posterior STG in error monitoring
and speech production may be drawn. We also argue that
experiments should move toward the use of more natural-
istic speech production tasks that specifically target the
type of “error” found in daily life and how manipulations
are affecting self-perception. A recent fMRI study by
Gauvin et al. (2016) successfully used tongue twisters to
elicit phonemic errors in an investigation of prearticulatory
speechmonitoring; if this paradigm can be applied to post-
articulatorymonitoring, this is likely to be the best possible
way to evaluate the neural basis of error monitoring and
correction processes in speech production. Importantly,
the Gauvin et al. study uses a paradigm where talkers are
not only highly aware of errors but also aware that their
speech production is difficult and that errors are likely.
Whatever speech tasks we use in the scanner, we need to
consider both the demands of that speech production task
and the participants’ experience of what their communica-
tive goals might be, accordingly.
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