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Abstract—This paper considers the performance analysis of constructive interference (CI) precoding technique in multi-user multiple-input single-output (MU-MISO) systems with a finite constellation phase-shift keying (PSK) input alphabet. Firstly, analytical expressions for the moment generating function (MGF) and the average of the received signal-to-noise-ratio (SNR) are derived. Then, based on the derived MGF expression the average symbol error probability (SEP) for the CI precoder with PSK signaling is calculated. In this regard, new exact and very accurate asymptotic approximation for the average SEP are provided. Building on the new performance analysis, different power allocation schemes are considered to enhance the achieved SEP. In the first scheme, power allocation based on minimizing the sum symbol error probabilities (Min-Sum) is studied, while in the second scheme the power allocation based on minimizing the maximum SEP (Min-Max) is investigated. Furthermore, new analytical expressions of the throughput and power efficiency of the CI precoding in MU-MISO systems are also derived. The numerical results in this work demonstrate that, the CI precoding outperforms the conventional interference suppression precoding techniques with an up to 20 dB gain in the transmit SNR in terms of SEP, and up to 15 dB gain in the transmit SNR in terms of the throughput. In addition, the SEP-based power allocation schemes provide additional up to 13 dB gains in the transmit SNR compared to the conventional equal power allocation scheme.

Index Terms—Multi-user MISO, interference exploitation, phase-shift keying signaling, SEP.

I. INTRODUCTION

Multi-user multiple-input single-output (MU-MISO) communication system has been recognized as a promising technique in wireless communication networks [2]–[4]. However, the performance of MU-MISO systems can be impacted by multi-user interferences in practical applications [2]–[4]. Consequently, a large number of researches have considered the impact of the interference in MU-MISO systems, and several techniques have been introduced to mitigate the multi-user interference in MU-MISO channels [4]–[6]. For instance, in the applications when the channel state information (CSI) is perfectly known at the base station (BS), dirty-paper coding (DPC) technique has been proposed [7]–[10]. In DPC technique the channel capacity is achieved by removing the interference before the transmission. However, DPC is difficult if not impossible to implement in practical communication networks, due to its very high complexity [7]–[10]. Therefore, low complexity linear precoding techniques, such as zero-forcing (ZF), have received significant research interest [11], [12]. Furthermore, precoding techniques based on optimization have also widely studied and investigated in literature [13]–[16]. In this regard, several optimization-based schemes have been proposed in different areas. For instance, signal-to-interference-plus-noise ratio (SINR) balancing technique is a precoding scheme that depends on maximizing the minimum SINR subject to different transmission power constraints [13], [14]. In addition, minimizing the transmission power precoding is another precoding scheme that aims to minimize the transmission power subject to a minimum threshold value of the SINR [15], [16].

However, all the above precoding/transmission schemes have ignored the fact that the interference in communication systems can be beneficial to the received signal, and thus the inherent interference in MU-MISO systems can be exploited to further enhance its performance. In light of this, constructive interference (CI) precoding technique has received significant research interest in the past few years [17]–[22]. The main idea of the CI precoding scheme is to exploit the interference that can be known to the BS/transmitter to enhance the system performance. That is, with the knowledge of both the users’ channels and data symbols, the BS can classify the interference as constructive and destructive. The constructive interference is the interference that can push the received symbol deeper in the constructive/detection region of the constellation point of interest. According to this methodology, the precoder can be designed to make all the multi-user interferences constructive to the desired symbol. For clarity, the basic concept of CI precoding is summarized in Fig. 1 for QPSK constellation. In brief, the constructive interference moves the received symbol away from the decision thresholds of the constellation, this represents the green areas in the constellation of Fig. 1, and thus enhances the detection. For more details, we refer the reader to [17] where the CI precoding technique was discussed and the application of CI in different wireless communication networks was investigated.
The concept of interference exploitation technique has been widely considered in literature [17]–[20], [22]. This line of research was introduced in [18], where the CI precoding technique has been proposed for downlink MIMO systems. The system performance in this work has been enhanced by exploiting some of the existent inter-channel interference (ICI). This exploitation was performed by applying partial channel inversion such that the constructive part of ICI is preserved and exploited while the destructive part is eliminated. As a result the effective SINR has been improved without increasing the BS transmission power. In [22], a low-complexity vector precoding scheme for downlink MU-MISO system was proposed. The authors in this work used the knowledge of the data and channel state information (CSI) to exploit the constructive interference in the system. The proposed precoder reduces the transmit power compared to the conventional schemes, by adapting the quality of service (QoS) constraints to accommodate CI as a source of useful signal power. In [22] a low-complexity vector precoding scheme for downlink MU-MISO system with limited feedback was proposed. More specifically, the authors proposed a modified vector-perturbation (VP) technique where the search of perturbing vectors is limited to the area where the distances from the decision thresholds are increased with respect to a distance threshold. By implementing this, the perturbation quantities can improve the detection and no need to be removed at the users. Further works in [23], [24] considered general category of CI regions, and several properties for this region have been presented and discussed. Furthermore, recently closed-form expression for CI precoding technique in MU-MISO systems under PSK signaling have been derived and investigated.

Accordingly in this paper we analyze the performance of CI precoding in MU-MISO systems with $M$-PSK signals. In this regard, the average symbol error probability (SEP) of the CI precoding is analyzed. Then, two different power allocation schemes to minimize the sum symbol error probabilities (Min-Sum), and to minimize the maximum average SEP (Min-Max) are considered. Furthermore, the throughput and power efficiency achieved by the CI precoding in MU-MISO systems are also studied.

For clarity, the major contributions of this work are listed below.

1) Mathematical expressions for the MGF and the average of the received SNR for CI precoding technique under $M$-PSK inputs are derived.

2) Analytical expression of the average SEP for CI precoding with $M$-PSK is derived. For simplicity and mathematical tractability, new and very accurate asymptotic approximation of the SEP is also provided.

3) Two power allocation schemes to improve the SEP and enhance the system performance are proposed. In the first one, we consider power allocation technique that aims to minimize the sum symbol error probabilities subject to total power constraint. Whilst in the second scheme, we study power allocation technique that aims to minimize the maximum SEP subject to total power constraint.

4) Based on the above analysis, closed form expression of the power allocation factors are presented.

5) Analytical expressions for the throughput and power efficiency for the CI precoding in MU-MISO systems under $M$-PSK inputs are also derived.

The numerical results in this paper show that, for a given SEP the CI precoding can provide up to 20 dB gain in the transmit SNR compared to the conventional interference suppression precoding techniques. In addition, increasing the transmit SNR, number of users and number of BS antennas always enhance the achieved SEP. Furthermore, by using the derived analysis specifically tailored power allocation schemes provide additional up to 13 dB gains in the transmit SNR compared to the conventional transmission scheme. Finally, the CI precoding outperforms the conventional interference suppression precoding technique in terms of throughput for a wide range with an up to 15 dB gain in the transmit SNR.

Next, Section II describes the MU-MISO system model. Section III, derives the analytical expressions for the moment generating function and the average received SNR. Section IV derives the exact and approximated analytical expressions for the average symbol error probability. Section V, considers symbol error minimization through different power allocation schemes, minimizing the sum symbol error probabilities and minimizing the maximum symbol error probability. Section VI, considers the throughput and power efficiency for the CI precoding in MU-
MISO systems. The graphical illustrations of the results are presented and discussed in Section VII. Finally, our conclusions are presented in Section VIII.

II. System Model

We consider a down-link MU-MISO system, consisting of $N$-antennas BS communicating simultaneously with $K$ single antenna users. The $K \times N$ channel matrix between the BS and the $K$ users is denoted by $H$, which can be expressed as $H = D^{1/2} H$ where the $K \times N$ matrix $H$ models the small-scale fading coefficients which are modeled as independent, circularly symmetric complex Gaussian random variables with mean zero and variance one, and $D$ is a $K \times K$ diagonal matrix in which $[D]_{kk} = \sigma_k = d_k^{-m}$ where $d_k$ denotes the distance from the BS to the $k^{th}$ user and $m$ denotes the path-loss exponent. It is also assumed that the CSI is perfectly known at the BS.\footnote{In this work, for simplicity and to gain an understanding of using CI to enhance the performance of MU-MISO systems, we assume that there is no correlation between the transmit antennas at the BS. The issue of correlated channels will be investigated in future work.}

The received signal at the $k^{th}$ user in the considered system can be written as,

$$y_k = h_k W x + n_k,$$

where $x$ is $K \times 1$ PSK-modulated signal vector, $W$ is $N \times K$ precoding matrix, $h_k$ is the $1 \times N$ channel vector of user $k$, and $n_k$ is the additive white Gaussian noise (AWGN) at the $k^{th}$ user, $n_k \sim CN(0, \sigma_k^2)$. The closed-form expression for CI precoding with PSK signaling\footnote{Please note that, CI precoding is most useful in high interference scenarios with low SINR, where there is significant interference to exploit.} can be expressed as\footnote{Please note that CI precoding expression is conditioning on $u$. thus all the derived expressions are conditioning on $u$. The values of this vector should satisfy the condition $1^T u = 1$. The impact of this vector on the system performance has been investigated in [10], [25]. Although the elements of $u$ should be selected to maximize the performance, using any values larger than zero and satisfy $1^T u = 1$ can show the superiority of the CI over the conventional techniques.}\footnote{For more details we refer the reader to [18], [19].}

$$W = \frac{1}{K} \beta H^H \left(H H^H\right)^{-1} \text{diag} \{ V^{-1} u \} \times x^H,$$  \hspace{1cm} (2)

where $\beta = \sqrt{P_p \beta_p}$. $P_p$ is the total transmit power, $\beta_p$ is the scaling factor, $\beta_p = \sqrt{\frac{1}{\nu \sigma_k^2}}$. $V$ is a $K \times K$ matrix and given by $V = \text{diag} (x^H) \left(H H^H\right)^{-1} \text{diag} (x)$ and $u$ is a $K \times 1$ vector $1^T u = 1$. As by CI precoding the resulting interference contributes to the useful signal power, it has been shown in [18], [19] that the instantaneous received SNR at user $k$ using CI precoding technique can be written as\footnote{For details we refer the reader to [18], [19].}

$$\gamma_k = \frac{|h_k W x|^2}{\sigma_k^2}.$$  \hspace{1cm} (3)

In the following sections we will study the statistics of the received SNR and analyze the performance of CI precoding technique in details.

III. MGF and Average SNR for CI Precoding

In this section, we derive the MGF and the average SNR expressions of the considered MU-MISO system. To start with, by substituting (2) into (3), the SNR at user $k$ using CI precoding technique can be expressed as

$$\gamma_k = \left| \frac{\sqrt{P_p \beta_p} a_k A u W x_k}{\sigma_k^2} \right|^2,$$  \hspace{1cm} (4)

For simplicity, the scaling factor $\beta_p$ is defined as, $\beta_p = \sqrt{\frac{\nu}{\sigma_k^2 N \text{diag}(x) \left(\text{diag}(x)\right)^{-1}}}$ [25], [26]. The received SNR in (4) can be expressed also as

$$\gamma_k = \frac{\left| \sqrt{P_p \beta_p} a_k A u W x_k \right|^2}{\sigma_k^2} = \alpha_k |g|^2,$$  \hspace{1cm} (5)

where $a_k$ is a $1 \times K$ vector the $k^{th}$ element of this vector is one and all the other elements are zeros, and $A = V^{-1}$. We can re-write the SNR expression in (5) as

$$\gamma_k = \frac{\left| \sqrt{P_p \beta_p} a_k A u W x_k \right|^2}{\sigma_k^2} = \alpha_k |g|^2,$$  \hspace{1cm} (6)

where $\alpha_k = \frac{|\sqrt{P_p \beta_p} a_k A u W x_k|^2}{\sigma_k^2}$ and $g = \frac{A u W x_k}{\sigma_k^2}$. From the results in [30]–[33], $g$ has conditional Gamma distribution with shape parameter $\nu$ and scale parameter $\theta$, $g \sim \Gamma(\nu, \theta)$. The optimal performance of the CI is attained with $\nu = N$ and $\theta = 1$. Consequently, the received SNR, $\gamma_k$, has General Gamma distribution, $\gamma_k \sim \Gamma(p, d, a)$, with $p = \frac{1}{2}$, $d = \frac{\nu}{2}$ and $a = \alpha_k$. Therefore, the cumulative distribution function (CDF) and the probability density function (PDF) of the received SNR, $\gamma_k$, can be written, respectively, as

$$F_{\gamma_k}(\gamma) = \left( \frac{\varphi(d/p, (\gamma/a)^p)}{\Gamma(d/p)} \right),$$

and

$$f_{\gamma_k}(\gamma) = \left( \frac{\gamma^{d-1} e^{-\left(\frac{\gamma}{a}\right)^p}}{\Gamma \left( \frac{d}{p} \right) \left( \frac{a}{p} \right)^d} \right),$$  \hspace{1cm} (7)

where $\varphi(\cdot)$ is the lower incomplete Gamma function. It is worthy mentioning that, the CDF expression in (7) can be used also to calculate the outage probability of CI precoding technique. The outage probability is the probability that the received SNR, $\gamma_k$, falls below an acceptable threshold value, $\gamma_{th}$. Therefore, we can obtain the outage probability of CI
precoding by replacing $\gamma$ with $\gamma_{th}$. Now the MGF of the received SNR, $\gamma_k$, can be derived as

$$\mathcal{M}_{\gamma_k}(z) = \int_0^\infty e^{-z\gamma} f_{\gamma_k}(\gamma) \, d\gamma. \quad (8)$$

Substituting the PDF in (7) into (8), we can find

$$\mathcal{M}_{\gamma_k}(z) = \int_0^\infty e^{-z\gamma} \left( \frac{p^\gamma}{\Gamma\left(\frac{d}{p}\right)} \right) d\gamma. \quad (9)$$

This MGF expression can be simplified using Gaussian Quadrature rules to

$$\mathcal{M}_{\gamma_k}(z) = \sum_{i=1}^{n} H_i \left( \frac{p^\gamma}{\Gamma\left(\frac{d}{p}\right)} \right) + R_t, \quad (10)$$

where $\gamma_i$ and $H_i$ are the $i^{th}$ zero and the weighting factor of the Laguerre polynomials, respectively, and the remainder $R_t$ is negligible for $n > 15$ [34]. Alternatively, using Gamma distribution we can find

$$\mathcal{M}_{\gamma_k}(z) = \sum_{i=1}^{n} H_i \left( \frac{p^\gamma}{\Gamma\left(\frac{d}{p}\right)} \right) + R_t. \quad (11)$$

Using Gaussian Quadrature rules, the MGF can be obtained as

$$\mathcal{M}_{\gamma_k}(z) = \sum_{i=1}^{n} H_i e^{-zP_p \zeta_k |g|^2} \left( \frac{g_i^{N-1}e^{-g}}{(N-1)!} \right) + R_t, \quad (12)$$

where $\zeta_k = \frac{\sqrt{\rho_a}D_k}{\sigma_\gamma^2}$, $g_i$ here is the $i^{th}$ zero of the Laguerre polynomials [34].

The average SNR of CI precoder can be obtained from the first derivative of $\mathcal{M}_{\gamma_k}(z)$ expressions evaluated at $z = 0$.

Hence, the average SNR can be calculated by

$$\bar{\gamma}_k = \frac{\partial \mathcal{M}_{\gamma_k}(z)}{\partial z} \bigg|_{z=0}, \quad (13)$$

$$\bar{\gamma}_k = \sum_{i=1}^{n} H_i \frac{\partial}{\partial z} \left( \frac{p^\gamma}{\Gamma\left(\frac{d}{p}\right)} \right) + R_t \bigg|_{z=0}. \quad (14)$$

Using a standard approach, the average of the SNR can be expressed as

$$\bar{\gamma}_k = \int_0^\infty \gamma f_{\gamma_k}(\gamma) \, d\gamma. \quad (15)$$

Substituting the PDF in (7) into (15) we can get,

$$\bar{\gamma}_k = \frac{a \Gamma \left( \frac{1+d}{p} \right)}{\Gamma\left(\frac{d}{p}\right)} = \frac{\alpha^2_\gamma \Gamma(N+2)}{\Gamma(N)}. \quad (16)$$

IV. AVERAGE SYMBOL ERROR PROBABILITY (SEP)

In this section we calculate the average SEP for CI precoding with $M$-PSK signaling using a standard approach provided in literature [35], [36, (5.67)]. The average SEP of $M$-PSK can be calculated by [35, (5.67)]

$$P_{e,k} = \frac{1}{\pi} \int_0^\pi \mathcal{M}_{\gamma_k} \left( -\sin^2\left(\frac{\pi}{2}\Phi \right) \right) d\Phi. \quad (17)$$

Next we will provide exact and approximated formulas to calculate the average SEP for MU-MISO transmission using CI precoding technique.

A. Exact SEP

The exact average SEP can be evaluated using the following Theorem.

**Theorem 1.** The exact analytical expression of the average SEP of the $k^{th}$ user can be calculated by

$$P_{e,k} = \frac{1}{\pi} \int_0^\Theta \left( \sum_{i=1}^{n} H_i \left( \frac{p^\gamma}{\Gamma\left(\frac{d}{p}\right)} \right) \frac{g_i^{N-1}e^{-g}}{(N-1)!} \right) + R_t \right) d\Phi, \quad (18)$$

and

$$P_{e,k} = \frac{1}{\pi} \int_0^\Theta \left( \sum_{i=1}^{n} H_i e^{-zP_p \zeta_k |g|^2} \left( \frac{g_i^{N-1}e^{-g}}{(N-1)!} \right) + R_t \right) d\Phi. \quad (19)$$

where $\Theta = \frac{\pi(M-1)}{M}$ and $z = -\frac{\sin^2\left(\frac{\pi}{2}\Phi \right)}{\sin^2\Phi}$ and the remainder $R_t$ is negligible for $n > 15$.

**Proof:** The proof is provided in Appendix A.

As we can notice from the derived SEP equations, the derived SEP expressions are represented only with single integration which can be approximated efficiently using numerical integration methods.

B. Approximate SEP

In order to provide more insights, in the next Theorem we present very accurate closed-form approximation.

**Theorem 2.** The closed-form approximation of the average SEP of the $k^{th}$ legitimate user is presented in (20).

**Proof:** The proof is provided in Appendix B.

The numerical results show that the approximation expression in (20) is very tight to the exact one. In addition, from the analytical SEP expressions in Theorems 1, and...
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V. ERROR MINIMIZATION THROUGH POWER ALLOCATION

Equal power allocation (EPA) is not an optimal scheme for allocating the total transmission power between the users in communication systems, particularly when there is a notable disparity of channel strengths among the users. Therefore, the main aim of this section is to employ the above analytical results to improve the performance of the CI precoding technique with non-equal power allocation, under the assumption of total power constraint. The considered approaches here seeking to explain the potential gain attained in the average SEP performance if the total available power is allocated more efficiently compared to the baseline EPA scheme. Firstly, we study power allocation scheme based on minimizing the sum symbol error probabilities, Min-Sum. In the second scheme we consider the power allocation based on minimizing the maximum SEP, Min-Max.

Power allocation schemes that minimize the outage probability will be investigated in future work, in order to consider it in more details.

A. Min-Sum SEP

As we can see from the previous sections the derived SEP expressions are functions of the power allocated at the BS and thus this amount of power can be allocated in order to enhance the quality of the BS transmission. Here we consider the power allocation strategy that minimizes the total SEP of the considered system subject to the sum-power constraint. Accordingly, the corresponding optimization problem can be formulated as

$$\min_{\mathbf{a}} \; \mathbf{1}_K^T \mathbf{p}$$

S.t. $\sum_{k=1}^{K} a_k = 1, \; a_k \geq 0,$

(21)

where $\mathbf{p} = [P_{e,1}, ..., P_{e,k}, ..., P_{e,K}]^T$ is the users SEP vector and $\mathbf{a} = [a_1, ..., a_k, ..., a_K]$ is the relative power allocation vector. By solving (21), the power allocation factor can be obtained as in Theorem 3.

Theorem 4. The power allocation factor of user $k$ can be calculated by

$$a_k = \frac{\zeta_k a_k}{\zeta_k} = \frac{1}{\zeta_k} \sum_{k=1}^{K} \frac{1}{\zeta_k}.$$  

(22)

Proof: The proof is provided in Appendix C.

In case the users have same path-loss, $\zeta_1 = .. = \zeta_k = .. \zeta_K$, (22) becomes $a_k = \frac{1}{\zeta_k}$. This means that, under uniform path loss across the users the Min-Sum power allocation reduces to EPA.

B. Min-Max SEP

Min-Max power allocation scheme is a widely adopted as fairness criterion; thus, the obtained design by Min-Max scheme can provide high performance/fairness of the weak users. In the following, we study power allocation strategy
to minimize the maximum SEP of the considered system subject to the sum-power constraint. Accordingly, the Min-Max problem can be formulated as

$$\min_{\alpha} \max_{k} \{ P_{e,1}, \ldots, P_{e,k}, \ldots, P_{e,K} \}$$

subject to the sum-power constraint. Accordingly, the Min problem can be formulated as

$$\min_{\alpha} \left( \frac{\Theta}{\pi} - \frac{1}{6} \right)$$

The optimization problem in (23) can be simplified as

$$\min_{\alpha} \left( \frac{\Theta}{\pi} - \frac{1}{6} \right) - c_1 \left( H_1 \left( \sum_{k=1}^{K} \left[ 1 - \frac{\varphi(d/p, (\gamma_1/z_{1} a_k P_p c_k \theta_k)^{p})}{\Gamma(d/p)} \right] \right) \right)$$

$$- c_2 \left( H_1 \left( \sum_{k=1}^{K} \left[ 1 - \frac{\varphi(d/p, (\gamma_2/z_{2} a_k P_p c_k \theta_k)^{p})}{\Gamma(d/p)} \right] \right) \right)$$

$$- c_3 \left( H_1 \left( \sum_{k=1}^{K} \left[ 1 - \frac{\varphi(d/p, (\gamma_3/z_{3} a_k P_p c_k \theta_k)^{p})}{\Gamma(d/p)} \right] \right) \right)$$

subject to the sum-power constraint. Accordingly, the Min problem can be formulated as

$$\min_{\alpha} \left( \frac{\Theta}{\pi} - \frac{1}{6} \right) - c_1 \left( H_1 \left( \sum_{k=1}^{K} \left[ 1 - \frac{\varphi(d/p, (\gamma_1/z_{1} a_k P_p c_k \theta_k)^{p})}{\Gamma(d/p)} \right] \right) \right)$$

where

$$c_1 = \left( \frac{\alpha_1}{4} - \frac{1}{8} \right)$$

$$c_2 = \frac{1}{8}$$

$$c_3 = \left( \frac{\alpha_2}{4} - \frac{1}{8} \right)$$

$$z_1 = \sin^2 \left( \frac{\pi}{d/p} \right)$$

$$z_2 = \frac{3}{\sin^2 (\pi/4)}$$

$$z_3 = \frac{3}{\sin^2 (\pi/4)}$$

Proof: The proof is provided in Appendix C. The lower incomplete gamma function in (24) is given by

$$\varphi(s, x) = \int_{0}^{x} r^{s-1} e^{-r} dr.$$  (25)

It is noted that, the second derivation of the lower incomplete gamma function can be found as, $\frac{d^2}{d^2} \varphi = (s - x - 1) e^{-x} x^{s-2}$. Since the convexity requires that the second derivative is not negative, this condition is satisfied of the lower incomplete gamma function only if $s > x - 1$, which means that $\frac{d^2}{d^2} \varphi > \left( \frac{z_1}{\alpha_1 P_p c_k \theta_k} \right)^{p} - 1$, and $2N > \left( \frac{z_2}{\alpha_2 P_p c_k \theta_k} \right)^{p} - 1$. As we can see, this optimization problem in (24) is hard to solve numerically, and any closed form solution is hard if not impossible to find. However, some numerical software tools can be used to solve this problem such as Mathematica.

Remark 5. From the two power allocation schemes, it is noted that in low transmit SNR values Min-Sum scheme allocates high power to the best/ closest user to the BS and small amount of power to the far users. On the other hand, Min-Max scheme allocates relatively high power to the far user and small amount of power to the near users. In addition, as the transmit SNR value increases Min-Sum scheme starts gradually increasing the power allocated to the far users at the expense of the power allocated to the near users.

VI. THROUGHPUT AND POWER EFFICIENCY

In this section we consider the throughput and power efficiency of the CI precoding in MU-MISO systems. As the CI has been proposed to enhance the received SNR, it is important to consider and investigate the throughput performance of the CI technique. The throughput ($\tau$) can be calculated using the following definition \cite{37,38}

$$\tau = (1 - P_{B}) \times c \times F \times K,$$  (26)

where $P_{B}$ is the block error rate, $c = \log_{2}(M)$ is the bit per symbol and $F$ is the block length. The transmission in communication systems is generally based on sending blocks of $N = c \times F$ sequential bits, where each block of $N$ bits might represent sub or complete a user message. Therefore, the performance of such systems depends essentially on the probability of errors in each block. For coherent PSK modulation and in white Gaussian noise environment, the errors in each block are Binomially distributed. Thus, the probability of $q$ errors in one block can be expressed as \cite{39-43}

$$Pr(q, N) = \left( \frac{N}{q} \right) P_{b}^{q} (1 - P_{b})^{N-q},$$  (27)

where $P_{b}$ is the bit error probability (BEP) and can be calculated using the SEP derivation in Section IV. Consequently, the $P_{B}$ in fading channels for a block of $N$ bits capable of correcting $Q$ errors can be written as \cite{39-43}

$$P_{B} = 1 - \sum_{q=0}^{Q} \left( \frac{N}{q} \right) P_{b}^{q} (1 - P_{b})^{N-q}.$$  (28)

In case the receiver employs only error detection technique, a block is received correctly only if all $N$ bits in the block are received successfully. Therefore, the overall system performance of such systems relies on the probability of occurrence of one or more bit errors in a block, i.e., $Pr(0, N)$. On the other hand, if the receiver employs error-correction techniques which are able to correct up to $Q$ errors in a block, the system performance is dominated by the probability of occurrence of more than $Q$ errors in a block, i.e., $Pr(Q, N)$. In case when $Q = 0$ and $N = 1$, $P_{B}$ becomes the BEP \cite{39,40,42,43}. This definition of the $P_{B}$ has been widely studied in literature, for instance \cite{39,40,42,43}. For simplicity and mathematical tractability we employ the below approximate expression to derive the BEP from our SEP derivation above \cite{35,44,8.119]
where \( \gamma \) denotes approximation expression. Substituting (10) into (29) we can get

\[
P_b \leq \frac{2}{\max(\log_2 M, 2)} \sum_{i=1}^{n} H_i \left( \frac{\pi}{2} \right) (\gamma_i)^{d-1} e^{-\left(\frac{\pi}{4}\right)^i} \sum_{\pi_i=1}^{\max(\frac{M}{\pi}, 1)} \Gamma \left( \frac{\pi_i}{\pi} \right) \times \frac{\pi}{2} e^{\gamma_i} \text{Erfc} \left( \sqrt{-\log_2 M \times \sin^2 \left( \frac{2i-1}{M} \pi \right)} \gamma_i \right).
\]

which can be found as

\[
P_b \leq \frac{2}{\max(\log_2 M, 2)} \sum_{i=1}^{n} H_i \left( \frac{\pi}{2} \right) (\gamma_i)^{d-1} e^{-\left(\frac{\pi}{4}\right)^i} \sum_{\pi_i=1}^{\max(\frac{M}{\pi}, 1)} \Gamma \left( \frac{\pi_i}{\pi} \right) \times \frac{\pi}{2} e^{\gamma_i} \text{Erfc} \left( \sqrt{-\log_2 M \times \sin^2 \left( \frac{2i-1}{M} \pi \right)} \gamma_i \right). \tag{31}
\]

Finally, substituting the BEP expression in (31) into (28) and then into (26) we can find the system throughput. Similarly, in the communication systems where the decoding depends on the symbol error, the \( P_B \) can be evaluated using the SEP. In this case we can define \( \mathcal{N} \) as number of symbols in each block and \( Q \) as number of symbol errors, thus \( P_B \) can be evaluated by replacing \( P_b \) with \( P_t \) in (28) [41], [45]. In the special case when \( Q = 0 \) and \( \mathcal{N} = 1 \), \( P_B \) becomes the SEP. Hence, the throughput in this case can be calculated as in the following expression [41], [45]

\[
\tau = \sum_{q=0}^{Q} \left( \frac{\mathcal{N}}{q} \right) P_{e,k}^q \left( 1 - P_{e,k} \right)^{\mathcal{N} - q} \times \log_2 (M) \times \mathcal{N} \times K,
\]

where \( P_{e,k} \) is given in (18), and the approximate \( P_{e,k} \) is given (20).

The derived expression of the throughput can be used now to calculate the power efficiency (PE). The power efficiency combines both the throughput with the power consumption at the BS, and can be expressed as [38]

\[
\text{PE} = \frac{\tau}{P_{tot}}.
\]

where \( P_{tot} \) is the total power consumed during the transmission. In practical systems, the total power can be calculated by [46]–[48]

\[
P_{tot} = \frac{P_{PA} + P_{RF} + P_{DS}}{(1 - \varsigma_{DC})(1 - \varsigma_{MS})(1 - \varsigma_{cool})},
\]

where \( \varsigma_{DC}, \varsigma_{MS} \) and \( \varsigma_{cool} \) represent the losses of the DC-DC supply, main power supply and the active cooling, respectively [46], [47]. In addition, \( P_{PA} \) is the average power consumption of the amplifiers and given by \( P_{PA} = \frac{P_{D}}{\eta_{pa}} \), where \( \eta_{pa} \) is the efficiency of the power amplifiers. Furthermore, \( P_{RF} \) is the power consumption of the other electronic components in the RF chains, and can be written as \( P_{RF} = N (P_{D} + P_{m} + P_{f}) + P_{xy} \), where \( P_{D}, P_{m} \) and \( P_{f} \) are the power consumption of the digital-to-analog converters, signal mixers and filters, respectively, while \( P_{xy} \) is the power consumption at the frequency synthesizer. Moreover, \( P_{DS} \) is the power consumed by the digital signal processor [46]–[48]. At high SNR values, the error rate will go to zero \( P_B \rightarrow 0 \), and the throughput expression converges to

\[
\tau = c \times F \times K.
\]

Accordingly, the power efficiency converges to

\[
\text{PE} = \frac{c \times F \times K}{P_{tot}}.
\]

Therefore, in this case the adaptive modulation would be required to switch to a higher order modulation for higher SNR values.

VII. NUMERICAL RESULTS

This section presents simulation and numerical results of the derived expressions in this paper. Monte-Carlo simulations are performed with \( 10^6 \) independent trials. It is assumed that, the users have same noise power, \( \sigma^2 \), and thus the transmit SNR (\( \eta_t \)) is defined as \( \eta_t = \frac{P_t}{\sigma^2} \). In addition, the path-loss exponent in this section is chosen to be \( m = 2.7 \).

Firstly, in Fig. 2 we plot the CDF of the received SNR at the \( k^{th} \) user for different values of the transmit SNR, \( \eta_t \), number of users, \( K \), number of BS antennas, \( N \), and the vector \( u \). The analytical and simulation results are in well agreement, which confirms the accuracy of the distribution considered in Section (III). In addition, from these results it is clear that, the values of the elements of \( u \) have impact on the CDF and thus on the system performance in general. In this regard it is noted that, user \( k \) can achieve the optimal performance when \( u_k = 1 \), which is the case presented in Figs. 2a and 2b. Furthermore, the CDF of the received SNR for different values of \( N \) and \( K \) when the elements of \( u \) have same value, \( u_k = \frac{1}{K} \), are presented in Figs. 2c, 2d, and 2e and when \( u_k \) has the smallest value is presented in Fig. 2f. In all these cases the variance of the received SNR will be reduced by the value of \( u_k \), and thus smaller value
expressions in Section (III). Generally and as anticipated, the good matching between the results confirms the derived impact of the path-loss $d$ when the distances are normalized to one, i.e., without the impact of the path-loss $d_1 = d_2 = d_3 = d_4 = 1$ m. Fig. 4a, presents the average SEP when $N = 4$, $K = 4$, and $u = \frac{1}{K}$. Fig. 4b, illustrates the average SEP when $N = 3$, and $u = \frac{1}{K}$. Fig. 4c, presents the average SEP when $N = 6$, $K = 4$, and $u = \frac{1}{K}$. Increasing the transmit SNR and number of antennas lead to increasing the received SNR. Furthermore, the gain attained by increasing number of users results in increasing number of the constructive interferences and thus enhancing the received SNR. In addition, interference exploitation technique is most useful in high interference scenarios, where there is significant interference to exploit. Therefore, increasing number of users results in increasing number of the constructive interferences and thus enhancing the received SNR. Furthermore, the gain attained by increasing number of the antennas is almost fixed with the transmit SNR in the all considered scenarios.

Fig. 5 we present the average SEP for the CI, ZF and MMSE precoding techniques for BPSK, QPSK and 8-PSK, when $N = K = 6$, as in Fig. 5a and when $N = 8$, $K = 6$ as in Fig. 5b, when the distances are normalized to one, i.e., without the impact of the path-loss $d_1 = d_2 = d_3 = d_4 = 1$ m. From the results in Figs. 5 and 4, it is obvious that increasing number of BS antennas $N$ and/or number of users $K$ result in enhancing the system of $u_k$ will result in poorer/weaker performance/SNR of user $k$ in the system. Finally, it is worthy mentioning that, the results presented in Fig. 2, can be used also to present the outage probability of CI precoding technique.

Fig. 3, illustrates the average received SNR versus the transmit SNR, $\eta_t$, for different values of $N$ and $K$. Fig. 3a, presents the average received SNR when $K = 4$ and Fig. 3b, shows the average received SNR when $K = 2$. The good matching between the results confirms the derived expressions in Section (III). Generally and as anticipated, increasing the transmit SNR and number of antennas lead to enhance the average received SNR. In addition, interference exploitation technique is most useful in high interference scenarios, where there is significant interference to exploit. Therefore, increasing number of users results in increasing number of the constructive interferences and thus enhancing the received SNR. Furthermore, the gain attained by increasing number of the antennas is almost fixed with the transmit SNR in the all considered scenarios.

In order to investigate the impact of number of users and number of BS antennas on the average SEP, in Fig. 5 we present the average SEP for the CI, ZF and MMSE precoding techniques for BPSK, QPSK and 8PSK, when $N = K = 6$, as in Fig. 5a and when $N = 8$, $K = 6$ as in Fig. 5b, when the distances are normalized to one, i.e., without the impact of the path-loss $d_1 = d_2 = d_3 = d_4 = 1$ m. From the results in Figs. 5 and 4, it is obvious that increasing number of BS antennas $N$ and/or number of users $K$ result in enhancing the system with symbol-level power normalization, are also included in these figures. It should be pointed out that the analytical results in these figures are obtained from the expressions derived in Section (IV). Several interesting points can be extracted from this figure. Firstly, it is evident that the SEP reduces with increasing the transmit SNR, $\eta_t$, and CI precoding technique always outperforms the MMSE technique in all SNR values with an up to 15 dB gain in the transmit SNR for a given SEP. For instance, in case $N = K = 4$, and 8-PSK, the CI achieves SEP $= 10^{-2}$ with $\eta_t = 15$ dB while MMSE performs SEP $= 10^{-2}$ with $\eta_t = 30$ dB. In addition, it is clear that the approximated results obtained from Section (IV-B) are very tight to the exact ones. Finally, comparing Fig. 4a and Fig. 4b, we can see that, increasing number of BS antennas always enhances the average SEP, and reduces the gap performance between the two precoding techniques.
(a) Average received SNR versus transmit SNR, $\eta_t$, for different values of $N$ when $K = 4$.

(b) Average received SNR versus transmit SNR, $\eta_t$, for different values of $N$ when $K = 2$.

Figure 3: Average received SNR versus transmit SNR, $\eta_t$, for different values of $N$ and $K$.

(a) SEP versus transmit SNR, $\eta_t$, with different types of input, when $N = K = 4$.

(b) SEP versus transmit SNR, $\eta_t$, with different types of input, when $N = 6$, $K = 4$.

Figure 4: SEP versus transmit SNR for various input types, when $N = 4, 6$ and $K = 4$.

(a) SEP versus transmit SNR, $\eta_t$, with different types of input, when $N = K = 6$.

(b) SEP versus transmit SNR, $\eta_t$, with different types of input, when $N = 8$, $K = 6$.

Figure 5: SEP versus transmit SNR for various input types, when $N = 6, 8$ and $K = 6$. 
performance. Furthermore, the CI precoding has always better performance than MMSE in the all SNR values with an up to 20 dB gain in the transmit SNR for a given SEP. In addition, comparing the average SEP in Fig. 5a and Fig. 5b, similar observations can be concluded as in the previous case when \( K = 4 \).

Fig. 6 illustrates the average SEP versus the transmit SNR, \( \eta_t \), for different power allocation schemes, EPA, Min-Sum and Min-Max schemes. Fig. 6a, presents the average SEP versus \( \eta_t \) when \( N = K = 3 \), while Fig. 6b, presents the average SEP versus \( \eta_t \) when \( N = K = 8 \), and the users are randomly distributed. From this figure it can be observed that, EPA scheme always results in the highest SEP in the all cases. Therefore, we can say EPA scheme provides the lower bound of the average SEP for the considered MU-MISO system. In addition, looking closer at the results in Fig. 6a and Fig. 6b one can clearly observe that, the SEP is dominated by the performance of the worst user, and thus the Min-Max scheme has the best performance.

In Fig. 7 we present the throughput versus the transmit SNR, \( \eta_t \), for different types of input, BPSK, QPSK, 8-PSK and 16-PSK. For sake of comparison, results of the conventional MMSE precoding technique are included in the figure. The throughput saturates to the value of, \( \log_2(M) \times N \times K \), past a certain transmit SNR \( \eta_t \) value, the throughput saturates at 400 bits/channel use in BPSK, at 800 bits/channel use in QPSK, at 1200 bits/channel use in 8-PSK and at 1600 bits/channel use in 16-PSK. Furthermore, the CI precoding outperforms the conventional MMSE scheme for a wide range with an up to 10 dB gain in the transmit SNR for a given throughput value. Finally and as anticipated, in low SNR values the lower modulation orders have better performance than the higher ones, for instance at 0 dB BPSK achieves the highest throughput. However, in high SNR values the higher modulation orders achieve better performance, for instance at 20 dB 16-PSK has optimal performance.

Finally, Fig. 8 depicts the power efficiency as function of number of BS antennas, \( N \), for different values of
the transmission power. The results in these figures are obtained from the power efficiency expression provided in Section (VI). In Fig. 8a we present the power efficiency versus \( N \) when \( \zeta_{DC} = 0.075, \zeta_{MS} = 0.09, P_P = 35 \) dbm, \( \eta_{pa} = 0.8, P_D = 7.8 \) mW, \( P_m = 15.2 \) mW, \( P_T = 10 \) mW, \( P_{sy} = 25 \) mW, and \( P_{DS} = 2W \) [46]–[48]. From Fig. 8a we can observe that when number of BS antennas is small the lower modulation orders achieve higher power efficiency than the higher orders, for instance when \( N = 4 \) QPSK has best performance. On the other hand, when number of BS antennas is large the higher modulation orders become better than the lower ones, for instance 32-PSK achieves the highest power efficiency when \( N = 60 \). Furthermore, in order to clearly demonstrate the impact of transmission power on the power efficiency for different types of input, we plot in Fig. 8b the power efficiency versus \( N \) when the transmission power is very high \( P_P = 20 \) dBW. In this case, the higher modulation orders always have better system performance regardless number of antennas implemented at the BS. Furthermore, comparing Figs. 8a and 8b it can be concluded that, the power efficiency achieved in low transmit SNR is much higher than that in high transmit SNR regime.

VIII. CONCLUSIONS

In this paper the statistics of the received SNR of CI precoding technique has been considered for the first time. Firstly, exact closed form expressions of the MGF and the average received SNR have been derived. Then, the derived MGF expression was used to calculate the average SEP. In light of this, exact average SEP expression for CI precoding with \( M \)-PSK was obtained. In addition, accurate asymptotic approximation for the average SEP has been provided. Building on the new performance analysis, different power allocation schemes to enhance the average SEP have been considered. In the first scheme, power allocation technique based on minimizing the total SEP was studied, while in the second scheme power allocation technique based on minimizing the maximum SEP was investigated. Furthermore, new and explicit analytical expressions of the throughput and power efficiency of the CI precoding in MIMO systems have been derived. The results in this paper explained that the CI scheme outperforms ZF scheme in the all considered metrics. Furthermore, increasing the transmit SNR, number of users and number of BS antennas always enhance the achieved SEP. It was also shown that, using EPA leads to the highest SEP and the considered power allocation techniques can perform very low SEP. Finally, in low transmit SNR values and when number of BS antennas is small, the lower modulation orders achieve higher power efficiency than the higher modulation orders.

APPENDIX A

For simplicity (17) can be written as

\[
P_{e,k} = \frac{1}{\pi} \int_{0}^{\Theta} \mathcal{M}_{e,k}(z) \, d\Phi, \tag{37}
\]

where \( \Theta = \frac{\pi(M-1)}{\kappa} \) and \( z = -\frac{\sin^2(\frac{\pi}{\kappa})}{\sin^2(\frac{\pi}{\kappa})} \). By substituting (9) into (37), we can obtain the average SEP as

\[
P_{e,k} = \frac{1}{\pi} \int_{0}^{\Theta} \left( \int_{0}^{\gamma} e^{-z \gamma} \frac{\left( \frac{\pi}{\kappa} \right)^{d-1} e^{-\left(\frac{\pi}{\kappa}\right)^{d}}}{\Gamma \left( \frac{d}{p} \right)} \, d\gamma \right) \, d\Phi. \tag{38}
\]

Applying Gaussian Quadrature rules we can find (18). Using Gamma distribution, substituting (11) into (37) we can also find the average SEP as

\[
P_{e,k} = \frac{1}{\pi} \int_{0}^{\Theta} \left( \int_{0}^{\gamma} e^{-z \gamma} \left( \frac{g^{N-1} e^{-g}}{(N-1)!} \right) \, dg \right) \, d\Phi. \tag{39}
\]

Applying Gaussian Quadrature rules we can obtain (19).
where

\[ E \]

\[ \approx \frac{1}{\pi} \int_0^\Theta \exp \left( -\frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Phi} \right) d\Phi \]

+ \frac{1}{\pi} \int_0^\Theta \exp \left( -\frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Phi} \right) d\Phi \]

(40)

Here we derive an approximation expression of the average SEP for the considered scenario. Firstly, (37) can be written as

\[ P_{e,k} = \mathcal{E} \left[ \frac{1}{\pi} \int_0^\Theta \exp \left( -\frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Phi} \right) d\Phi \right] \]

+ \frac{1}{\pi} \int_0^\Theta \exp \left( -\frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Phi} \right) d\Phi \]

where \( \mathcal{E} [\cdot] \) is the average operation. Now, the first term in (40) can be approximated by [36], [49]

\[ \frac{1}{12} e^{-\sin^2 \left( \frac{\pi}{M} \right)} + \frac{1}{4} e^{-\frac{4\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta}} \] (41)

Similarly, the second term in (40) can be approximated as [36], [49]

\[ \frac{1}{\pi} \int_0^\Theta \exp \left( -\frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Phi} \right) d\Phi \approx \frac{1}{2\pi} \left( e^{-\sin^2 \left( \frac{\pi}{M} \right)} + \frac{1}{4} e^{-\frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta}} \right) \left( \Theta - \frac{\pi}{2} \right) \] (42)

Now substituting (41) and (42) into (40), we can obtain approximated expression of SEP as [36], [49]

\[ P_{e,k} = \mathcal{E} \left[ \frac{1}{12} e^{-\sin^2 \left( \frac{\pi}{M} \right)} + \frac{1}{4} e^{-\frac{4\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta}} \right] \]

+ \frac{1}{2\pi} \left( e^{-\sin^2 \left( \frac{\pi}{M} \right)} + \frac{1}{4} e^{-\frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta}} \right) \left( \Theta - \frac{\pi}{2} \right) \] (43)

which can be written as

\[ P_{e,k} = \frac{1}{12} M_\gamma \left( \sin^2 \left( \frac{\pi}{M} \right) \right) + \frac{1}{4} M_\gamma \left( \frac{4\sin^2 \left( \frac{\pi}{M} \right)}{3} \right) \]

+ \frac{1}{2\pi} \left( M_\gamma \left( \sin^2 \left( \frac{\pi}{M} \right) \right) + \frac{1}{4} M_\gamma \left( \frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta} \right) \right) \left( \Theta - \frac{\pi}{2} \right) \] (44)

Finally using the derived formula in (45), the approximated expression of the average SEP for MU-MISO system using CI precoding technique can be written as in Theorem 2.

\[ P_{e,k} = \left( \frac{\Theta}{2\pi} - \frac{1}{6} \right) M_\gamma \left( \sin^2 \left( \frac{\pi}{M} \right) \right) + \frac{1}{4} M_\gamma \left( \frac{4\sin^2 \left( \frac{\pi}{M} \right)}{3} \right) \]

+ \left( \frac{\Theta}{2\pi} - \frac{1}{4} \right) M_\gamma \left( \frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta} \right) \] (45)

APPENDIX C

This optimization problem in (21) can be formulated in a simpler way as

\[ \min_{\alpha} \sum_{k=1}^{K} P_{e,k} \]

\[ S.t. \sum_{k=1}^{K} a_k = 1, \ a_k \geq 0. \] (46)

For simplicity, substituting (12) into the derived SEP expression in (45) and (46), we can get

\[ \min_{a_k} \sum_{k=1}^{K} \left\{ c_1 \left[ \sum_{i=1}^{n} \partial_i e^{-z_1 a_k p_k c_k |g_i|^2} \right] + c_2 \left[ \sum_{i=1}^{n} \partial_i e^{-z_2 a_k p_k c_k |g_i|^2} \right] \right\} \]

\[ S.t. : \sum_{k=1}^{K} a_k = 1, \ a_k \geq 0 \] (47)

where \( c_1 = \left( \frac{M-1}{N(N-1)!} \right), \ c_2 = \left( \frac{M-1}{N(N-1)!} \right), \ c_3 = \left( \frac{M-1}{N(N-1)!} \right), \)

\( \partial_i = g_i^{-N-1} H_i, \ z_1 = \sin^2 \left( \frac{\pi}{M} \right), \ z_2 = \frac{4\sin^2 \left( \frac{\pi}{M} \right)}{3} \) and \( z_3 = \frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta}. \) The function in (47) is convex in the parameters \( a_k \) over the feasible set defined by linear power ratio constraints, \( \frac{\partial_i}{\partial_{i+1}} P_{e,k} > 0 \) for \( a_k > 0. \) Therefore, the optimization problem (47) can be solved using CVX and other numerical software tools. In order to develop some insights for the power allocation policy we can consider numerical solution of this problem as follows. Following the definitions in [50], the Lagrangian of this optimization problem in (47) can be written as,

\[ \mathcal{L} (p, \lambda) = 1_k^T p + \lambda \left( \sum_{k=1}^{K} a_k - 1 \right), \] (48)

where \( \lambda \) is the Lagrange multiplier satisfying the power constraint. Therefore, the power allocation solution can be found from the conditions

\[ \partial a_k P_{e,k} \]

\[ = \left( \frac{\Theta}{2\pi} - \frac{1}{6} \right) M_\gamma \left( \sin^2 \left( \frac{\pi}{M} \right) \right) + \frac{1}{4} M_\gamma \left( \frac{4\sin^2 \left( \frac{\pi}{M} \right)}{3} \right) \]

+ \left( \frac{\Theta}{2\pi} - \frac{1}{4} \right) M_\gamma \left( \frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta} \right). \]
\[
\frac{\partial}{\partial \theta_k} \mathcal{L}(\mathbf{p}, \lambda) = \lambda - \psi_k = 0, \tag{49}
\]

\[
\frac{\partial}{\partial \lambda} \mathcal{L}(\mathbf{p}, \lambda) = \left( \sum_{k=1}^{K} a_k - 1 \right) = 0, \tag{50}
\]

where \( \psi_k = c_1 \left[ \sum_{i=1}^{n} \omega_{1,k} \vartheta_i e^{-\omega_{1,k} a_k} \right] + c_2 \left[ \sum_{i=1}^{n} \omega_{2,k} \vartheta_i e^{-\omega_{2,k} a_k} \right] + c_3 \left[ \sum_{i=1}^{n} \omega_{3,k} \vartheta_i e^{-\omega_{3,k} a_k} \right] \), \( \omega_{i,j,k} = z_j P_k \zeta_k |g_i|^2 \), \( j = 1, 2, 3 \). From (49), we can notice that \( \psi_k = \psi_{k-1} = \ldots = \psi_1 \), so that

\[
c_1 \left[ \sum_{i=1}^{n} \omega_{1,k} \vartheta_i e^{-\omega_{1,k} a_k} \right] + c_2 \left[ \sum_{i=1}^{n} \omega_{2,k} \vartheta_i e^{-\omega_{2,k} a_k} \right] + c_3 \left[ \sum_{i=1}^{n} \omega_{3,k} \vartheta_i e^{-\omega_{3,k} a_k} \right] = \frac{1}{3} \zeta_k e^{-a_k z_2 P_k \zeta_k |g_1|^2} \tag{51}
\]

Considering the first-order Laguerre polynomial, we can get

\[
c_1 \left[ \omega_{1,k} e^{-\omega_{1,k} a_k} \right] + c_2 \left[ \omega_{2,k} e^{-\omega_{2,k} a_k} \right] + c_3 \left[ \omega_{3,k} e^{-\omega_{3,k} a_k} \right] = \frac{1}{3} \zeta_k e^{-a_k z_2 P_k \zeta_k |g_1|^2} \tag{52}
\]

and

\[
\left( \frac{(M-1)}{2M} - \frac{1}{6} \right) \zeta_k e^{-z_1 P_k \zeta_k |g_1|^2 a_k} = \frac{1}{3} \zeta_k e^{-a_k z_2 P_k \zeta_k |g_1|^2} \tag{53}
\]

From this expression we can notice that, for a given \( \zeta_1 \) and \( \zeta_k \), the equality can be satisfied by

\[
\left( \frac{(M-1)}{2M} - \frac{1}{6} \right) \zeta_k e^{-z_1 P_k \zeta_k |g_1|^2 a_k} = \frac{1}{3} \zeta_k e^{-a_k z_2 P_k \zeta_k |g_1|^2} \tag{54}
\]

In the cases where the users have same path-loss, we can obtain \( a_k = a_1 \) from the all three equations (60), (61) and (62). At high SNR values the last three expressions (60), (61) and (62) can be reduced to

\[
\sum_{k=1}^{K} a_k - 1 = \sum_{k=1}^{K} \frac{\zeta_1 a_1}{\zeta_k} - 1 = 0. \tag{64}
\]

Finally, substituting (65) into (63) we can get the power allocation factor as in Theorem 3.


APPENDIX D

Since the average SEP, $P_{e,k}$, depends totally on the received SNR at user $k$, the user who has minimum SEP, $P_{e,max}$ can be defined as the user who has minimum received SNR, $\gamma_{min} = \min\{\gamma_1, ..., \gamma_K\}$. Therefore, maximum SEP can be calculated by

$$P_{e,max} = \frac{1}{\pi} \int_0^\infty \mathcal{M}_{\gamma_{min}}(z) \, d\Phi,$$

where $\mathcal{M}_{\gamma_{min}}(z)$ is the MGF of the minimum received SNR. In order to find $\mathcal{M}_{\gamma_{min}}(z)$, we need to find the CDF and/or PDF of $\gamma_{min}$, which is the distribution of the minimum of dependent random variables. The CDF of $\gamma_{min}$ can be derived by [51]

$$F_{\gamma_{min}}(\bar{\gamma}) = 1 - \Pr (\gamma_1 > \bar{\gamma}, ..., \gamma_K > \bar{\gamma}).$$

(67)

However, the distribution of minimum dependent random variables cannot be obtained in simple closed form expression. On the other hand, some bounds and approximations of this distribution have been provided in several references, for instance in [51, Sections 5.3 and 5.4]. Accordingly, the CDF of the minimum dependent random variables can be bounded by [51, Section 5.4]

$$F_{\gamma_{min}}(\bar{\gamma}) \simeq 1 - \frac{K}{\Pi_{k=1}} \left[ 1 - F_{\gamma_k}(\bar{\gamma}) \right].$$

(68)

Now, the MGF of the minimum received SNR can be calculated by

$$\mathcal{M}_{\gamma_{min}}(z) = \int_0^{\infty} e^{-z\bar{\gamma}} f_{\gamma_{min}}(\bar{\gamma}) \, d\bar{\gamma}.$$  

(69)

Using integration by parts we can find that

$$\mathcal{M}_{\gamma_{min}}(z) = 1 - z \int_0^{\infty} e^{-z\bar{\gamma}} (1 - F_{\gamma_{min}}(\bar{\gamma})) \, d\bar{\gamma}.$$  

(70)

Substituting (68) into (70) we can get

$$\mathcal{M}_{\gamma_{min}}(z) = 1 - \frac{1}{\Pi_{k=1}} \left[ 1 - F_{\gamma_k}(\bar{\gamma}) \right] \int_0^{\infty} e^{-z\bar{\gamma}} (1 - F_{\gamma_{min}}(\bar{\gamma})) \, d\bar{\gamma}.$$  

(71)

The CDF of the received SNR can be re-presented as $F_{\gamma_k}(\bar{\gamma}) = \frac{\varphi(d/p, (\bar{\gamma}/\alpha_k \theta_k)^p)}{1(d/p)}$, where $\varphi(.)$ is the lower incomplete Gamma function. Thus, $\mathcal{M}_{\gamma_{min}}(z)$ can be written as

$$\mathcal{M}_{\gamma_{min}}(z) = 1 - \frac{z}{\Pi_{k=1}} \left[ 1 - \frac{\varphi(d/p, (\bar{\gamma}/\alpha_k \theta_k)^p)}{\Gamma(d/p)} \right] \int_0^{\infty} e^{-z\bar{\gamma}} (1 - F_{\gamma_{min}}(\bar{\gamma})) \, d\bar{\gamma}.$$  

(72)

Applying Gaussian Quadrature rules, the MGF can be written as

$$\mathcal{M}_{\gamma_{min}}(z) = 1 - \sum_{i=1}^{n} H_i \times \left( \frac{\varphi(d/p, (\bar{\gamma}_i/z_1 \alpha_k \theta_k)^p)}{\Gamma(d/p)} \right) + R_i,$$

(73)

where $\bar{\gamma}_i$ is the $i^{th}$ zero of the Laguerre polynomials [34]. Substituting (73) into (66), the maximum SEP can be calculated as in (74), where $z = \frac{\sin^2(\frac{\Theta}{2})}{\sin^2(\frac{\pi}{M})}$. Using (45) the max SEP can be written as in (75), which can be simplified as in (76). Now, the Min-Max problem can be formulated as

$$\min_a \, P_{e,max} \quad \text{s.t.} \sum_{k=1}^{K} a_k = 1, \, a_k \geq 0$$

(77)

which can be expressed using the approximated SEP formula in (76) as

$$\min_a \left( \frac{\Theta}{2\pi} - \frac{1}{6} \right) \mathcal{M}_{\gamma_{min}} \left( \sin^2 \left( \frac{\pi}{M} \right) \right)$$

$$+ \frac{1}{4} \mathcal{M}_{\gamma_{min}} \left( \frac{4 \sin^2 \left( \frac{\pi}{M} \right)}{3} \right) + \left( \frac{\Theta}{2\pi} - \frac{1}{4} \right) \mathcal{M}_{\gamma_{min}} \left( \frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta} \right)$$

(78)

and

$$\min_a \left( \frac{\Theta}{\pi} - \frac{1}{6} \right)$$

(79)

where $C_1 = \frac{\Theta}{\pi} - \frac{1}{6}$, $C_2 = \frac{1}{4}$, $C_3 = \frac{\Theta}{\pi} - \frac{1}{4}$, $z_1 = \sin^2 \left( \frac{\pi}{M} \right)$, $z_2 = \frac{4 \sin^2 \left( \frac{\pi}{M} \right)}{3}$ and $z_3 = \frac{\sin^2 \left( \frac{\pi}{M} \right)}{\sin^2 \Theta}$. Considering the first-order Laguerre polynomial, we can get (24).
\[
P_{e,\text{max}} = \frac{1}{\pi} \int_{0}^{\frac{\pi M - \pi}{8}} \left(1 - \sum_{i=1}^{n} H_i \left( \frac{K}{\Pi k=1} \left[ 1 - \varphi \left( \frac{d/p, (\gamma_i/\alpha_k \theta_k p)^P}{\Gamma(d/p)} \right) \right] \right) + R_i \right) d\Phi, \tag{74}
\]

\[
P_{e,\text{max}} = \left( \frac{\Theta}{2\pi} - \frac{1}{6} \right) \left( 1 - \sum_{i=1}^{n} H_i \left( \frac{K}{\Pi k=1} \left[ 1 - \frac{\varphi \left( \frac{d/p, (\gamma_i/\sin^2 (\frac{\pi}{\Theta}) \alpha_k \theta_k p)^P}{\Gamma(d/p)} \right) }{\Gamma(d/p)} \right] \right) \right) + \frac{1}{4} \left( 1 - \sum_{i=1}^{n} H_i \left( \frac{K}{\Pi k=1} \left[ 1 - \frac{\varphi \left( \frac{d/p, (\gamma_i \sin^2 \Theta/\sin^2 (\frac{\pi}{\Theta}) \alpha_k \theta_k p)^P}{\Gamma(d/p)} \right) }{\Gamma(d/p)} \right] \right) \right) \right) + \left( \frac{\Theta}{2\pi} - \frac{1}{4} \right) \left( 1 - \sum_{i=1}^{n} H_i \left( \frac{K}{\Pi k=1} \left[ 1 - \frac{\varphi \left( \frac{d/p, (\gamma_i/\sin^2 (\frac{\pi}{\Theta}) \alpha_k \theta_k p)^P}{\Gamma(d/p)} \right) }{\Gamma(d/p)} \right] \right) \right). \tag{75}
\]

\[
P_{e,\text{max}} = \left( \frac{\Theta}{\pi} - \frac{1}{6} \right) - \left( \frac{\Theta}{2\pi} - \frac{1}{6} \right) \left( \sum_{i=1}^{n} H_i \left( \frac{K}{\Pi k=1} \left[ 1 - \frac{\varphi \left( \frac{d/p, (\gamma_i/\alpha_k \theta_k p)^P}{\Gamma(d/p)} \right) }{\Gamma(d/p)} \right] \right) \right) - \frac{1}{4} \left( \sum_{i=1}^{n} H_i \left( \frac{K}{\Pi k=1} \left[ 1 - \frac{\varphi \left( \frac{d/p, (\gamma_i/\alpha_k \theta_k p)^P}{\Gamma(d/p)} \right) }{\Gamma(d/p)} \right] \right) \right) - \left( \frac{\Theta}{2\pi} - \frac{1}{4} \right) \left( \sum_{i=1}^{n} H_i \left( \frac{K}{\Pi k=1} \left[ 1 - \frac{\varphi \left( \frac{d/p, (\gamma_i/\alpha_k \theta_k p)^P}{\Gamma(d/p)} \right) }{\Gamma(d/p)} \right] \right) \right). \tag{76}
\]
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