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ABSTRACT 

Many fundamental aspects of auditory processing occur even when we are not 

attending to the auditory environment. This has led to a popular belief that auditory 

signals are analysed in a largely pre-attentive manner, allowing hearing to serve as an 

early warning system. However, models of attention highlight that even processes that 

occur by default may rely on access to perceptual resources, and so can fail in 

situations when demand on sensory systems is particularly high. If this is the case for 

auditory processing, the classic paradigms employed in auditory attention research are 

not sufficient to distinguish between a process that is truly automatic (i.e., will occur 

regardless of any competing demands on sensory processing) and one that occurs 

passively (i.e., without explicit intent) but is dependent on resource-availability. An 

approach that addresses explicitly whether an aspect of auditory analysis is contingent 

on access to capacity-limited resources is to control the resources available to the 

process; this can be achieved by actively engaging attention in a different task that 

depletes perceptual capacity to a greater or lesser extent. If the critical auditory 

process is affected by manipulating the perceptual demands of the attended task this 

suggests that it is subject to the availability of processing resources; in contrast a 

process that is automatic should not be affected by the level of load in the attended 

task. 

This approach has been firmly established within vision, but has been used 

relatively little to explore auditory processing. In the experiments presented in this 

thesis, I use MEG, pupillometry and behavioural dual-task designs to explore how 
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auditory processing is impacted by visual perceptual load. The MEG data presented 

illustrate that both the overall amplitude of auditory responses, and the computational 

capacity of the auditory system are affected by the degree of perceptual load in a 

concurrent visual task. These effects are mirrored by the pupillometry data in which 

pupil dilation is found to reflect both the degree of load in the attended visual task 

(with larger pupil dilation to the high compared to the low load visual load task), and 

the sensory processing of irrelevant auditory signals (with reduced dilation to sounds 

under high versus low visual load). The data highlight that previous assumptions that 

auditory processing can occur automatically may be too simplistic; in fact, though 

many aspects of auditory processing occur passively and benefit from the allocation of 

spare capacity, they are not strictly automatic. Moreover, the data indicate that the 

impact of visual load can be seen even on the early sensory cortical responses to 

sound, suggesting not only that cortical processing of auditory signals is dependent on 

the availability of resources, but also that these resources are part of a global pool 

shared between vision and audition. 
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IMPACT STATEMENT 

In everyday environments, our auditory and visual perceptual systems are 

bombarded by a large amount of information – there is a perpetual stream of incoming 

sights and sounds that we cannot process all at once. In order to focus on a task, we 

must filter out data that is irrelevant and give our attention only to information that 

relates to the task at hand. This process, called selective attention, is fundamental to 

our ability to avoid distraction. However, filtering out all information that is not related 

to the current task leaves us open to missing unexpected but nonetheless important 

events, such as someone calling our name, an alarm, or even someone walking 

suddenly into the road while we are driving. It is therefore vital that the brain 

maintains some degree of monitoring of the environment outside our current task so 

that any potentially relevant information can be brought to our attention. Since we 

receive auditory information from all directions regardless of the way we are facing, 

and we cannot shut our ears as we do our eyes, hearing has the potential to act as an 

early warning system that constantly monitors the environment. However, processing 

all the information that reaches our ears is a complex task, and it is currently unclear 

whether auditory processing requires access to (potentially limited) resources. If this is 

the case, in situations where there is a lot of information to process, the auditory 

system may become overwhelmed and fail to perform its role as an early warning 

system. Understanding whether this is the case is critical so that we know whether we 

can rely on our hearing to warn us of potential dangers. Another question that remains 

unclear is whether any resource pool for processing is exclusive to hearing, or if 

perhaps it is shared with other sensory systems. Can incidents such as failing to hear 
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your name when called be exacerbated when you are focused on a demanding visual 

task such as playing video games or driving? With modern technology and the advent 

of smart devices, we are more and more often subject to multiple streams of 

information coming in both visually (e.g., the news feed on a phone, the street in front 

of us as we walk) and via audition (e.g., alert tones, music, and people around us 

talking), making this issue a timely one. The aim of the work in this thesis is to 

understand the degree to which visual information processing can interfere with 

hearing. The results show that high demands on the visual system can result in 

reduced sensory processing of sound to the point where we can become ‘deaf’ to 

sounds that should be audible. Thus, in order for hearing to serve its purpose as an 

early warning system, we must be careful not to overload either the auditory or visual 

systems with information. 
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CHAPTER 1: INTRODUCTION 

1.1 AUDITORY PROCESSING AND ATTENTION 

The auditory system is constantly receiving information and cannot be switched 

off as we do in vision when we shut our eyes. We also receive auditory information 

from all directions at once, unlike vision which is restricted to the field of view. 

Because of this, a popular view is that hearing serves as an early warning system that 

automatically monitors the environment and alerts us to potentially important sounds 

(Eramudugolla et al., 2005; Demany et al., 2010; Näätänen et al., 2010; Masutomi et 

al., 2016; Murphy et al., 2017).  However, in order for the auditory system to perform 

this role effectively, analysis of auditory scenes must occur even when our attention is 

engaged elsewhere. It is therefore vital that we understand the extent to which 

auditory processing occurs for sounds that fall outside the explicit focus of attention, in 

order to establish whether it is safe to rely on our hearing to alert us when necessary. 

The question of how attention affects auditory processing is one which has 

received a great deal of interest. In the first section of this chapter, I will review 

previous approaches and the conclusions that have been drawn. 

1.1.1 Effect of active attention 

1.1.1.1 Experimental paradigms 

The vast majority of previous research has explored this question by 

manipulating the explicit focus of attention. This approach was facilitated by the 

advent of electrophysiology, since neural activity could be used as an objective 

measure of the processing of unattended auditory stimuli in cases where attention was 
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engaged in an alternate task. One popular paradigm in electrophysiological studies has 

been to contrast a condition where attention is directed towards the critical auditory 

stimuli (‘active’) with a condition of ‘passive’ listening, where participants either 

perform no task or engage in an on-going (typically visual) task such as reading or 

watching a silent film. One drawback of this approach is that over the timeframes used 

in these passive conditions (in the order of minutes but often up to an hour), attention 

naturally shifts focus within the environment. The propensity for these shifts will vary 

from subject to subject and also throughout the experiment, so it is possible (perhaps 

even likely) that there are times when participants’ attention is directly focused on the 

auditory signals. 

A second approach that attempts to account for this confound is the ‘attend vs 

ignore’ paradigm, in which neural activity is contrasted between active attention and a 

condition where participants perform an alternative task based on separate stimuli. In 

this paradigm both critical and ‘decoy’ stimuli are presented in all conditions – only the 

focus of attention is manipulated – giving control of low-level stimulus characteristics. 

Additionally, since the critical and decoy task stimuli are usually presented 

concurrently, performance on the decoy task can be used to gauge how well attention 

was controlled during the ignore condition. For these paradigms, the decoy tasks are 

typically visual, or an auditory task presented in the opposite ear to the critical stimuli, 

to avoid low-level stimulus interference. 

A third approach to investigate the effect of attention is to contrast responses 

to sounds that were cued versus uncued. This paradigm relies on the fact that 

attention can be pre-emptively focused on certain aspects of the auditory scene, for 
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instance a certain frequency or spatial location. During uncued listening, attention 

must be spread widely to accommodate the large variety of potential stimuli, resulting 

in relatively diffuse coverage, whereas a cue allows the listener to explicitly focus their 

attention in expectation of the stimulus. 

Across this variety of approaches, active attention has reliably been shown to 

improve auditory processing. In the rest of this section, I will briefly summarise the 

ways in which active attention has been shown to affect various aspects of auditory 

processing. 

1.1.1.2 Enhancement of evoked responses 

The most straightforward influence of active attention is manifest as an 

enhancement of evoked responses to auditory stimuli. This effect has been seen as 

early as the brainstem. When auditory signals are modulated in amplitude at a set rate 

(usually at relatively low frequencies to avoid inducing a pitch percept) they will elicit 

activity called the frequency following response (FFR), where neural firing in the 

brainstem timelocks to the envelope of the auditory stimulus. FFR responses have 

been shown to be stronger to stimuli presented to the attended ear relative to those 

presented to the unattended ear (Hoormann et al., 2000). Similarly, early cortical 

sound-evoked responses such as the P1, N1 and P2 onset responses (and their MEG 

counterparts, the M50, M100 and M200) are larger for sounds that are attended 

versus ignored, and for cued versus uncued sounds (Hillyard et al., 1973; Parasuraman, 

1978; Hansen and Hillyard, 1983; Woldorff et al., 1987; Woldorff et al., 1993). 
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1.1.1.3 Change detection 

In addition to the basic signal enhancement that can occur when attention is 

engaged, there is also evidence that attention can affect various vital aspects of 

auditory processing. One of the most fundamental of these is the task of detecting 

changes in the auditory soundscape, since any change from the current, known state 

may provide new and potentially relevant information about the environment. There 

has been considerable work invested in mapping the neural activity associated with 

changes in the auditory environment. This work has characteristically focused on an 

event-related potential (ERP) component termed the mismatch negativity (MMN) that 

is elicited in response to a deviation within an established auditory signal (Näätänen et 

al., 2007 provides an extensive review). 

 

Figure 1.1: Schematic of the MMN ‘Oddball’ Stimulus, from Sussman et al. 

(2014) 

A. Schematic for the classic oddball paradigm, in which frequent ‘standard’ tones are 

presented with occasional ‘deviant’ tones occurring at random, infrequent positions. 

This stimulus design elicits an MMN response. B. Schematic for a modified oddball task 

where the deviant tone is equally rare, but occurs at predictable intervals. This stimulus 

design typically does not elicit an MMN.  
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The stimuli classically used to explore the MMN consist of a regular sequence 

of identical ‘standard’ tones, with rare deviants that occur along a low-level feature 

such as pitch, intensity, or duration – referred to as ‘oddball’ paradigms (Figure 1.1). 

However, MMNs have also been found to occur in response to violation of more 

complex patterns (e.g. Saarinen et al., 1992; Alain et al., 1994; Alain and Woods, 1997; 

Sussman et al., 1998b; Alain et al., 1999a; Alain et al., 1999b; Paavilainen et al., 2001), 

suggesting that the MMN is not simply a low-level deviance-detection mechanism. A 

particularly good illustration of this is a paradigm where a local pitch deviant (B) occurs 

at a predictable point in a sequence (e.g., AAAAB-AAAAB), with rare pattern deviants 

also occurring (see Figure 1.1B). For slow presentation rates the B tone reliably elicits 

an MMN (Scherg et al., 1989), but at faster rates that encourage temporal grouping, B 

tones in the common sequence (AAAAB) did not elicit an MMN, only those within 

pattern deviants triggered the response (Sussman et al., 1998b). The same effect can 

be produced at slower rates by asking participants to explicitly attend to the pattern 

(Sussman et al., 2002), illustrating that focused attention can guide the MMN process. 

A similar effect of attentional focus was illustrated by Sussman et al. (1998a), who 

showed that guiding attention towards a subset of tones within a sequence (high 

tones) allowed for elicitation of an MMN to deviant patterns within that subsequence 

that did not occur when both low and high tones were attended together. One model 

proposed by Sussman (2007) to explain the effect of attention focus is that it guides 

the formation of the standard: during stimulus competition, selective attention 

isolates stimuli of interest on which the standard should be based, and also allows for 

the formation of more sophisticated rules. 
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1.1.1.4 Segregating concurrent, static sounds 

In order to perform many of its core functions (including some of the more 

sophisticated versions of change detection described in the previous section), the 

auditory system must first separate information that arrives at the ear as one 

compound signal back into separate auditory objects. This process, broadly referred to 

as scene analysis, must occur even though signals from separate objects typically 

overlap spectrally and temporally, and also fluctuate over time. 

 

Figure 1.2: Schematic of the ‘Mistuned Harmonic’ Stimulus from Snyder et al. 

(2012) 

Typically, natural sounds consist of harmonic complexes (left), which are formed of 

frequencies of integer multiples of the fundamental, f0. In the mistuned stimulus (right) 

the frequency of one of the components is shifted so that it is no longer an integer 

multiple of the fundamental. 

One of the low-level cues underlying scene analysis is harmonicity: concurrent 

sound components that form a harmonic complex (i.e., consist of integer multiples of a 

common frequency, see Figure 1.2) are likely to be grouped together and perceived as 
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a single auditory object (Lipp et al., 2010). Similarly, on- and offset synchrony also act 

as a strong cue that sound components have a shared source. The effect of mistuning 

one of the sound components, or giving it an onset asynchrony relative to the main 

complex, is that the single component is likely to be segregated perceptually from the 

rest of the sound, and heard as a distinct auditory object. The percept of a separate 

object occurs more readily for components that show a large deviation from the 

expected frequency or time, i.e., these factors provide an inherent, or endogenous cue 

for segregation. However, components that are cued exogenously (by, for example, a 

cue tone that precedes the sound complex and occurs at the frequency of the 

segregable component), are also more likely to be perceived as segregated (Darwin et 

al., 1995). ERP studies support these behavioural findings, showing that there is a 

greater distinction between the ERPs to tuned versus mistuned sound complexes 

during active listening than passive listening (Alain et al., 2001). There is also evidence 

that top-down attention can be used to enhance stimulus processing of particular 

features of interest; Dyson and Alain (2008) changed the task instructions so that 

participants attended to either the harmonicity (tuned vs mistuned) or the overall 

pitch (high vs low) of harmonic complexes, and illustrated that an enhanced P2 

occurred in response to mistuned signals only when the current task was based on 

harmonicity cues. These findings suggest that while attention can improve segregation 

whether it is en- or exogenously cued, endogenous cues alone may not always be 

sufficient for segregation.  
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1.1.1.5 Segregating simple sequences of tones – the streaming paradigm 

 

Figure 1.3: Schematic of the ‘Streaming’ Stimulus, from Snyder et al. (2012).  

The streaming stimulus consists of sequences of regularly presented tones of two 

different frequencies (A and B) in a pattern: ABA-ABA-. Two percepts are possible; the 

first is illustrated in the top panel, in which tones at both frequencies are perceived as 

part of a single stream with an alternating pitch pattern – referred to as ‘coherent’ or 

‘fused’ percept. The second possibility (illustrated in the bottom panel) is that the tones 

at the two frequencies are perceived as separate streams, each of which consists of 

tones at only one frequency – referred to as ‘segregated’ or ‘streamed’. 

In contrast to segregating concurrent sounds – a process during which 

overlapping signals must be resolved into independent auditory representations – 

another process that contributes to resolving an auditory scene is the binding of 

components that occur at different times if they are likely to represent on-going 

activity from a single source. This process allows an evolving auditory scene to be 

perceptually segregated into multiple ‘streams’ that represent different objects. The 

paradigm that has been most widely used to explore this stream segregation uses 

regular sequences of pure tones, typically of just two different frequencies (A and B), 

which are presented in a regular pattern ABA-ABA-ABA-, where the dash indicates a 
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silent gap (van Noorden, 1975). With the right parameters for tone frequencies and 

presentation rate, this creates an ambiguous signal that can be perceived as fused (i.e., 

one stream with alternating frequencies) or segregated into two on-going streams (A - 

A - A - A and B - - - B - - - B). Typically, sounds are initially perceived as a single fused 

stream, but over time the percept of two separate streams can build up. 

Stimulus parameters that affect the build-up of streaming include the 

frequency difference between tones in the stream, and the rate of presentation, with 

larger frequency differences and faster rates both leading to a faster build-up of 

segregated streams (van Noorden, 1975; Anstis and Saida, 1985). However, there is 

also considerable evidence that top-down attention can impact the build-up of 

streaming. Carlyon et al., (2001) presented the ABA segregation stimuli to one ear and 

a competing auditory task to the other ear – participants performed one condition 

where they attended to the streaming signals and reported when they perceived two 

streams, and a second condition when they performed the competing task for 10 

seconds before switching to the streaming task. The results showed that when 

participants had been attending to the alternative task stimuli, their percept of the 

ABA signals was considerably less likely to have built up to ‘segregated’ relative to 

when they had been attending to the streaming signals throughout. Using a similar 

paradigm, Cusack et al., (2004) illustrated that any time attention was switched away 

from the streaming signals, the build-up of streaming was abruptly reset to the default 

of one fused stream. These findings suggest that not only does attention provide 

substantial facilitation of streaming, but in some cases, it may even be necessary for 

streaming to occur. 
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1.1.2 What is the fate of ignored sound? 

The cases where auditory processes appear to fail if attention is not engaged 

highlight an important question: though there is broad consensus that auditory 

processing can be improved with explicit, directed attention, the extent to which 

effective auditory processing occurs when our attention is directed elsewhere remains 

much more unclear. There is considerable evidence that some degree of auditory 

processing can occur without explicit intent; for instance, it is common for an 

unexpected sound to capture our attention even when we are focused on a task (e.g. 

Näätänen and Michie, 1979). This phenomenon of attention capture serves a vital 

evolutionary function, since unexpected or salient auditory events may indicate a 

(potentially dangerous) change in the environment, but requires the auditory system 

to be perpetually monitoring the auditory environment. Fully processing the auditory 

scene at all times would be computationally intensive, and in many situations (such as 

when we need to maintain focus on a visual task) may in fact prove disruptive if our 

attention is easily captured by irrelevant sounds. It is therefore vital to understand 

how a balance is established between these two factors, and in particular to determine 

which aspects of auditory processing occur when sound is ignored. 

1.1.2.1 Change detection 

 One of the key aspects likely to be part of any early warning system that allows 

unexpected sounds to trigger attention capture is a change detection mechanism 

(Näätänen and Michie, 1979). There is considerable evidence that changes in low-level 

features of an auditory signal do indeed lead to attention capture, even in situations 

when these changes are expected and known to be irrelevant (Dalton and Lavie, 2004). 
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During attention capture paradigms, MMN responses typically occur to all deviant 

stimuli, regardless of whether participants are actively engaged in a task (Escera et al., 

1998; Schröger and Wolff, 1998; Escera and Corral, 2007), though they are larger for 

deviants that result in attention capture (Sabri et al., 2013). This is consistent with the 

classic view that the MMN reflects an automatic process, making it a plausible 

candidate for an early warning system. 

 However, there have also been studies which call the role of the MMN as 

automatic into question. Even for simple deviants such as a change in pitch or intensity 

in a series of otherwise uniform pure tones, directing attention away from signals to a 

competing set of stimuli can abolish the MMN responses to the unattended ear. 

Woldorff, Hackley and Hillyard (1991) presented independent sequences of tones to 

each ear, with participants attending to one ear and ignoring the other. They found 

that MMNs elicited by intensity deviants in the unattended ear were smaller than 

those to the attended ear, and that when the presentation speed was increased, the 

unattended ear MMNs decreased to the point where they were not detectable. 

Subsequent studies have shown similar effects of attention on MMNs to deviants 

along various stimulus features (e.g. Trejo et al., 1995; Woldorff et al., 1998; Sussman 

et al., 2003), suggesting that many facets of the process may be more reliant on 

attention than was commonly understood.  

1.1.2.2 Sound segregation 

Another aspect of auditory processing where the role of attention remains 

unclear is sound segregation. As reviewed in section 1.1.1.5, some studies have 

suggested that in order to achieve perceptual segregation in the streaming paradigm, 



CHAPTER 1 

12 
 

attention must be maintained on the stimuli since the percept of two separate streams 

appears to build up, and is rapidly disrupted when attention is disengaged (e.g. Carlyon 

et al., 2001; Cusack et al., 2004; Thompson et al., 2011; Billig and Carlyon, 2016). 

However, there is also some evidence that this type of streaming can occur 

outside the focus of attention. For instance, Macken et al. (2003) probed streaming 

using the irrelevant sound effect, in which presentation of distracting sounds during a 

delay period can impair short-term (internally rehearsed) recall of letter sequences. 

This paradigm relies on the fact that irrelevant sounds are more disruptive to serial 

recall when they are perceived as an alternating single source compared to when they 

are heard as separate, ‘static’ sources. Macken et al. used the ABA- streaming signals 

as the distractor sounds while participants actively engaged in a serial recall task. They 

showed that increasing the speed of presentation of the streaming signals (a 

manipulation known to improve the build-up of streaming when sounds are attended) 

affected the degree to which the irrelevant sounds interfered with the recall task. This 

suggests that the degree of streaming of the distractor sounds had been manipulated, 

in spite of the fact that explicit attention was not focused on the streaming signals in 

any of the conditions. Evidence that some streaming can occur even for ignored signals 

was also shown using MMN paradigms, where, for example Sussman et al. (1998a) 

presented MMN-style deviance signals while participants read a book. The MMN 

signals contained two independent sequences, presented within distinct frequency 

regions, for which pattern deviants were only apparent once the signal was separated 

into the two sub-streams. They showed that for slow presentation rates (where 

streaming is less likely) there were no MMNs to the deviants, but at a faster rate the 
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MMNs were elicited, suggesting that for the fast presentation, signals were streamed 

even though attention was not (apparently) involved. This study and others with 

similar results (e.g. Sussman et al., 1999; Sussman et al., 2001; Nager et al., 2003; 

Müller et al., 2005) led to claims that streaming must occur preattentively, and even 

that it was part of an ‘automatic auditory intelligence’ that performs processes such as 

sound organisation, stream segregation and pattern encoding, and which monitors the 

resulting objects for change (Näätänen et al., 2010). 

The conclusions drawn based on different experimental paradigms differ 

profoundly, with one view stating that auditory streaming is part of an automatic 

scene analysis that is engaged in passively monitoring the environment, and the other 

suggesting that attention must be actively maintained on the streaming signals for 

segregation to occur. 

1.2 ATTENTION THEORY 

The examples given in the previous section illustrate that there remains a deep-

seated confusion about the degree to which unattended auditory stimuli are 

processed. Within vision this question was also the basis for a long-standing debate; 

‘early selection’ accounts (e.g. Broadbent, 1958; Neisser and Becklen, 1975) proposed 

that irrelevant sensory input is filtered out at a low level before it is processed, 

whereas ‘late selection’ accounts (e.g. Deutsch and Deutsch, 1963; Tipper, 1985)  

claimed that unattended information is processed to a much higher level before being 

discarded by the attentional filter. There was a wealth of support for both arguments, 

with irrelevant information being processed to different levels in different situations 

(see Driver, 2001 for a review). One theory that proposes a resolution to these 
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apparently disparate accounts is Load Theory of Attention and Cognitive Control 

(Lavie, 1995, 2005, 2010). The model has received substantial support within vision, 

providing an account that can explain instances of both early and late selection. 

However, Load Theory has yet to be applied with any consensus to auditory 

processing. 

1.2.1 Load Theory 

Load Theory proposes that there is a limited processing capacity available 

during perception. Attention guides perception by giving priorities, so that task-

relevant stimuli are processed preferentially. However, crucially, sensory processing 

continues automatically until capacity is reached, even if this means processing stimuli 

that are outside the explicitly attended task set. Thus, the extent to which irrelevant 

stimuli are processed depends both on how much processing capacity is used up by 

the attended task (perceptual load), and how well the cognitive system maintains the 

processing hierarchy (an ability which is affected by the degree of cognitive load).  

1.2.1.1 Perceptual Load 

The degree to which a task depletes processing resources is referred to as its 

perceptual load. If a task involves a high level of perceptual load, it may exhaust 

perceptual capacity so that irrelevant stimuli are not processed (leading to, in effect, 

early selection). In contrast, if an attended task is of low perceptual load, the excess 

perceptual capacity will ‘spill over’ and process irrelevant stimuli (i.e., late selection). 

Perceptual load is quantified by the overall amount of perceptual information 

that must be processed in order to perform the task, and the time available for that 

processing. The overall amount of perceptual information is affected by a number of 
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factors. The first is the number of objects to be processed: assuming all other factors 

are equal, tasks where a large number of objects must be processed generally induce a 

higher perceptual load than those with fewer objects. The second factor is how 

complex the objects are: simple objects such as a uniformly coloured circle (which are 

comprised of relatively few low level features) can be considered to contain inherently 

less perceptual information than a more complex objects formed of multiple features 

(for instance a series of different coloured circles embedded within one another), and 

thus induce a lower level of perceptual load. Coupled closely with these first two 

factors is the level to which the objects must be processed in order to complete the 

task (Craik and Lockhart, 1972). For a display of different coloured shapes, for example, 

one might be required to identify whether there is any blue shape present (‘pop out’ 

or feature search; relatively low load) or whether there is a blue triangle present 

(conjunction search; higher load) – the former requires only low level features to be 

processed, while the latter requires the separate features of every object to be bound 

together (Treisman and Gelade, 1980), and is thus impacted both by the number of 

relevant features and the overall number of objects. Finally, the speed at which 

processing must occur can affect the perceptual load, with higher rates of information 

processing (for example a rapid serial presentation of objects, or a single display with a 

very short presentation time) inducing higher perceptual load. 
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Figure 1.4: Examples of Perceptual Load Manipulations. 

A. Visual search task adapted from Lavie (2005). The task is to detect a target letter (X 

or N) within the circular array presented at fixation. Perceptual load is manipulated by 

varying the similarity between target and non-target objects. An irrelevant visual 

stimulus (N), which may be congruent or incongruent with the current target, is 

displayed peripherally. Both array examples contain a target of X, making the 

peripheral N stimulus incongruent in both cases. B.  Visual search task adapted from 

Lavie (1995). The task is to detect a target letter (X or Z) within the string of letters 

presented horizontally across the centre of the display. Perceptual load is manipulated 

by the number of letters in the search array. An additional irrelevant stimulus that is 

compatible, incompatible, or neutral relative to the target is presented peripherally. C. 

RSVP task adapted from Schwartz et al. (2005). The task involves rapid foveal 

presentation of a series of coloured crosses which have an upright or inverted 

orientation. The low load task is to detect any red cross (feature search), while in high 

load targets are defined by a combination of features (yellow upright or green inverted) 

– conjunction search. Radial checkerboard stimuli are presented around the periphery, 

with black and white segments that are inverted at a regular rate (e.g., 8.5Hz). 
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In experimental situations, perceptual load is often manipulated within a visual 

search task, where a number of objects are displayed simultaneously on screen for a 

brief duration (Lavie, 1995; Lavie and Cox, 1997; Lavie and Fox, 2000), or in a rapid 

serial visual presentation (RSVP), during which single objects are presented in series in 

the same location with a fixed presentation rate (Schwartz et al., 2005). For these tasks 

perceptual load can be manipulated based on the factors described above, for 

example increasing the number of items in the search display (e.g. Lavie, 1995; Figure 

1.4B) contrasting a feature search (low load) with a conjunction search (high load) (e.g. 

Lavie and Cox, 1997; Schwartz et al., 2005; Figure 1.4C), changing the degree to which 

non-target objects resemble the target (few features in common – low load; many 

shared features – high load; Figure 1.4A) (Lavie and Cox, 1997; Macdonald and Lavie, 

2008; Lavie et al., 2009), and is higher when stimuli are presented more briefly or at 

faster rates. Another task which has been shown to manipulate perceptual load is the 

multiple object tracking task, where participants must monitor the movement of a 

subset of target objects within a display of independently moving, visually identical 

objects (Jovicich et al., 2001; Eayrs and Lavie, 2018). For this task, both the number of 

target objects and the speed at which the objects move affect the perceptual load.  

1.2.1.2 Cognitive Load 

Load Theory proposes that another important factor during selective attention 

is cognitive control. It posits that during perception the cognitive system enforces a 

hierarchy of priorities on stimulus processing based on the top-down task set, so that 

relevant information is processed preferentially. Cognitive control may also play a role 

later in processing: if perceptual capacity exceeds the demands of the attended task 
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and irrelevant stimuli are processed in addition to task-relevant stimuli, cognitive 

resources may also be involved in a late selection process to filter out the extraneous 

information so that it does not disrupt the conscious decision-making process. 

In contrast to high perceptual load, which typically reduces distractor 

interference, if there is high load on cognitive resources, selective attention functions 

may be disrupted, and so irrelevant information is in fact more likely to be processed. 

This occurs in two ways: firstly, the hierarchy for allocation of perceptual resources 

may not be enforced appropriately, so that irrelevant information may be given the 

same weight as task-relevant information. In this situation, task-relevant stimuli may 

not be processed sufficiently to perform the task. Moreover, the irrelevant information 

is likely to have been more highly processed than desired. This compounds with the 

second factor, which is that the reduced availability of cognitive resources means the 

system is less able to filter out irrelevant information at a late stage. Together, these 

effects of high cognitive load mean that irrelevant information is more likely to capture 

attention, interfering with performance or even distracting from the attended task. 

Cognitive load has typically been realised in experimental settings by placing 

demand on short term echoic memory, for instance requiring participants to hold a 

sequence of digits in mind while they perform another task (Lavie et al., 2004; Lavie 

and De Fockert, 2005), with a longer digit string inducing higher cognitive load. 

Another classic task uses a series of sequentially presented items, for which 

participants have to identify matches between the current item and one that was 

presented a set number of places earlier (n-back matching), with higher cognitive load 

occurring with larger n-back (Schulz et al., 2014). Interestingly, visual short-term 
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memory tasks (e.g. Todd et al., 2005), lead to effects on distractor processing that align 

with perceptual, rather than cognitive load. This suggests that though maintaining 

information in auditory/echoic short-term memory acts as cognitive load, the process 

of visual short-term recall, which may rely on maintaining a visual image in mind, may 

engage perceptual processing mechanisms. 

Though in experimental settings cognitive load is operationalised in ways that 

offer controlled manipulation of resources, in reality factors that place load on the 

cognitive system are likely to  extend broadly to other aspects of executive function  

such as task-switching, remembering a complex rule set or high level decision making. 

Similarly, while it is important to be able to separately manipulate load on cognitive 

and perceptual resources experimentally in order to explore their effects 

independently, most ‘real-world’ tasks place load on both perceptual and cognitive 

systems, and thus are likely to induce a complex effect on selective attention. 

1.2.1.3 Load as a tool to probe sensory processing during resource scarcity 

One consequence of the automatic use of leftover resources is that it is not 

trivial to distinguish experimentally between processes which are truly automatic (i.e., 

do not require access to processing resources, and will occur without fail regardless of 

attentional state) and those which will occur by default when resources are available, 

but may still be disrupted if resources are sufficiently depleted. The approach that has 

been developed to examine whether a process is susceptible to capacity limits is a 

perceptual load paradigm. The aim is to control the perceptual resources available to 

the process of interest (the critical process) by focusing explicit attention on a 

concurrent competing task that depletes these resources to a greater or lesser degree 
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depending on its perceptual load. A process that is truly automatic should proceed 

equally well regardless of the load of the attended task, while a process that occurs by 

default but is nonetheless dependent on resource availability will suffer as load is 

increased. 

There are several considerations to be borne in mind when designing a 

perceptual load manipulation. The first is that perceptual and cognitive load have 

strikingly different effects on the processing of irrelevant stimuli: high perceptual load 

decreases distractor processing (as there is less surplus processing capacity) whereas 

high cognitive load increases both the processing of irrelevant information and the 

likelihood that it captures attention. It is therefore important that tasks manipulate 

perceptual demands (in order to control the resources available to the critical task) 

while keeping cognitive demands relatively low, so that processing priorities are 

maintained. It is also important that the perceptual load of the attended tasks is 

calibrated to levels of demand where there is likely to be a measurable effect on the 

processing of the critical stimuli – ideally the low load task should leave plenty of 

surplus capacity while the high load task should approach or exceed perceptual 

capacity.  

Another aspect of the design that must be considered is how to obtain a 

measure of processing of critical stimuli that are (ideally) irrelevant from the 

participants’ perspective. For behavioural experiments this leaves relatively few 

options; one is that participants should be engaged for several trials solely in the load 

task, with the critical stimulus presented unexpectedly during the final trial. 

Participants’ percept is then probed (e.g., ‘did you see anything unexpected in the last 
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trial?), giving a measure of how well the irrelevant stimulus was processed. While this 

provides a strong control of attention, the paradigm is effectively limited to one critical 

trial per participant, and different levels of load must be compared between groups. 

Another option is that participants are asked to perform two tasks simultaneously 

(‘dual task’ paradigms), but are encouraged to prioritise the load task, while the critical 

task is secondary. Various strategies can be employed to help ensure that task 

priorities are maintained, such as requiring a speeded response to the primary task, or 

giving feedback or reward based on primary task, but the resource manipulation will 

necessarily be weaker than in a single task setting, since the critical stimuli are always 

part of the explicit task set rather than being irrelevant, and also because the 

coordination required to perform the dual task induces a level of cognitive load. Other 

paradigms use an indirect, objective measure of processing of the irrelevant stimuli, 

such as measuring the impact the irrelevant stimuli have on performance on the 

attended task (contrasting performance on trials when a critical stimulus is present 

versus absent), or by probing the degree to which irrelevant stimuli result in priming, 

for example. 

For neural imaging studies a much more straightforward approach can be 

employed, since they provide a direct measure of processing. However, it is necessary 

to ensure that neural responses to the critical stimuli are separable from those to the 

load task stimuli, and that the neural response associated with the critical stimuli is 

sensitive enough to act as a quantitative index of processing. There are a number of 

ways in which responses to the load and critical stimuli can be separated. With fMRI 

data there is sufficient spatial accuracy that responses in two distinct modalities, or 
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even stimuli presented to different locations in the visual field (such as left versus right 

hemisphere or foveal versus peripheral locations), can be distinguished based on the 

cortical region activated. Similarly, some brain regions respond to specific visual 

features (such as V5/MT which responds to movement) or objects (such as the 

parahippocampal place area, PPA, or the fusiform face gyrus, FFG, which respond to 

locations and faces respectively), so using critical stimuli that will activate these areas 

(with load stimuli that do not) allows for a direct index of critical stimulus processing. 

For EEG and MEG, it is possible to select different subsets of sensors to reflect different 

presentation modalities (for instance temporal sensors may reflect responses to 

auditory stimuli while occipital sensors reflect visual stimuli), but the fact that current 

spread occurs across the scalp means that there is some cross-contamination of 

activity. A more elegant approach relies on the fact that the high temporal resolution 

provided by M/EEG allows the recorded response to be deconvolved into component 

frequencies. It is therefore possible to ‘tag’ each stimulus by modulating it at a set 

frequency (e.g., flicker rates for visual stimuli, or amplitude modulation for auditory 

stimuli) so that the power at the corresponding frequency in the neural signal will give 

an index of processing. Another strategy is to present the critical stimuli on only half of 

trials, so that the signal that is specific to the critical stimuli can be identified by 

comparing neural responses in trials where it was present versus absent. 

A final option for objective indices of perceptual processing is to use a 

physiological measure such as skin conductance or pupillometry. However, the same 

issue of ensuring the measure is sufficiently sensitive and specific to the critical stimuli 

applies, and there are fewer options for dissociating responses to multiple stimuli 



CHAPTER 1 

23 
 

within one-dimensional data such as pupil diameter compared to the more rich, multi-

channel datasets provided by neural imaging. Nonetheless, pupil diameter in particular 

has been found to be a very useful index of perceptual processing, and is one I will 

introduce in more detail in Chapter 5. 

1.2.2 Evidence for Load Theory within vision 

Load Theory has proven to be well supported by research within vision. The 

basic premise that processing of irrelevant stimuli (often termed ‘distractors’) depends 

on the perceptual load of the attended task has been corroborated by a wealth of 

behavioural studies. For example, in a task where participants must respond based on 

the identity of a target object, a distractor object whose identity is incongruent with 

the target may interfere with the response (response competition), leading to slower 

reaction times and higher error rates compared to when the distracter is congruent or 

neutral. This effect has been shown to be significantly reduced when the attended 

stimuli involve a higher level of perceptual load (Lavie, 1995; Lavie and Cox, 1997), 

supporting the prediction from Load Theory that processing of the irrelevant stimuli 

should be reduced under these conditions. Similar effects of reduced processing of 

irrelevant stimuli under high perceptual load have been shown using other objective 

measures such as priming (Lavie and Fox, 2000) and implicit learning of irrelevant 

stimuli (Jiang and Chun, 2001). These effects hold even for highly salient distractors 

such as faces (Jenkins et al., 2005). 

This reduction in processing of irrelevant stimuli under high perceptual load can 

lead to substantial deficits in perception. A striking example is the phenomenon of 

inattentional blindness, where observers fail to notice stimuli that are readily 
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perceptible under normal conditions because they are focused on a concurrent, 

demanding task (e.g. the 'Invisible Gorilla’ from Simons and Chabris, 1999). The same 

effect can be induced by manipulating the perceptual load of the attended task - a 

‘load-induced blindness’ as illustrated by Cartwright Finch and Lavie (2007). This study 

used the ‘critical trial’ paradigm described in the previous section, where participants 

were engaged in either a low or high load perceptual decision task, with the irrelevant 

stimulus appearing only on a final trial. The results showed a strong effect of load on 

participants’ awareness of the critical stimulus, with over half of participants in the low 

load group reporting it compared to 10% in the high load group. The effect has since 

been replicated using a dual task paradigm, where participants simultaneously 

performed a central visual search task and reported the presence or absence of a 

peripheral stimulus that was not part of the search (Macdonald and Lavie, 2008). The 

data showed that even though participants were actively trying to detect the 

peripheral stimulus, high perceptual load in the visual search task led to a significant 

drop in detection sensitivity (d’). 

There is also a substantial body of support for Load Theory from neural imaging 

studies, which illustrate that the level of perceptual load in an attended task is an 

important determinant of the magnitude of neural responses to task-irrelevant stimuli. 

The earliest demonstration was an fMRI study (Rees et al., 1997) in which a load task 

was presented centrally on screen along with irrelevant moving dots that were located 

peripherally. During high load blocks, activity in the region of the visual cortex which 

responds to motion (V5/MT) was significantly reduced relative to the low load blocks. 

A similar effect was shown for response to colour: activity in visual cortical area V4 
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elicited by irrelevant coloured images presented in the opposite visual hemisphere to 

the attended (monochrome) task was reduced as the perceptual load of the attended 

task increased (Pinsk et al., 2004). Yi and colleagues (2004) illustrated that high 

perceptual load can also reduce repetition suppression, an effect where neural 

responses to stimuli that are presented multiple times are reduced in amplitude on 

repeated presentation relative to the first. They presented scenes that typically elicit 

activity in a region of the cortex termed the parahippocampal place area (PPA), as 

irrelevant backgrounds surrounding a central attended task. They showed the 

expected effect that high perceptual load in the attended task reduced PPA activation 

compared to low load conditions, but also found that for background scenes that were 

repeated within the experiment, the typical reduction in activation on second 

presentation of an image (repetition suppression) was seen only under low load 

conditions. 

More recent work has focused on determining how early in the visual pathway 

the effects of load can be seen. Schwartz et al. (2005) showed that load effects can be 

seen as early as V1 – the first cortical region to respond to visual stimuli. They recorded 

responses to flashing checkerboard patterns (a stimulus which is known to elicit 

activity from the earliest stages of the visual processing hierarchy) presented around 

the periphery of the visual field, with a centrally positioned series of coloured crosses 

presented in RSVP, where the task was either a feature search within the RSVP stimuli 

(colour; low load) or conjunction search (colour and orientation; high load. See Figure 

1.4C). They showed significant effects of perceptual load on responses to the irrelevant 

stimuli throughout V1-V4, with the effect becoming more pronounced at each 



CHAPTER 1 

26 
 

successive stage. A study that used a similar experimental paradigm but with a focus 

on recording sub-cortical activity provided data that suggests that the effect of load 

may be apparent even as early as the Lateral Geniculate Nucleus (LGN) within the 

thalamus (O'Connor et al., 2002). 

The effect of load has also been explored using electrophysiological recordings. 

Handy et al. (2001) engaged participants in a response competition paradigm, with a 

central discrimination task of high or low load, and peripheral distracters that were 

congruent or incongruent with the target. On occasional ‘probe trials’ they presented 

only a neutral distractor, with no foveal task. Behaviourally, the results within the task 

trials were consistent with previous reports of response competition under load. ERPs 

from the probe trials were analysed to determine whether the load of the task in the 

current block had an impact on the neural responses to peripheral stimuli – though 

note that in order to ensure that the ERPs measured corresponded only to the 

distracter stimuli, there was no active task during the probe trials, merely the 

expectation of one. The results showed that in high load blocks the P1 response to the 

irrelevant stimuli was significantly reduced relative to low load blocks. This suggests 

that there may be a pre-emptive dampening of responses to visual stimuli at 

unattended locations, that is stronger if the current task is of high perceptual demand. 

There is also ERP evidence of load affecting the processing of concurrent, irrelevant 

stimuli. Parks et al. (2011; 2013) presented the cross colour-orientation RSVP load task 

(as used by Schwartz et al., 2005; Figure 1.4C) centrally, with an irrelevant 

checkerboard pattern that inverted (white areas turning black and vice versa) at a set 

rate of 8.5Hz, presented around the periphery. The recorded EEG signal was 
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transformed into the frequency domain, where the power at 8.5Hz was used as an 

index of the degree of processing the irrelevant checkerboard stimuli received. The 

results indicated a significant reduction in the processing of the irrelevant stimulus 

under high compared to low perceptual load. There is also evidence from ERP studies 

that the modulation by perceptual load of neural responses to irrelevant visual stimuli 

can occur relatively early in the processing hierarchy; Rauss et al. (2009) presented an 

RSVP task similar to those described above, with occasional peripheral distractors 

presented at jittered delays (250-500 ms) relative to the RSVP stream. Analysis of the 

evoked responses to the irrelevant stimuli focused on the early C1 component (Kelly et 

al., 2008) that occurs at 70-80 ms in response to non-foveal stimuli, and is understood 

to reflect the afferent projections into the earliest cortical area, V1. The data indicated 

that the amplitude of this response was modulated according to the load of the 

attended, foveal task, corroborating the evidence from fMRI studies that suggests the 

locus of the load effect includes early cortical or even sub-cortical visual responses. 

1.3 PERCEPTUAL LOAD AND AUDITORY PROCESSING 

While Load Theory has received substantial empirical support from studies of 

visual processing, the question of whether it applies to audition is less clear. If 

perceptual resources are limited, it makes sense from an evolutionary perspective to 

allow any excess capacity that is not required for active tasks to be used to monitor the 

environment in a manner similar to the proposed early warning system provided by 

the auditory system. However, if resources are indeed limited, the system would be 

susceptible to disruption during situations of high perceptual demand, when potential 

dangers could be missed. 
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As I established in section 1.1, the degree to which unattended auditory stimuli 

are processed has been a matter of some debate. Viewing the previous body of 

research with Load Theory in mind, it becomes clear why the classic attention 

paradigms used in these studies may not have provided a consensus: paradigms such 

as ‘attend versus ignore’ and ‘active versus passive’ are not sufficient to disentangle 

separate effects of active attention and passive use of spare capacity without explicit 

intent. If resources allocation within auditory processing follows a system akin to that 

established for vision with Load Theory, the lack of control of the perceptual demand 

of the attended ‘distractor’ tasks could lead to a large disparity in the degree to which 

unattended stimuli are processed, resulting in sophisticated scene analysis in some 

cases, with only basic auditory features processed in other cases. 

 While applying Load Theory to auditory processing has exciting potential, the 

efforts thus far have been somewhat curtailed due to a lack of consensus on how 

perceptual load should be operationally defined for auditory stimuli. Many studies 

have taken the approach of trying to use a direct analogue of tasks used to modulate 

visual perceptual load, in spite of some fundamental differences between the visual 

and auditory processing pathways – in particular the retinotopic mapping that is 

characteristic of the ascending visual pathway, compared to the tonotopically 

organised auditory system.  For instance, Rees, Frith and Lavie (2001) designed an 

auditory load experiment that paralleled the seminal 1997 fMRI study in which they 

recorded responses to the motion of irrelevant background objects while participants 

engaged in a task based on words presented on screen. In the visual version of the 

task, the written words had to be categorised either by the letter case (lower or upper 
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– low load) or the number of syllables (high load). For auditory task in the follow-up 

study, participants heard spoken words which they had to categorise based either on 

the overall intensity (low load) or the number of syllables (high load). However, while 

in vision the syllable task involved binding the low-level features of each letter 

together in order to identify it, reading the word as a whole, and determining how 

many syllables it contains when pronounced, the auditory version of the syllable task is 

perceptually trivial, with a simple assessment of the volume envelope of the stimulus 

providing the response cue. Perhaps unsurprisingly, then, the results did not show an 

effect of the auditory task manipulation on the degree to which the motion of the 

irrelevant visual stimuli was encoded. Though many other studies have since made 

efforts to manipulate auditory perceptual load, the large disparity in methods and 

results means that no consensus has been reached (see Murphy et al., 2017 for a 

comprehensive review). 

In the cases where there was no significant impact of the task manipulation on 

processing of irrelevant stimuli it is hard to know whether this is a true null effect or a 

consequence of a poor load manipulation. However, some of these studies have 

shown effects of the task manipulation that may provide some insight into whether 

Load Theory applies in audition, and so I will review the results in the following section. 

1.3.1 Auditory processing under auditory load 

Alain and Izenberg (2003) used a load manipulation to explore whether cues 

used for sound segregation were impacted as perceptual resources were depleted by a 

concurrent task. They manipulated auditory perceptual load using a task based on 

complex tones (i.e., tones that are formed of multiple harmonic components, rather 
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than a single frequency). These tones were presented in sequence to one ear and 

participants monitored the stream for occasional deviants that were shorter in 

duration. For the low load task, they simply had to respond to indicate the deviant 

duration, while in the high load task they also had to categorise the tone as tuned or 

mistuned, depending on whether it contained a harmonic component that was shifted 

in frequency (see section 1.1.1, Figure 1.2). An irrelevant sequence of tones containing 

the same occasional deviant stimuli was presented concurrently to the unattended 

ear. The neural responses to the unattended ear illustrated a reduction in the 

amplitude of the MMN response to the duration deviants during the high relative to 

low load task. However, an ERP component referred to as the object-related negativity 

(ORN, discussed in further detail in Chapters 3 and 4) that occurs in response to the 

mistuning that was present in some of the deviant stimuli, was unaffected by task load. 

The authors interpret the results as suggesting that segregation of sounds presented 

concurrently based on harmonicity cues is a process that is truly attention-

independent, while segregation of sound sequences based on cues like the MMN may 

be susceptible to resource limits. 

Sabri and colleagues (2006) designed a task to see whether auditory attention 

capture was affected by load. Participants were engaged in a duration discrimination 

task that was either demanding (50 ms vs 60 ms) or easy (50 ms vs 100 ms), and which 

contained occasional task-irrelevant frequency deviants. Behaviourally, these 

frequency deviants resulted in attention capture, with performance on the task being 

poorer for trials where the irrelevant deviant had occurred. The MMN response to the 

frequency deviants was found to be reduced in the high load condition, suggesting that 
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the processing of this irrelevant stimulus feature was reduced when the demands of 

the task were higher. However, there was a larger P3 response to the deviants during 

performance of the more demanding task than the easier task, suggesting that the 

irrelevant feature was more likely to result in attention capture in those conditions. 

These results may reflect the fact that the task used did not purely load perceptual 

resources – within vision it has been shown that degrading perceptual discriminability 

may lead to performance decrements due to the fact that there is limited data 

available for the perceptual decision rather than because more resources are required 

to process it (Norman and Bobrow, 1975). Thus, while difficult perceptual 

discriminations may lead to some increase in perceptual resource allocation in order to 

ensure the information gathered is as precise as possible, it is cognitive resources that 

are more heavily loaded when a decision must be made based on ambiguous data 

(Lavie and De Fockert, 2003). If both perceptual and cognitive resources were loaded 

more in the demanding task used by Sabri et al., there may have been both a reduction 

in the degree to which the irrelevant feature was encoded (leading to a smaller, but 

still existent, MMN), and a lapse in cognitive control such that the irrelevant deviant 

was more likely to capture attention. 

Chait et al. (2012) investigated the effect of perceptual load on auditory change 

detection. The auditory load task, presented to one ear, was based on a rapid serial 

presentation of sounds, which participants had to monitor for targets that were either 

perceptually highly dissimilar to non-targets (wide-band noise bursts; low load), or one 

of a set of ‘auditory shapes’ which were only distinguishable from non-targets after 

combining features such as pitch and intensity profiles (conjunction search; high load). 
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The change detection stimuli presented to the unattended ear consisted of rapid 

sequences of tone pips that contained transitions between a state where all the tones 

were of a fixed frequency (‘constant’ state) and a state where the tone frequencies 

changed randomly (‘random’ state). The transition from a constant to random state, 

where the first tone of a different frequency represents the clear violation of the 

simple established rule, is inherently different from the transition from a random to 

constant state, where the evidence for the transition must build up to the point where 

it seems unlikely that the frequency has remained unchanged for this period by 

chance. The experiment showed that the neural response to transitions from constant 

to random states were unaffected by the load in the attended task, while shifts from 

random to constant states showed reduced neural responses under high load. These 

findings suggest that neural responses to a simple rule violation was less susceptible to 

resource depletion than the process by which evidence for a new rule built up. This is 

in keeping with the theory by Sussman (2007) based on MMN evidence that when 

attention is available it allows more sophisticated rule-formation within the model of 

the standard. 

Interestingly, Alain and Izenberg’s (2003) data suggest that MMNs to a feature 

deviant (in their case duration) can be affected by the depletion of resources, while 

there was no effect of the load manipulation in the Chait et al. (2012) study on the 

response to the constant to random transition that was essentially a frequency deviant 

occurring after a series of standards. This suggests that the high load task used by Chait 

et al. depleted resources sufficiently that the more complex process of detecting the 

emergence of a regular pattern was impacted, but not enough to impair the more 
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basic deviance detection process. Thus, it is possible that with a more demanding load 

task the constant to random transition response might also have been affected. 

1.3.2 Limitations of auditory load manipulation 

The studies described above begin to form a picture of auditory processing 

where many processes such as scene analysis, rule-forming and prediction occur by 

default, but with varying degrees of complexity depending on the processing resources 

available. There is also some evidence that in cases of extreme resource depletion, 

even the basic levels of these processes may fail to execute. However, due to the 

paucity of data, lack of consensus on how to manipulate auditory load, and a 

significant number of null results, the studies based on auditory load manipulations 

have not provided strong evidence as to the degree to which auditory processing is 

dependent on the availability of perceptual resources. 

Another important factor limiting the conclusions that can be drawn from this 

line of research is that when the attended task and irrelevant stimuli are presented 

within the same modality, it is difficult to firmly rule out accounts based on low-level 

stimulus competition. For visual processing, Tsal and Benoni (2010) proposed that the 

spatial proximity of stimuli in a visual display is the critical factor in determining how 

much the critical stimulus is ‘diluted’ by the other stimuli, rather than perceptual load, 

per se. There is also some indication from retinotopic mapping studies that the degree 

to which visual distractor processing is reduced under high perceptual load is 

dependent on how close it is to the foveal task (Parks et al., 2013). While there are 

plausible explanations for these findings within a Load Theory framework (see, for 
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example, Lavie and Torralbo, 2010), it is not possible to dismiss that many low-level 

interactions between visual stimuli do occur. 

In audition there are also a number of well-known low-level stimulus 

interactions whereby a signal of interest can be masked by energy from a different 

source at the level of the cochlea if they occur within similar frequency bands and 

temporal windows (energetic masking), and these effects are compounded by the fact 

that low-level auditory signal processing is highly non-linear. There may also be 

interference at a higher level based on which auditory features are relevant to the 

attended task-set. For example, in the cases where the MMN to feature deviants have 

been abolished (e.g. Woldorff et al., 1991), the effect apparently occurs only for the 

feature on which the active task is based: Sussman et al. (2003) showed that for an 

active task where deviants within a certain feature (e.g. frequency) were to be 

detected, responses to feature deviants in the unattended ear were abolished for 

deviants along the task-relevant feature, but not for other low-level features (e.g. 

intensity). 

A simple way to negate any potential confounds of stimulus interference is to 

use a cross-modal design, where the attended load task is in a different modality to the 

critical stimuli. For exploring the degree to which auditory processes may be 

susceptible to resource availability, the natural option for the other modality is vision, 

in which a number of tasks have been firmly established to control the depletion of 

perceptual resources. This approach also offers the opportunity to explore whether 

any limits on perceptual resources are modality-specific (i.e., separate resource pools 
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for visual and auditory processing) or whether sensory processes may be subject to 

limits on resources that are shared across modalities. 

1.3.3 Applying visual perceptual load to auditory processing 

To date there have been a small number of studies that have explored the 

effect that placing perceptual load on the visual system has on auditory processing. 

Based on the phenomenon within vision of inattentional blindness (e.g. 

Cartwright-Finch and Lavie, 2007), Macdonald and Lavie (2011) designed a study to 

explore whether high levels of visual load might result in failure to perceive auditory 

stimuli. They used a critical trial design similar to that used by Cartwright-Finch and 

Lavie, where participants engaged in a visual search task for multiple trials and the 

irrelevant stimulus was presented unexpectedly on the final trial. The effect on 

perception of irrelevant auditory stimuli was even more striking than that for 

irrelevant visual stimuli, with detection of the unexpected sound being reduced from 

80% to 20% under low and high visual load, respectively. The effect has since been 

replicated using dual-task conditions (Raveh and Lavie, 2015): participants 

simultaneously performed a primary visual search task of high or low perceptual load, 

and a secondary auditory detection task based on tones that were quiet (30 dB SPL) 

but easily audible to participants during single-task conditions. The results showed that 

high perceptual load in the visual task led to a significant reduction in detection 

sensitivity (d’) for the auditory target. Analysis of participants’ response criterion (β) 

showed that the effect was not simply due to participants responding more cautiously 

when under high load, but reflected a difference in perception. However, it is unclear 

from these behavioural studies which stage of the auditory processing hierarchy is 
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affected by visual load – it may be that sensory input was reduced at early levels of the 

cortex, but could equally have occurred at a later stage, such as when the auditory 

signal reaches conscious perception. 

A pair of studies by Parks et al. (2009, 2011) explored this question using 

electrophysiology, presenting irrelevant auditory signals alongside a visual load task. 

The perceptual load manipulation was effected using the well-established feature 

versus conjunction search within an RSVP of coloured crosses (Figure 1.4C). In the first 

paper (Parks et al., 2009) the measure for auditory processing was a microreflex called 

the post-auricular reflex (PAR). The PAR occurs in response to abrupt sound onsets and 

is mediated within the brainstem and had previously not been found to be modulated 

by attentional influences. The auditory stimuli used to evoke the PAR were extremely 

brief (5 ms) wide-band noise bursts that create a sharp auditory ‘edge’, which were 

presented at regular intervals throughout each RSVP trial. The second experiment 

(Parks et al., 2011) used the same visual task but instead used EEG to record steady 

state responses (SSR) to a frequency-tagged irrelevant pure tone that was presented 

throughout each trial. The response to the tone within the composite EEG signal was 

identified by measuring the signal power at the frequency which matched the rate of 

the amplitude modulation that had been applied to the tone. The SSR recorded in this 

way represents cortical sensory processing and is therefore higher in the processing 

hierarchy than the presumed generator of the PAR measured in the 2009 study. 

Somewhat surprisingly, the results of the studies showed that high perceptual load in 

the visual task had a significant effect on the amplitude of the PAR, but not on the SSR 

response. The authors propose that this may indicate that the PAR, while generated 
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within the brainstem, may be modulated by backward projections from higher cortical 

areas that do show modulation under visual load, where the early cortical responses to 

sound do not. However, it is worth noting that for the SSR study, the auditory signals 

were present constantly throughout the RSVP trials (~5 seconds each), while the 

stimuli for the PAR study were extremely brief. Thus, it is possible that there was more 

opportunity to process the auditory SSR signals during periods when the load in the 

RSVP task happened to be momentarily lower (e.g., in the periods towards the end of 

each object’s presentation). Regardless of the explanation, the fact that these two 

studies have divergent results means that it remains unclear whether visual load 

impacts the amplitude of evoked activity during early sensory processing or at a later 

stage. 

Visual load tasks have also been applied to study the degree to which higher 

level auditory processes may rely on resource availability. (Dyson et al., 2005) ran an 

experiment to parallel the auditory load experiment by Alain and Izenberg (2003) 

described previously, in which the process of auditory segregation based on 

harmonicity and pitch cues was explored within the irrelevant auditory stimuli. The 

critical auditory stimuli used in both experiments were sequences of tones that 

contained occasional features that act as cues for segregation – a mistuned 

component within a harmonic complex, which elicits the ORN response, and a deviant 

based on the pitch within sequentially presented sounds, which elicits an MMN. The 

visual load task introduced by Dyson et al. was based on a serial presentation of 

coloured digits. The low load task was to classify each digit as greater than or less than 

five regardless of colour, while in the high load task, the response of > or < 5 was based 
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on the current digit if it was displayed in blue, or the previous digit if the currently 

displayed digit was red. In contrast to the effect of auditory task load found by Alain 

and Izenberg, where MMN but not ORN responses were modulated by load, there was 

no effect of visual task load on either response to the auditory signals. However, the 

visual task used was not a classic manipulation of perceptual load; in fact, that 

requirement in the high load task to maintain the previous digit in mind is more in line 

with n-back tasks that are typically used to manipulate cognitive load, and regardless 

of which system is loaded 1-back tasks are not considered to represent high demand. 

Thus, it seems likely that the visual task did not function as a strong manipulation of 

the perceptual resources left over for auditory processing. 

A visual load paradigm has also been applied in a study of auditory change 

detection. The study by Chait and colleagues (2012) described in Section 1.3.1 , where 

an auditory search task presented to one ear was used to explore load effects on 

unattended signals in the other ear which transitioned from constant to regular pitch 

patterns or vice-versa. The visual task condition involved participants performing a 

version of an RSVP feature-conjunction search, with coloured shapes being presented 

in sequence and targets being determined by colour for the low load task and a colour-

shape conjunction search for high load. Though the study illustrated a significant effect 

of auditory perceptual load on responses to the irrelevant auditory change signals (as 

described previously) there was not a significant effect of visual perceptual load. The 

authors interpret this as signifying that load within the auditory system can affect 

processing of irrelevant sounds, but that loading the visual system does not place a 

drain on the resources used for auditory processing – i.e., that both visual and auditory 
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perception are subject to resource limitations of the type described by Load Theory, 

but that the resource pools are not shared between sensory modalities. However, it is 

also possible that the visual RSVP task was a weaker manipulation of perceptual load 

than the auditory task – even in the high load version of the visual task, 67% of the 

stimuli could be discounted as targets based on their colour, meaning that the further 

operation of orientation detection was not necessary, making the high load task 

functionally equivalent to the low load task for a significant portion of the trials. 

Based on these studies, it is currently unclear whether visual perceptual load 

can modulate the amplitude of responses within the auditory system, or impact the 

efficacy of auditory processing. One of the aspects of the visual load tasks used in 

these studies which may have contributed to null findings is that most used a visual 

task where load is presumed to be induced over an extended time period, but may in 

reality fluctuate as processing demands wax and wane, as one might expect during 

serial presentation. If resource allocation occurs in a dynamic manner, for example due 

to the automatic use of spare capacity as proposed by the Load model, these brief 

periods when load is reduced may allow processing of irrelevant auditory signals. 

While this has not been considered an issue in studies which used visual distracters, 

the auditory system is notoriously adept at processing information based on brief 

temporal snapshots or ‘glimpses’, such as the process at play when an auditory signal 

of interest surfaces briefly above a dynamic noise background – so called ‘dip listening’ 

(Cooke, 2006). In contrast to the RSVP paradigms, visual search tasks, which consist of 

multi-element arrays presented only for a brief duration (100-200 ms), may provide a 

stronger control of perceptual resources. In these paradigms the timing of the 
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irrelevant auditory signals is matched precisely with the load task, which maximises 

the potential for competition for resources. Indeed, the two studies which used visual 

search (Macdonald and Lavie, 2011; Raveh and Lavie, 2015) both showed significant 

effects of load on auditory perception. However, this was possible only because the 

auditory signals used were very short; one reason that other studies have favoured 

longer trials is that many auditory processes rely on the integration of sensory 

information over time, so restricting the duration of a load task may rule out its use to 

study the process of interest. Another factor, particularly for electrophysiological 

studies, is that allowing temporal asynchrony between task stimuli and irrelevant 

stimuli provides a straightforward method by which to separate evoked responses to 

each stimulus, by time-locking the recorded signal relative to onset of each stimulus. 

For stimuli that are presented concurrently, separating response components that 

were elicited by different stimuli must rely on more complicated strategies. 

1.4 SUMMARY 

In summary, many fundamental aspects of auditory processing occur without 

explicit intent, leading to the assumption that they are ‘automatic’ or ‘pre-attentive’. 

However, models of attention and perceptual processing highlight that even processes 

that occur by default may require access to perceptual resources and can therefore be 

susceptible to failure when a task that is the explicit focus of attention exhausts the 

limited perceptual capacity. Thus, the classic paradigms employed in auditory 

attention research are not sufficient to distinguish between a process which is truly 

automatic (i.e., will occur regardless of any competing demands on the sensory 

system) and one that occurs passively but is dependent on resource-availability. An 
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approach that has proved useful within vision is to control the level of resources that 

are available to the critical process of interest by studying it in a situation where 

perceptual capacity is being depleted by a separate, attended task. If the critical 

process is affected by manipulating the perceptual load of the attended task, this 

suggests that the critical task is subject to the availability of processing resources; in 

contrast a process that is automatic should not be affected by the level of load in the 

attended task. 

This ‘load task’ approach has been firmly established within vision, but applying 

the paradigm to explore which auditory processes may be susceptible to capacity limits 

has had mixed results. For studies which aimed to manipulate load within an auditory 

task, a lack of consensus on how load should be defined for auditory stimuli has led to 

a range of approaches from which it is difficult to draw firm conclusions. Within-

modality manipulations of load also present a potential confound in that there may be 

low-level stimulus interactions that affects results. To avoid these confounds, and to 

establish whether limits on resources may apply across sensory modalities, some 

studies have used visual load tasks to explore auditory processing under load. 

However, these have favoured the use of RSVP load tasks in which stimuli are 

presented over extended timeperiods. It is likely that within these tasks there are 

fluctuations in the real-time demands and resource availability, which may allow 

processing of irrelevant stimuli to occur even during tasks where the overall load is 

high. A more controlled approach may be to use brief load tasks where the timing of 

the auditory signals is matched directly to the load task, ensuring that the potential for 

resource depletion during auditory perception is maximised. However, limiting the 
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duration of the stimuli places restrictions on the auditory processes that can be 

explored, and matching the timing of two stimuli makes it difficult to distinguish their 

separate neural responses from the aggregate recorded signal. 

1.5 THESIS OUTLINE 

In the experiments presented in this thesis, I use MEG, pupillometry a 

behavioural dual-task designs to explore how auditory processing is impacted by visual 

perceptual load. 

Chapter 2 explores how neural responses to simple auditory stimuli are 

affected during load-induced inattentional deafness, with a view to establishing which 

stages in the auditory processing hierarchy show evidence of modulation by visual 

load. For the experiments in this chapter, I used the visual search task that has been 

shown previously to induce inattentional deafness (Macdonald and Lavie, 2011; Raveh 

and Lavie, 2015), presented concurrently with irrelevant, near-threshold pure-tones. 

The first experiment is an MEG study in which participants engaged in the load task 

and auditory signals were irrelevant. MEG data illustrate an effect of load on the 

evoked response to sound during both early cortical sensory processing (~100ms post 

stimulus onset) and during later awareness-related responses. The second experiment 

is a complementary dual-task behavioural study in which participants detected the 

auditory signals in a concurrent but deprioritised task alongside the visual search task, 

to establish that the task parameters used for the MEG study did indeed induce an 

inattentional deafness effect behaviourally. 

Over the next two chapters I focus on testing whether high visual load can 

affect the computational capacity of the auditory system. In the first set of 
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experiments, presented in Chapter 3, I review models of auditory segregation and 

select temporal coherence-based segregation as a process that is representative of 

computation within the auditory system. I then establish signals that can be used to 

probe this segregation mechanism within very brief stimuli, so that they are 

compatible with brief visual load tasks such as the one established to modulate 

auditory sensory responses in Chapter 1. I present MEG signals recorded while 

participants listened passively to these stimuli in order to characterise a neural 

response that gives a sensitive measure for the degree of segregation that has 

occurred. 

In Chapter 4 I couple these auditory signals with brief visual search tasks in 

order to determine whether auditory segregation mechanisms are impacted by 

limiting perceptual resource availability. The first experiment presents MEG data for 

responses to irrelevant segregation stimuli recorded while participants performed the 

visual search task used in Chapter 1. The second experiment replicates the findings of 

the first experiment while using a novel visual search task designed to manipulate 

perceptual load without any change between the physical stimuli used for low and 

high load tasks. Finally, a behavioural dual-task experiment that parallels the task 

design of the second MEG experiment is presented to establish any parallel effects on 

perception. 

In Chapter 5 I present pupillometry data collected during the MEG load 

experiments from Chapters 1-3. For each experiment pupillary responses are 

separated into responses to the visual load tasks and to the auditory signals, and I 

quantify the effects of load on the pupillary measures of both auditory and visual 
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processing for each of the three datasets.  Within the three study designs there are 

two manipulations of visual perceptual load, and two auditory processes, so comparing 

the effects between the three experiments provides a replication and a contrast for 

both the visual task and the auditory processes. 

In Chapter 6 I discuss how the data I have presented further our understanding 

of ‘passive’ auditory processing and that it is in fact affected by the availability of 

attention resources. I argue that the classic paradigms used to explore auditory 

attention are not sufficiently well controlled, and therefore that many aspects of 

auditory processing which have been broadly accepted to occur ‘automatically’ may 

need to be re-examined under more stringent experimental conditions. I discuss how 

the work I have presented highlights the need for a concrete method to quantify 

perceptual load, particularly within audition, and that along with neural imaging 

methods, pupillometry may provide an efficient way to index perceptual processing 

under load. Finally, I reiterate how the cross-modal design used in this thesis provides 

important insight into the mechanisms of selective attention, and the process by which 

resources are allocated between sensory systems.  
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CHAPTER 2: LOAD-INDUCED INATTENTIONAL DEAFNESS1 

2.0 MOTIVATION 

The phenomenon of inattentional deafness has been illustrated using 

behavioural measures which show reduced awareness of quiet auditory stimuli that 

are presented concurrently with a visual task of high relative to low perceptual load. 

However, it is not clear whether these effects on awareness reflect an impact of visual 

load on sensory auditory processing or on later processes related to conscious 

perception. To address this question, I used MEG to record evoked responses to 

irrelevant sounds that were presented while participants performed a concurrent task 

of low or high visual load. The timing of any load effect on the ERFs, along with source 

localisation of the effect of load on auditory processing should provide an insight into 

the stage(s) in the auditory processing hierarchy where visual perceptual load can 

impact activity. 

2.1 INTRODUCTION 

Much research has shown that the level of perceptual load in an attended task 

is an important determinant of the magnitude of neural responses to task-irrelevant 

stimuli. Tasks of high perceptual load (e.g. visual search in multi-element arrays) are 

associated with significantly reduced visual cortex response to task-irrelevant stimuli 

that can elicit a robust response in conditions of low load (e.g. search for a feature 

 
1 Data from this chapter have been published in: Molloy, K., Griffiths, T. D., Chait, M., & Lavie, N. (2015). 
Inattentional deafness: visual load leads to time-specific suppression of auditory evoked responses. 
Journal of Neuroscience, 35(49), 16046-16054. Although I have rewritten some of the text so that it 
works in concert with the other chapters in this thesis, there may be some repetition of information. 



CHAPTER 2 

46 
 

“pop-out”) (Rees et al., 1997; Handy et al., 2001; Yi et al., 2004; Schwartz et al., 2005). 

These findings are explained with the limited capacity model offered in the Load 

theory of attention (Lavie, 1995, 2005, 2010). Load modulations have been found 

throughout visual cortex and in some subcortical structures, from the lateral 

geniculate nucleus and superior colliculus (Rees et al., 1997; O'Connor et al., 2002), 

through striate and extrastriate cortex (V1-V4 and MT: Rees et al., 1997; Schwartz et 

al., 2005) to category-selective regions that respond to meaningful stimuli (TEO: Pinsk 

et al., 2004; PPA; Yi et al., 2004). ERP studies confirm that these effects are apparent in 

early cortical evoked responses 70-80 ms post stimulus onset (Rauss et al., 2009), and 

throughout later peaks and frequency locked responses (Handy et al., 2001; Parks et 

al., 2011; Parks et al., 2013). 

Load-induced modulation of visual responses leads to the phenomenon of 

'inattentional blindness', where observers fail to notice unattended stimuli if they are 

presented during task conditions of high perceptual load (e.g. Cartwright-Finch and 

Lavie, 2007). This occurs even when subjects are instructed to detect any additional 

stimuli beyond the task set (Macdonald and Lavie, 2008; Carmel et al., 2011). The 

inherent limits in perceptual capacity underlying these behavioural effects are believed 

to relate to a central limited attention resource (Rees et al., 1997; Dehaene and 

Changeux, 2011), and this raises the possibility of a cross-modal perceptual load effect, 

whereby increased perceptual load in a visual task may result in reduced auditory 

cortex responses to task-unrelated auditory stimuli. Consistent with this premise, 

recent behavioural findings demonstrated reduced detection sensitivity for auditory 

tones presented during visual tasks of high perceptual load (load-induced inattentional 
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deafness, Macdonald and Lavie, 2011; Raveh and Lavie, 2015). However, the neural 

underpinnings of these effects remain as yet unknown.  Specifically, it is not 

understood whether inattentional deafness results from a modulation of early sensory 

(auditory cortical) activity, or of processing at a later stage such as when information 

either reaches subjective awareness or is filtered out because it is not task relevant. 

In the first experiment presented in this chapter, I used MEG recordings to 

explore the temporal and cortical locus of load-induced inattentional deafness. 

Participants performed a visual search task that involved different levels of perceptual 

load, with irrelevant pure tones presented at near-threshold intensities on half of 

trials. In order to maximise the potential impact of the drain on perceptual resources 

by the visual task (see comments in section 1.3.3) auditory stimuli occurred at precisely 

the same time as the visual task stimuli, and auditory and visual neural responses were 

separated during data processing based on a PCA-like analysis that is described in 

detail in the methods. The second experiment is a behavioural study which used an 

identical stimulus design to the MEG experiment, but where participants concurrently 

performed both the visual load task and attempted to detect the auditory signals. 

2.2 EXPERIMENT 1: LOAD INDUCED DEAFNESS: MEG 

2.2.1 Methods 

2.2.1.1 Participants 

Fourteen paid participants (8 female; mean age of 28.3 years, SD = 4.5 years) 

took part in the main MEG experiment. Nine further participants (4 female, a mean 

age of 28.7 years, SD = 4.1) participated in a passive viewing control condition (see 
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sections ‘2.2.1.3 Stimuli’ and ‘2.2.1.5 Passive Group’ for details). One of the 

participants from the main experiment was excluded from the analysis because they 

showed a poor neural response to the auditory stimuli when they were presented in 

isolation. All participants were right handed, had normal or corrected to normal vision 

and reported normal hearing and no history of neurological disorders. The 

experimental protocol for this and all subsequent experiments presented in this thesis 

were approved by the University College London research ethics committee.  

2.2.1.2 Apparatus  

The experiment was run using Matlab 7.12 and Cogent 2000 

(http://www.vislab.ucl.ac.uk/cogent.php). The magnetic signals were recorded 

continuously (600Hz sampling rate; 100Hz hardware low-pass filter) using a CTF-275 

MEG system (axial gradiometers, 274 channels, 30 reference channels, VSM MedTech, 

Canada) in a magnetically shielded room. Subjects were seated in an upright position, 

with the visual stimuli projected onto a screen placed ~52cm from the participants’ 

eyes. Sounds were presented via tubephones (E-A-RTONE 3A 10 Ω, Etymotic Research, 

Inc.) inserted into the ear-canal. Presentation latencies for auditory (~15 ms) and visual 

(~17 ms) stimuli were measured using a microphone and photodiode, and data were 

adjusted so that the evoked responses reported are appropriately aligned to the onset 

of stimulus presentation. 

http://www.vislab.ucl.ac.uk/cogent.php
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2.2.1.3 Stimuli 

 

Figure 2.1: Experiment 1 - Load Task Paradigm 

Letter search task of low load (a; target dissimilar from distractors) or high load (b; 

target similar to distractors). Subjects were instructed to identify which of two target 

letters (X or Z) had been present in the display. Search arrays were presented for 100 

ms. Auditory stimuli (which occurred on 50% of trials; no auditory task) were presented 

at precisely the same time as the visual stimuli, covering the 100 ms during which the 

search array was displayed on screen. 

The visual task consisted of six items spaced equally around a circle centred at 

fixation and subtending a 1.9ᵒ viewing angle (Figure 2.1). The background of the 

display was dark grey (RGB: 77 77 77); the letters and fixation cross appeared in white. 

The target letters were X or Z, in equal proportion, both measuring 0.6ᵒ x 0.6ᵒ. The 

non-target letters in the high load condition were the letters K, W, V, N and M (all the 
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same size as the target letters), and those in the low load condition were smaller Os 

(0.2ᵒ x 0.2ᵒ) as used in previous load research (Lavie and Cox, 1997; Forster and Lavie, 

2008; Raveh and Lavie, 2015) to maximise the difference in search load.  The positions 

of the letters were randomised on each trial so that the target had an equal probability 

of occurring in each position. The low load non-target letters were easily 

distinguishable from the targets based on low-level visual features such as line 

curvature and orientation, resulting in target pop-out. For the high load condition, to 

distinguish non-targets from targets requires binding together the low-level features of 

line orientation with spatial location. This conjunction search involves more visual 

processing than the basic feature search (Treisman and Gelade, 1980) and therefore 

induces a higher visual perceptual load.  A passive viewing control condition (see 

section 2.2.1.5 Passive Group below) was included to verify that the slight difference 

between the visual displays in the high- and low- load conditions, did not mediate the 

load effect. If load is the critical factor, MEG responses should not differ between 

displays in the passive viewing condition.  

The auditory stimuli were 100 ms long, diotically presented, pure tones with 

frequency of 500, 1000, 1500 or 2000Hz and an envelope shaped by 10 ms raised 

cosine ramps. The intensity of the tones was adjusted for each participant individually 

(see section 2.2.1.4 Procedure). During the main experiment, tones were presented 

randomly on 50% of trials. Overall, equal proportions of each of the 4 possible 

frequencies were used, and tones were selected randomly on each trial to discourage 

participants from narrowing their auditory attention to a certain frequency band. 
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2.2.1.4 Procedure 

Thresholds for each of the pure tone frequencies were determined for each 

participant at the beginning of the experiment using an adaptive staircase procedure. 

The staircase gave an estimate of the 79.4% correct point on the psychometric 

function (Levitt, 1971), and these thresholds were increased by 12dB to produce the 

tones used for the remainder of the experiment. Participants were informed that they 

may hear some sounds during the experiment which were part of the head localising 

process, and that the the threshold procedure was used to determine an appropriate 

sound level for this process (i.e. one that was audible but not disruptive). 

The main experiment consisted of 8 blocks of 64 trials each, four low load and 

four high, with the order of blocks counterbalanced between participants. No feedback 

was given during experimental blocks, but at the end of each block participants were 

provided with a score of percentage correct on the visual task, to encourage 

engagement. Blocks lasted for ~4 minutes each, and participants were allowed to take 

breaks between blocks when needed. 

Figure 2.1 shows a schematic diagram of the trial structure. Each trial began 

with a fixation cross presented at the centre of the screen for 1000 ms. Subsequently, 

a visual search array of either low (Figure 2.1, display a) or high load (Figure 2.1, 

display b) was presented for 100 ms. The very brief presentation of the visual display in 

combination with the heightened computational demands of the conjunction-search 

task results in high perceptual load.  On 50% of the trials, the visual display was 

accompanied by a 100 ms auditory tone, which was timelocked with the visual display. 

A blank screen was then presented for 1900 ms, during which participants were to 
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make a speeded response on a button box regarding the identity of the visual target 

(using their right hand – button 1 for X and 2 for Z).  

Before the main experimental blocks, MEG data was collected from two short 

blocks (4 minutes each) which contained only auditory stimuli and served to 

characterise the response to auditory signals while there was no concurrent visual 

activation. Each block consisted of 200 presentations of pure tones, 50 at each of the 

four frequencies used in the experiment, with ISIs randomly distributed between 700 

and 1500 ms in 100 ms increments. Participants fixated at the centre of the screen and 

did not respond to the tones. Participants were told that these blocks were run to help 

localise their brain in the scanner. 

2.2.1.5 Passive Group 

To ensure that any effects of load on evoked responses found in the main 

group were not trivially due to differences in the visual stimulus displays between load 

conditions, an additional group of naïve subjects participated in a control session in 

which they viewed the visual stimuli, but did not perform any task. No tones were 

presented to this group. Blocks consisted of 200 presentations of the visual displays 

(one block contained the displays from the low-load task and the other contained the 

displays from high load task; block order counterbalanced across subjects) and lasted 3 

minutes each. 
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2.2.1.6 Analysis 

Behavioural Data 

Data from the visual search task were subjected to within-subjects comparisons 

of proportion correct and reaction times between low and high load. For the reaction 

time data, a paired t-test was performed. The proportion correct scores were close to 

ceiling in both load conditions, so to account for the non-normal distribution, a mixed 

effects logistic regression was applied. The regression modelled correct trials as a 

proportion of all trials, with Load (low vs high) as a fixed factor and Subject as a 

random factor.  

 

Preprocessing  

The MEG data were epoched into 700 ms intervals, including 200 ms pre-onset, 

and baseline corrected to pre-onset interval. Epochs with amplitudes above 3pT (~6% 

of trials) were considered to contain artefacts and discarded. A PCA-based, De-noising 

Source Separation (DSS, de Cheveigné and Parra, 2014) routine was applied to each 

stimulus condition (Auditory alone - A, Visual alone Low load - VL, Visual alone High 

load - VH, Visual and Auditory Low Load - AVL, Visual and Auditory High Load - AVH) to 

remove 50Hz electrical noise, and extract stimulus-locked activity (maximise 

reproducibility across trials). Scree plots indicated that the first 3 components were 

considerably more repeatable than the others, but to ensure all activity of interest was 

retained, a conservative selection of the 12 most repeatable components in each 

condition were projected back to sensor space. 
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Separating Auditory and Visual Responses 

In the main experiment auditory stimuli were always presented concurrently 

with the visual search array. While primary auditory and visual cortices are spatially 

distinct, MEG sensors at one site may pick up activity from distant neural sources due 

to spread of magnetic fields. This means that data recorded from temporal sensors 

may be contaminated by visual activity, and any effects found at those electrodes 

might not strictly reflect auditory processing. To separate the auditory and visual 

responses, a second stage of DSS analysis was applied to each subject’s data. This 

analysis was designed to identify response components that differed between audio 

visual trials (AV, tone-present trials), and visual only trials (V, tone-absent trials). For 

details of the covariance matrices used to define this criterion, see de Cheveigné & 

Parra (2014). The first two components were found to explain the vast majority of the 

variance between V and AV trials and were therefore projected back into sensor space 

and analysed as the auditory response (Fig 2.2B). The remaining components (i.e., 

those which explained very little of the variance between V and AV trials) were 

projected back to sensor space and analysed as the visual response (Fig 2.3B). The DSS 

reweighting was calculated over the entire dataset (collapsed over low- and high- load 

blocks; all channels) and this same channel reweighting was then applied to both high 

and low load datasets. I also tested similar analyses where the reweighting was 

calculated based on only the low, or only the high load data (and then applied to both) 

or where I applied the low load and high load reweighting independently, and all 

methods showed comparable results. I used the data where the reweighting was done 

based on all trials together as I considered this to be the most neutral analysis. 
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Importantly, the DSS procedure is ‘blind’ in that it does not separate the data 

based on prior expectations of the time-course or source of auditory or visual 

responses, but implicitly defines the auditory response as activation which is observed 

in the AV but not V condition. To assess the success of the DSS procedure at separating 

the auditory and visual response components from the AV response, I compared them 

to auditory and visual responses that were recorded in isolation. These consisted of 

visual responses from the trials (50%) which did not contain a tone, and auditory 

responses recorded during the blocks at the beginning of the experiment where the 

tones were presented alone. The evoked responses and source estimates for these 

trials are pictured in Figure 2.2 (visual) and 2.3 (auditory) alongside the data from the 

DSS analysis. Both auditory and visual responses separated via DSS match the 

unimodal counterparts in terms of shape, time course and source, which indicates that 

the DSS analysis was successful. 

All analysis of load effects was run on the data from AV trials after separation 

via by DSS (i.e., Panel B in Figures 2.2 and 2.3) in order to assess processing during 

concurrent visual and auditory stimulus presentation, when competition for resources 

may have occurred. 
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Figure 2.2: Experiment 1 - Visual evoked responses from visual only trials vs DSS 

analysis 

A: Data from the VL and VH conditions (i.e., when the visual stimuli were presented 

without an accompanying tone). B: DSS-derived visual responses from the AVL and AVH 

trials. Both the evoked responses and the source analysis results are comparable to 

those in Panel A. 
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Figure 2.3: Experiment 1 - Auditory evoked responses before and after DSS 

analysis 

A: Data for the Auditory Alone condition (A), and the Low and High load ‘Visual and 

Auditory’ conditions (AVL, AVH) before DSS was applied (left: grand RMS over auditory 

sensors; right: source analysis). The RMS plot demonstrates a weak auditory signal in 

the AVL and AVH conditions, likely due to an overlap with concurrent visual activity. 

Source analysis confirmed dispersed activation in the AVL and AVH conditions relative 

to the A responses. B: Data from the same conditions after the DSS analysis was 

applied. The auditory responses across the three conditions are similar in shape (but 

with a clear effect of load, explored further in Figure 2.4). Source analysis confirmed 

clear auditory activity, with no remaining activity in the visual cortex. 
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Channel Selection 

From the blocks where auditory signals were presented alone, the auditory 

M100 (aM100) onset response was identified (c.f. Hari, 1990; Roberts et al., 2000; see 

Figure 2.3A). The aM100 current source is generally robustly localised to the upper 

banks of the superior temporal gyrus in both hemispheres (Hari, 1990; Pantev et al., 

1996; Lütkenhöner and Steinsträter, 1998), and is apparent in MEG data as a 

source/sink pair located over the temporal region of each hemisphere on the scalp 

map. For each subject, the 40 most strongly activated channels at the peak of the 

aM100 (20 in each hemisphere, 10 positive, 10 negative) were considered to best 

reflect activity in the auditory cortex, and thus selected for the analysis of the data in 

the main experiment. Similarly, using the data for the VL and VH conditions (visual 

stimuli only; collapsed over load conditions), the visual M100 (vM100), which 

dominates the evoked response (see Fig 2.2A), was identified for each subject as a 

source/sink pair over the occipital lobe (c.f. Hashimoto et al., 1999). The source of the 

vM100 (and its EEG counterpart, the P1) is reliably located within the striate cortex 

(Nakamura et al., 1997; Shigeto et al., 1998; Hashimoto et al., 1999). For each subject, 

the 40 channels (20 in each hemisphere) which showed the strongest activity during 

the vM100 response were then selected for analysis of visual responses in the main 

experiment. Importantly, the DSS analysis detailed above was based on data from all 

channels; the channel selection as described here was used, after the application of 

DSS, for deriving the RMS activation measure (see below), time-frequency data, and 

subsequent statistics.  
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Evoked Responses 

For each condition, in each hemisphere, the root mean square (RMS) of the 

field strength across the 20 selected channels was calculated for each sample point. 

The time course of the RMS, reflecting the instantaneous power of neural responses, is 

employed as a measure of the dynamics of brain responses. For illustrative purposes, 

group-RMS (RMS of individual subject RMSs) is plotted but statistical analysis was 

always performed across subjects. Analysis was performed separately for each 

hemisphere, but results were comparable in each, so reported results are collapsed 

over both hemispheres. 

To compare responses between load conditions (AVL vs AVH, for the auditory 

and visual responses) the difference between the RMSs for high and low load were 

calculated for each participant, and subjected to bootstrap re-sampling (1000 

iterations, balanced; Efron and Tibshirani, 1993). The difference was judged to be 

significant if the proportion of bootstrap iterations which fell above/below zero was 

more than 95% (i.e., p < .05) for 15 or more adjacent samples (25 ms). The bootstrap 

analysis was run over the entire epoch (200 ms pre onset to 500 ms post onset); all 

significant intervals identified in this way are indicated in the relevant figures. 

Though the time-domain auditory and visual responses were drawn from 

different subsets of sensors, there was a small amount of overlap in some participants. 

However, the load effects reported remained the same when any overlapping sensors 

were removed. Moreover, when the auditory responses were derived only from the 

more frontal sensors (which have the opposite polarity to occipital activity) versus the 

posterior sensors (which have the same polarity as occipital activity), the load effect 
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remains the same in both cases, indicating that the effects reported are not trivially 

due to an imperfect separation of auditory and visual responses. 

Time-Frequency Analysis 

A time-frequency analysis was conducted to examine potential load-induced 

oscillatory effects. This analysis was based on data which had been preprocessed to 

remove noise, but had not undergone the second stage of DSS analysis to separate 

auditory and visual responses, since this process is focused on enhancing evoked 

activity and may remove induced oscillatory activity. Data for each trial were 

converted to time-frequency space using a Morlet wavelet transform with 7 cycles, 

across frequencies from 5-40Hz. For each participant, the power spectra were then 

averaged over trials in each condition separately across the temporal and occipital 

sensors (selected for each individual as described above). This resulted in time-

frequency images for each subject and condition, from which a t-statistic image was 

calculated giving a t value at each time-frequency ‘voxel’. A mixed design ANOVA was 

used to compare the t-statistic images of the time-frequency power spectra between 

conditions; Load (high vs low) and Trial Type (V vs AV) were entered as fixed factors, 

and Subject was entered as a random factor. The results reported refer to the main 

effect of load in this analysis and are significant at the p < .05 level after FWE (family 

wise error) correction at the cluster level for time-frequency voxels. There were no 

significant interactions between load and trial type. 

Source Localisation 

Activity within the time windows identified in the RMS analysis was localised 

using the multiple sparse priors method (MSP, Litvak and Friston, 2008). Inversions 
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were based on all MEG channels and used a single shell head model and group 

constraints. Second-level analyses consisted of t-contrasts to compare activation 

between load conditions. Activity was thresholded at p < .001 (uncorrected) at the 

peak level and the resultant clusters were subjected to a p < .05 threshold with FWE 

corrections. Where comparisons between load conditions were used, the contrasts 

were defined in the direction indicated by the RMS data i.e., low > high or vice versa. 

The inversions reported were performed on the data after the DSS analysis had 

been applied and therefore largely reflect sources of time-locked activity. Source 

analysis based on non-processed data was also performed to identify any additional 

(potentially non-time locked) sources. This analysis did not reveal any further 

significant activity. 

2.2.2 Results 

2.2.2.1 Behavioural 

The high load task resulted in slower response times and poorer performance: 

mean task reaction time was increased in the high load (M = 826 ms, SD = 105) 

compared to low load conditions (M = 648 ms, SD = 84), t (1,12) = -13.1, p < .001. A 

logistic regression showed that the proportion of correct responses was significantly 

lower in the high load (M= 88%, SD = 3.5) compared to the low load (M = 98%, SD = 

1.8) task, z = -9.78, p<.001. These findings confirm that the load manipulation was 

effective. 

To ensure that the auditory stimuli did not capture attention, performance on 

trials where the auditory stimuli were present versus absent were contrasted. There 

was no effect of the presence of the auditory stimulus on reaction times (low load t 
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(1,12)= -1.3, p = .22, ns; high load t (1,12)= 1.0, p = .35, ns) and similarly, when sound 

(present vs absent) was entered into the logistic regression to model proportion 

correct, neither sound (z = 0.40, ns), nor the load x sound interaction (z = -0.39, ns) 

were found to be significant.  Thus, participants did not seem to pay attention to the 

tones, as instructed (see the ‘Procedures’ section of the Methods). 

2.2.2.2 MEG 

Visual Search Task 

Responses to the visual search task are displayed in Figure 2.4. The high load response 

showed a significantly greater amplitude than the low load response from 65-135 ms 

post onset. This difference occurred during the rising slope and peak of the vM100 

onset response and is likely to reflect the higher level of perceptual processing 

involved in the high compared to the low load conditions.  Source localisation 

demonstrated that the load effect was associated with increased activation in broad 

regions of the occipital and parietal cortices (p < .05 FWE corrected, see Figure 2.4 and 

Tables 1 and 2). These findings are in line with previous fMRI studies of visual 

perceptual load (Rees et al., 1997; Donner et al., 2002), which show increased activity 

in the visual cortex and areas of the attention network under greater visual load. 
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Figure 2.4: Experiment 1 - Visual Evoked Responses 

Left: grand RMS responses from the DSS-separated visual responses from the AVL and 

AVH conditions. Horizontal black bars indicate intervals where response amplitudes 

differ significantly between load conditions. Inset are the scalp field maps of a 

representative participant at the peaks of the vM100 response. Right: areas where 

source localisations indicated a significant difference between activation in low and 

high load (HL>LL displayed no regions were found to be significant for the opposite 

contrast). 

Table 2.1: Experiment 1 - Visual Activity Source Contrast, High Load > Low Load 

Regions where contrasts between high and low load indicated significant differences in 

activation. Activity was thresholded at p < .001 (uncorrected) at the peak level and p < 

.05 (FWE corrected) at the cluster level. Each entry gives the anatomical description of 

the region(s) the cluster covers, the Brodmann areas in the cluster, its peak MNI co-

ordinates, and the p-value associated with the cluster. For the LL>HL contrast, no 

regions were found to be significant. 

Anatomical Description  Peak MNI Co-ordinates  p value (FWE 
corrected) 

 x y z  

Right lingual gyrus, BA18 
 

30 -94 -12 
 

<.001 

Left postcentral gyrus, 
BA2, BA3 

 
-32 -68 50 

 
.027 

Right supramarginal 
gyrus, BA40 

 
58 -52 30 

 
.030 

Left supramarginal 
gyrus, BA40 

 
-48 -48 20 

 
.047 
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Later in the trial, the low load condition showed an increased amplitude 

compared to the high load condition, likely reflecting the response decision and 

selection components of the task (e.g., greater decision certainty and faster response 

selection), and potentially response preparation, which are associated with greater 

behavioural accuracy in low compared to high load. There were no regions where the 

source estimates showed stronger activity in low load relative to high load, suggesting 

that this activity may represent distributed activity that did not correlate well between 

subjects. 

The data from a passive viewing control group confirmed that the effects of 

load on visual evoked activity seen in during the main experiment were specific to 

performing an active task; when passively viewed, there were no significant 

differences between brain responses evoked by the low and high load visual stimuli 

(Figure 2.5).  

 

Figure 2.5: Experiment 1 - Visual Passive Group 

Grand RMS responses for the passive control group, who viewed the visual stimulus 

arrays but did not perform a task. There were no significant differences between 

responses for low vs high load.  Inset are the scalp field maps of a representative 

participant at the peaks of the vM100 response. 
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Auditory responses 

Auditory responses are shown in Figure 2.6. Response amplitude was 

significantly reduced in the high- relative to low-load condition during the latter 

portion of the aM100 response, from 127-162 ms post stimulus onset. The sites 

associated with this modulation were the superior temporal sulcus (STS) and posterior 

middle temporal gyrus (MTG), both of which showed reduced activity under high 

compared to low load (p < .05, FWE corrected, see Figure 2.6 and Table 2).  

An additional load effect was also observed later in the trial, between 243-272 

ms post onset, where right hemisphere auditory responses showed a peak in the low 

but not high load condition (Figure 2.6). Response peaks with a latency in this range 

are identified as the P3 (Mecklinger et al., 1998; Kluge et al., 2011) known as the 

‘awareness positivity’, with generators in Heschl’s gyrus and STG (Opitz et al., 1999), 

and frontal regions (Comerchero and Polich, 1999; Polich and Comerchero, 2003). The 

P3 is observed as a positive polarity response in EEG. Its MEG counterpart is usually 

associated with a topography similar to the aM100, as is also found in the present 

data. The overall pattern is therefore consistent with a P3 response occurring under 

low but not high load. The difference in amplitude between load conditions in this time 

range is associated  with increased activity in the superior temporal gyrus (STG) 

bilaterally in low compared to high load (p < .05, FWE corrected, see Figure 2.6 and 

Table 2). 
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Figure 2.6: Experiment 1 - Auditory Evoked Responses 

Left: grand RMS responses from the DSS-separated auditory responses from the AVL 

and AVH conditions. Horizontal black bars indicate intervals where response 

amplitudes differed significantly between load conditions. Inset are the scalp field maps 

of a representative participant at the peaks of the aM100 and P3 responses. Right: 

areas where source localisations indicated a significant difference between activation 

in low and high load (LL>HL displayed no regions were found to be significant for the 

opposite contrast). 

Table 2.2: Experiment 1 - Auditory Activity Source Contrast, Low Load > High Load 

Regions where contrasts between high and low load indicated significant differences in 

activation. Activity was thresholded at p < .001 (uncorrected) at the peak level and p < 

.05 (FWE corrected) at the cluster level. Each entry gives the anatomical description of 

the region(s) the cluster covers, the Brodmann areas in the cluster, its peak MNI co-

ordinates, and the p-value associated with the cluster. For the HL>LL contrast, no 

regions were found to be significant. 

Peak (ms) Anatomical Description Peak MNI Co-ordinates p value (FWE 
corrected) x y z 

aM100 (100-170 ms) Left MTG and STS, BA21 -66 -26 -6 <.001 

Right MTG and STS, BA21 50 -36 -6 <.001 

P3 (250-300 ms) Left STG and MTG, BA22, BA41 -48 -24 4 .012 

Right STG and MTG, BA22, BA41 46 -40 2 .004 
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Time-Frequency analysis 

Time-frequency analysis on visual (occipital) channels revealed a significant 

effect of load on pre-stimulus oscillatory power: from the beginning of the epoch (-200 

ms) to -93 ms there was increased power at 8-9Hz in low compared to high load trials. 

A similar effect was seen between 335 and 485 ms post stimulus presentation, with 

increased power at 8Hz in low compared to high load. These effects are consistent 

with numerous reports of alpha suppression during active attention (Fu et al., 2001; 

Kelly et al., 2006). Oscillatory power was also found to be higher in low load from 400 

ms post stimulus presentation to the end of the epoch (500 ms) for frequencies 

between 15 and 30 Hz. This is likely to reflect response selection and preparatory 

motor responses (Zhang et al., 2008), which occur earlier in low load. 

Crucially, the same analysis on auditory (temporal) channels revealed no 

significant effect of load on oscillatory power. No trends were observed even at a 

lower p threshold, indicating that the effects on evoked activity were not caused by 

pre-emptive, global, suppression of auditory cortical activity under high load. 

2.3 EXPERIMENT 2: BEHAVIOURAL DUAL TASK 

The findings from Experiment 1 suggest a plausible explanation for the neural 

effects underlying inattentional deafness: under high visual perceptual load, fewer 

processing resources are available to the auditory system, leading to a reduction in the 

sensory processing of sounds such that they do not reach awareness. To confirm that 

the reduced P3 measured in the MEG study was associated with reduced awareness of 

the tones under high visual load a further behavioural study, based on the same 

paradigm used in the MEG experiment, was run. Participants performed a dual task, 
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monitoring the visual display and subsequently (see methods) reporting whether a 

tone was presented. 

2.3.1 Methods 

2.3.1.1 Participants 

Eleven paid participants took part in the behavioural study. One was excluded 

due to an exceptionally high false alarm rate (M = 63%, for all included participants M 

= 8%). For the remaining ten participants (7 female), ages ranged from 18-29 years 

(mean = 22.2, SD = 3.3). All participants had normal or corrected to normal vision and 

reported normal hearing. 

2.3.1.2 Apparatus, Stimuli and Procedure 

The experiment was run on a Dell PC with a 13” monitor using Matlab 7.12 and 

Cogent 2000 (http://www.vislab.ucl.ac.uk/cogent.php). A viewing distance of 57cm 

was maintained throughout using a chin rest. Sounds were presented using the same 

tubephones as in the MEG study. 

The visual and auditory stimuli were identical to those in Experiment 1 except 

that the number of trials in each experimental block was reduced to 56. Subjects 

performed the same visual task as in Experiment 1, while also performing a detection 

task on the simultaneous auditory stimuli. They were informed that the visual task was 

their priority, and made speeded responses to the visual search task (right hand: ‘0’ for 

X and ‘2’ for Z). After the visual response, a screen prompted participants to respond 

with whether or not they had heard a tone (left hand: ‘A’ for sound absent, ‘S’ for 

http://www.vislab.ucl.ac.uk/cogent.php
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sound present). To familiarise participants with the dual task procedure, they 

completed a series of short demos before the main experiment. 

2.3.1.3 Analysis 

Data from the visual search task were subjected to within-subjects comparisons 

of proportion correct and reaction times between low and high load. Values for d’ 

were not calculated since the paradigm was a two-alternative forced choice (X or Z) 

rather than a detection (present vs absent) task. For the reaction time data, a paired t-

test was used. The proportion correct scores were close to ceiling in both load 

conditions, so to account for the non-normal distribution, a mixed effects logistic 

regression was used. The regression modelled correct trials as a proportion of all trials, 

with Load (low vs high) as a foxed factor and Subject as a random factor.  

Data from the auditory task were analysed to compare proportion correct, 

detection sensitivity (d’) and response criterion (β) between low and high load. 

Reaction times were not analysed since in the dual task paradigm the response to the 

auditory detection task was delayed until after the visual response had been given. For 

proportion correct, a mixed effects logistic regression was performed with Load as a 

fixed factor and Subject as a random factor. For d’ and β, paired t-tests were used to 

compare values within subjects for low versus high load. 

2.3.2 Results 

Performance on the visual task paralleled that observed in Experiment 1. The 

visual search task showed increased reaction times from low (M = 710 ms, SD = 114) to 

high load (M = 883 ms, SD = 124), t(1,9) = -7.3, p < .001.  As in Experiment 1 there was 
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also a reduction in accuracy from low load (M = 94%, SD = 6.8) to high load (M = 83%, 

SD = 5.7), z = -4.76, p < .001. These findings confirm that visual search task 

performance was equivalent to that found for this task in the scanner. In keeping with 

the instructions to treat the auditory detection task as secondary, there was no effect 

of the presence of the auditory stimulus on either reaction times (low load t (1,9)= 0.6, 

p = .54; high load t (1,9)= 0.2, p = .84) or accuracy (effect of sound present vs absent: z 

= -0.72, ns; load x sound interaction: z = 0.30, ns)) or on the primary visual search task. 

In the auditory detection task, participants showed significantly reduced 

detection accuracy rates under high load (M = 88%, SD = 5.8) compared to low load (M 

= 92%, SD = 5.3; z = -4.08, p<.001) conditions, as well as reduced detection sensitivity 

(d’) under high load (M = 2.6, SD = 0.7) compared to low load (M = 3.2, SD = 0.7), t(1,9) 

= 3.7, p < .01. Their response criterion (β) did not differ significantly between low (M = 

3.2, SD = 3.4) and high load (M = 1.3, SD = 0.8), t(1,9) = 2.0, p = .07. These data 

demonstrate that the load task used in Experiment 1 does indeed impact rates of 

awareness and conversely inattentional deafness – listeners were less likely to detect 

the tones when these were presented during the high load task, relative to a low load 

visual task (see also Raveh and Lavie, 2015).  

2.4 DISCUSSION 

2.4.1 Visual load induces time-specific reduction of early auditory ERFs 

The present findings establish the neural underpinnings of inattentional 

deafness under load. Auditory cortical responses to irrelevant tones that were 

presented while participants performed a visual search task were reduced during the 
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high load version of the task compared to those recorded under low load. This effect of 

visual perceptual load was evident at both an early stimulus-processing stage 

(reflected in the modulation of the aM100) and during later processing (revealed by 

reduced amplitude of the P3) that is associated with awareness. Results from the 

behavioural dual-task version of the experiment, in which detecting the tones was an 

active but deprioritised task, confirmed reduced detection sensitivity of the auditory 

stimuli under the high (vs low) load conditions. Thus, the data suggest that focusing 

attention on a perceptually demanding visual task leads to reduced availability of 

neural resources required for perception of a simple auditory stimulus, resulting in 

reduced detection, and leading to the experience of inattentional deafness. 

Importantly, the timing and reversed direction of the load effects on visual and 

auditory responses is precisely what load theory predicts on the basis of shared 

capacity. The increased visual processing in high load was only apparent during a 

specific portion of the evoked response, and it was precisely at this time that auditory 

responses became weaker under high visual load. This is supported by time frequency 

analysis, which established no effects of auditory suppression in either pre-stimulus or 

post-stimulus stages. Thus, rather than simply dampening all auditory activity in 

conditions of high visual load, the cost to auditory processing occurred only when the 

visual system had a very high demand for perceptual resources. This trade-off between 

visual and auditory activation is consistent with the capacity limited “push-pull” 

mechanism envisaged in load theory (see also Pinsk et al., 2004), and supports the 

conclusion that the task involves a temporally focused draw on perceptual resources 

shortly after the presentation of the display. Further, the fact that the impact of 
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increased perceptual load on auditory responses occurred during the M100 onset 

responses suggests that the sharing of perceptual resources has an early locus, 

occurring during stimulus encoding. 

2.4.2 Neural locus of effect of visual load on auditory processing 

The findings that the effects of load modulation were localised in associative 

auditory cortex (e.g., MTG/STS) offers a plausible account for the source of shared 

audio-visual capacity. Since associative auditory cortex is known to mediate integration 

of audio-visual stimuli (see Calvert, 2001 for a review), the finding that the evoked 

response to the tone in this area was significantly modulated by visual perceptual load 

suggests these regions of associative auditory cortex as a possible site for cross modal 

audio-visual capacity limits. However, in the evoked responses there was evidence of 

an effect of load during the aM100 response, which represents activity much earlier in 

the auditory pathway in areas such as PT and STG (Hari, 1990; Pantev et al., 1996; 

Lütkenhöner and Steinsträter, 1998). Thus, it is plausible that the impact of visual load 

on auditory processing occurred earlier in the pathway, but the MEG source analysis 

did not provide sufficient sensitivity to illustrate the earlier effect. In this case the 

differential activity seen in the associative areas may reflect integration of the auditory 

and visual stimuli (which is plausible since they shared on- and offset times), that was 

reduced under high visual load because the auditory responses were weaker. 

2.4.3 P3 response reflects subjective awareness 

Increased visual load abolished the P3, a response typically understood to 

reflect awareness of a stimulus (Comerchero and Polich, 1999; Kok, 2001). This effect 

is consistent with previous findings that high load can increase incidences of 
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inattentional deafness (Macdonald and Lavie, 2011; Raveh and Lavie, 2015), and with 

the data from the dual task experiment here. 

The response recorded here under low load conditions is likely to be a P3a, 

which is a relatively early component of the P3, associated with involuntary shifts of 

attention (Comerchero and Polich, 1999).  This is consistent with the load theory 

proposal that attention is involuntarily allocated to task-irrelevant stimuli in conditions 

of low load that leave spare capacity. While the P3a is typically associated with a 

frontal source (McCarthy et al., 1997; Escera et al., 1998; Opitz et al., 1999), it has also 

been shown that P3a generated by an auditory stimulus receives a contribution from 

auditory cortex (Escera et al., 1998; Opitz et al., 1999). The P3 response identified here 

appears consistent with this temporal generator, both in terms of its timing and the 

source in STG.  While the frontal generators of the P3a are known to be affected by 

attention (Comerchero and Polich, 1999; Koivisto et al., 2009), the contribution from 

auditory cortex was previously believed to be automatic (Escera et al., 1998). The 

present results, demonstrating a load effect on STG activity during the P3a, suggest 

that this auditory cortical contribution to the P3a may also be sensitive to the effects 

of perceptual load.  

The amplitude of the P3 to oddball stimuli in a secondary task has been used to 

quantify resource sharing during dual task conditions (Isreal et al., 1980; Wickens et al., 

1983; Kramer et al., 1986), with larger P3 responses to the secondary task when it 

receives a higher priority. The data presented here highlight that even when stimuli 

are entirely irrelevant to the task, the P3 may be a useful measure of the availability of 
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‘leftover’ processing resources, as determined by the level of perceptual load in the 

attended task. 

2.4.4 Relation to previous research 

The present findings shed light in the controversy over whether visual load can 

affect auditory processing (Otten et al., 2000; Müller et al., 2002; Dyson et al., 2005; 

Restuccia et al., 2005; Muller-Gass et al., 2006; Muller-Gass et al., 2007; Sculthorpe et 

al., 2008; Parks et al., 2011; Chait et al., 2012). The mixed findings reported previously 

may be due to the fact that, as demonstrated here, the load effect is time-sensitive. 

Depending on the specifics of the visual load task and any presentation asynchrony 

between the auditory and visual stimuli, the time during which the visual task places a 

drain on perceptual capacity may or may not coincide with a resource-dependent 

point in auditory processing. This issue is particularly relevant for load tasks such as 

RSVP, which may place a high overall load on perceptual resources, but do not 

necessarily guarantee that demand is consistently high in a manner that would 

preclude any potential for spill-over of spare capacity. 

2.4.5 Auditory processing is subject to limits on global resources 

These findings give a crucial insight into the mechanism of sensory processing 

in the brain. In situations with numerous sources of sensory information, limits on our 

perceptual resources can cause our system to become overloaded, leading to reduced 

processing of stimuli that are not directly relevant to the current task and resulting in 

inattentional blindness and deafness. That these limits apply across sensory systems 

has implications for models of attention, and also the understanding of perception and 

behaviour in busy, real life situations, when multisensory information competes for 
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processing resources. They also indicate that auditory processing, which has been 

assumed in many cases to act as a pre-attentive early warning system, may in fact to 

be susceptible to substantial deficits in functional capability (e.g., being rendered 

temporarily ‘deaf’) not only when there are high demands on auditory processing, but 

even for load on other sensory systems. 
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CHAPTER 3: FIGURE-GROUND SEGREGATION IN 

SHORT STOCHASTIC SIGNALS2 

3.0 MOTIVATION 

In Chapter 2 I showed that high visual load can reduce the amplitude of early 

sound-evoked responses in auditory cortex. In the case of the quiet, pure-tone stimuli 

used in the previous experiments, this was accompanied by reduced detection 

sensitivity for the sounds, indicating that high visual load can impact both the neural 

response to, and perceptual awareness of quiet sounds. This effect appeared 

equivalent to a time-specific dampening of auditory evoked activity at times when 

visual load was highest - perhaps equivalent to turning down the volume of the stimuli, 

or reducing the gain of the auditory system. However, much louder sounds would 

presumably still elicit auditory responses strong enough to reach the detection 

threshold. For these sounds, it remains to be seen whether visual load might impact 

additional aspects of auditory processing. For instance, since natural auditory scenes 

are typically comprised of multiple sound sources which overlap both temporally and 

across the frequency spectrum, even fundamental aspects of auditory scene analysis 

may rely on relatively complicated computations. Might these computations also be 

susceptible to limits on the availability of processing resources? Or do they occur 

 
2 Data from this chapter have been published in Molloy K, Lavie N, Chait M (2019) Auditory figure-
ground segregation is impaired by high visual load. Journal of Neuroscience 39:1699-1708. Although I 
have rewritten much of the text so that it works in concert with the other chapters in this thesis, there 
may be some repetition of information. 
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locally within an encapsulated auditory network, with auditory-visual shared capacity 

applied more globally to modulate the overall gain on early evoked responses? 

In the next series of experiments, I aimed to address this question, examining 

whether high visual load could impair computational processing within the auditory 

system. However, before load was introduced, I needed to identify a stimulus that 

modelled a computational auditory process and which could be combined with a brief 

but intensive load task such as that described in Chapter 2, to ensure that load 

coincided directly with auditory processing. In this chapter I introduce stimuli which 

model figure-ground segregation, the process by which an auditory object is 

perceptually extracted from the aggregate sound input. I tested a variety of stimulus 

parameters to find a short stimulus that elicited a clear MEG response that indexed 

segregation. This is a precursor to the work presented in Chapter 4, where I combine 

these auditory signals with a visual load task to examine whether the auditory 

computations are susceptible to depletion of resources. 

3.1 INTRODUCTION 

Figure-ground segregation is the process by which an auditory object is 

perceptually extracted from the aggregate sound input. This function underlies key 

aspects of listeners’ ability to make sense of the acoustic environment, including 

recognising individual sounds within crowded scenes and understanding speech in 

noise. Though auditory segregation has been shown to occur without explicit intent 

(Teki et al., 2011; O'Sullivan et al., 2015; Teki et al., 2016), the calculations which 

underlie this process can be complex and rely on combining multiple features of the 

auditory signals. In spite of a substantial amount of previous research, it is still unclear 
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to what extent these calculations may rely on the availability of processing resources 

(Shamma and Micheyl, 2010; Shamma et al., 2011; Snyder et al., 2012; Puvvada and 

Simon, 2017). 

There are two major factors which have hindered the conclusions of previous 

research on the topic: the first is that much of the research has focused on stimuli that 

are highly simplified, and thus may not capture the complexity (and potential demand) 

of the analysis that must occur in order to parse natural scenes. The second is that 

previous work may not have used sufficiently well-controlled attention manipulations. 

In the present chapter I address the issue of how figure-ground segregation is 

modelled, and the evidence of neural markers of auditory segregation. The question of 

how attention is controlled will be covered in Chapter 4. 

3.1.1 Streaming Paradigm 

One of the most common paradigms used to study auditory segregation 

focuses on how an on-going sequence of tones can be segregated into more than one 

‘stream’ that are perceived as separate auditory entities. This work has typically used 

the ‘ABA-‘ signals described in Chapter 1 (Section 1.1.1.5) which with certain 

parameters creates an ambiguous signal that can be perceived as fused or segregated 

into two on-going streams. However, since the stimulus is ambiguous, typically a 

behavioural response is required in order to determine subjective percept at any given 

time.  These streaming paradigms are also frustrated by the fact that the percept may 

not be strictly bistable, with some participants reporting alternative percepts outside 

the ‘fused’ versus ‘segregated’ dichotomy, and with periods of transition where the 

percept is not stable. 
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To try to circumvent the issue of behavioural reports, more recently efforts 

have been made to characterise a neural signal which may reflect the degree of 

segregation that is experienced perceptually. Gutschalk et al. (2005) recorded MEG 

responses to an ambiguous ABA- stimulus, asking participants to indicate each time 

their percept shifted between fused and segregated. When they contrasted the neural 

responses to the B tones within the signals at times when participants perceived one 

versus two streams, they found that during the segregated percept the amplitude of 

M50-M100 responses to the B tone was significantly larger than when the streams 

were perceived as fused. In a similar set of experiments, Snyder, Alain and Picton 

(2006) also showed that there was a positive ERP component that peaked at ~200 ms 

post onset of each ABA triplet, whose amplitude built up over time during active 

attention, which they propose may reflect the build-up of the streaming percept. 

Interestingly, a similar paradigm used in an fMRI study found that differences in 

percept were correlated with activity within the intra-parietal sulcus (IPS), with 

stronger activity occurring when the streams were perceived as segregated; however, 

activity within auditory cortex did not differ between percepts (Cusack, 2005). Though 

it is not clear whether IPS pays a formative role in stream segregation or simply reflects 

perceptual organisation that occurred earlier in the processing hierarchy (but in this 

instance was not captured in the fMRI analysis), this result highlights that areas outside 

the auditory cortex may be involved in auditory stream segregation. 

However, while there has been a wealth of research using this paradigm it 

represents a very specific process which is reliant on stimulus parameters that were 

carefully balanced to result in ambiguity. Further, the signals are highly simplified, with 
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the two objects being artificially separated temporally and in frequency space. Thus, it 

is unlikely to accurately represent the processes which must occur during segregation 

of natural sounds, where spectral and temporal overlap is highly likely. 

3.1.2 Concurrent Segregation Paradigm 

Another popular paradigm focuses on how cues within concurrently presented 

sounds can influence which elements within the signal are perceptually fused together 

or segregated. Typically, a harmonic complex tone is presented, which may contain a 

single component that is mistuned. If the degree of mistuning is sufficient, this causes 

the mistuned component to be perceived as a separate pure tone object alongside the 

main harmonic complex (Moore et al., 1986). Other cues such as inducing an onset 

asynchrony between the main complex and a (tuned) component also led to the same 

effect of a segregated percept (Lipp et al., 2010). Neurological studies using these 

stimuli have shown that there are reliable neural responses which occur when listeners 

report the percept of a component segregated from the main sound. The first of these 

responses is the object-related negativity (ORN), a negative EEG component which is 

superimposed on the N1-P2 complex and peaks between 150-300 ms post stimulus 

onset stimulus onset (Alain et al., 2001; Alain and Izenberg, 2003; McDonald and Alain, 

2005; Alain and McDonald, 2007; Lipp et al., 2010). The ORN has been recorded even 

when participants are not explicitly listening to the sounds (Alain et al., 2001; Alain et 

al., 2002; Alain and Izenberg, 2003; Dyson et al., 2005; Lipp et al., 2010). There are also 

later markers of segregation which are more susceptible to attention: the P230 occurs 

only when attention is actively engaged on the task, and the P400 reflects detection of 
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the separate object when it is task-relevant (Alain et al., 2001; Alain et al., 2002; 

McDonald and Alain, 2005). 

While these paradigms have well-established neural markers that index 

segregation and are effective in exploring how the auditory system segregates 

concurrently presented objects which overlap spectrally, the signals used are 

temporally static and so do not capture the dynamic nature exhibited by many natural 

sounds. 

3.1.3 Informational Masking Paradigm 

To address the limitations of these classic stimulus paradigms, more recent 

work has focused on signals which are both spectrally and temporally complex so as to 

more accurately model the processes which occur during natural listening. One 

example of this is the informational masking paradigm, which combines a target 

stream of tones with a dynamic ‘tone cloud’ masker (Gutschalk et al., 2008; Elhilali et 

al., 2009a). The target is a regular stream of fixed frequency pure tones, while the tone 

clouds are formed of pure tones with scattered onsets and ISIs, whose frequencies are 

distributed on a log scale. The density of the tone cloud can be manipulated by 

increasing or decreasing the average temporal or frequency spread between the 

masking tones (Figure 3.1 – left versus right). However, a frequency band around the 

target stream is always protected, with no masker tones appearing within that area of 

the spectrum, leaving the target stream as the only energy within that band (see 

Figure 3.1). This spacing was introduced to ensure that there is no low-level ‘energetic’ 

interference between the target and the maskers at the stage of the cochlea, so that 

any failure to detect the target (which is perfectly audible when presented alone) must 
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be attributed to ‘informational’ masking, which occurs further up the processing 

hierarchy.  

 

Figure 3.1: Informational Masking stimulus schematic from Gutschalk et al. 

(2008) 

The target is a regular stream of tones of a fixed frequency within a ‘tone cloud’ 

masker. The masker is formed of pure tones log distributed over a broad frequency 

spectrum with scattered onsets and ISIs. The possible frequencies of the masking tones 

exclude a ‘protected’ region around the target frequency so that there is no low-level 

interference between masker and target. The density of the masking cloud can be 

manipulated by increasing or decreasing the average temporal and frequency spread 

between the masking tones; the left example shows a dense masker while the right 

example shows a sparser masker. 

Studies using this paradigm have shown that there are neural markers which 

reflect identification of the target within the stimulus. Gutschalk et al. (2008) 

contrasted EEG responses between active and passive conditions for sounds that were 

either cued or uncued, and for targets that were detected versus undetected. They 

reported a negative EEG component that occurred from ~50-250 ms post stimulus 

onset that was only apparent in trials when participants detected a target, which the 

authors term the attention-related negativity (ARN). They also reported a steady state 

response (SSR) that phaselocked to the amplitude modulation within the target tones, 

which had similar strength regardless of whether participants were performing an 
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active task, and for both detected and undetected targets. More recently, however, 

this SSR has been shown to be strongly modulated by the top-down focus of attention 

in an experiment where participants either performed a task based on the target 

stream or the tone cloud masker (Elhilali et al., 2009a), suggesting that the 

manipulation used by Gutschalk et al. may not have been sufficient to illustrate an 

effect of attention on the SSR. 

While these studies used stimuli that are more naturalistic than the simplified 

stimuli used in the classic paradigms, the targets were nonetheless artificially 

separated in frequency space from the maskers. Since the auditory processing 

hierarchy is organised tonotopically (i.e., shows a spatial organisation based on 

frequency), this means that the target in these signals activates neurons which are 

spatially segregated from those which respond to the masker. This is by design, since 

this paradigm questions how a signal can be masked by other stimuli which, though 

they do not interfere physically with the target, nonetheless overwhelm the auditory 

system’s capacity for processing.  However, detection of the target may not rely on 

auditory computation, per se, since it produces an inherently separate signal from the 

maskers from even the first stage of the auditory pathway – the basilar membrane 

within the cochlea. 

3.1.4 Stochastic Figure-Ground Stimuli 

To specifically target figure-ground segregation which relies on computational 

processing, in the present work I used the Stochastic Figure Ground stimulus 

developed by Teki and colleagues (SFG: Teki et al., 2011; Teki et al., 2013; Teki et al., 

2016). Signals are a regular series of chords formed of random, changing frequency 
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components which create a stochastic background. ‘Figures’ are introduced by 

repeating a small subset of components throughout the signal, resulting in the percept 

of a complex, bound auditory object that is heard separate from the background (Teki 

et al., 2013). Importantly, components belonging to the figure and those that are part 

of the ground are spread across the spectrum such that at any given point in time, the 

figure and the ground do not provide inherently separate neural signals. Instead, the 

percept of a figure emerging from the background arises from processes which 

computationally segregate the figure from the ground via a mechanism which 

computes the ‘temporal coherence’ across frequencies (Elhilali et al., 2009b; Shamma 

et al., 2011; Krishnan et al., 2014). This computation is based on analysing how 

information in separate frequency channels changes over time, and binding together 

components which show similar temporal dynamics (Teki et al., 2013; Teki et al., 

2016).  This process allows auditory objects to be segregated despite spectro-temporal 

overlap, and so it is likely to play a vital role in segregating the spectrally broad, 

dynamic sounds we experience in natural environments. It also relies on a signal which 

can only be identified via computation, and so provides an index of the level of 

computational processing which is occurring within the auditory system. 
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Figure 3.2: Stochastic Figure-Ground stimuli from Teki et al. (2011) 

Accumulating work has shown that listeners are highly sensitive to SFG figures, 

and brain responses to the emergence of the figure have been consistently observed in 

naïve, distracted listeners performing an incidental task (Teki et al., 2011; O'Sullivan et 

al., 2015; Teki et al., 2016). Teki et al. (2011) recorded fMRI while presenting incidental 

SFG signals to participants who were engaged in a low-demand visual picture matching 

task. SFG signals consisted of an on-going ‘ground’ of 50 ms chords formed by random 

frequency components, which lasted 2000 ms in total. In half of the signals a figure, 

comprised of a set of repeated frequency components, appeared part way through the 

sequence and was present for a small number of chords. Both the number of 

frequency components in the figure (the ‘coherence’) and the number of chords in the 

figure (the ‘duration’) were varied. Figure 3.2 shows example spectrograms from a 

signal with no figure (A) and one with a figure of coherence 4 and duration 7 (B).  

Behavioural work has shown that the percept of the figure becomes stronger as 

the coherence and duration are increased (Teki et al., 2011; 2013), and fMRI 

recordings indicate several brain regions that show a similar pattern: activation in the 

intraparietal sulcus and the superior temporal sulcus increased as the coherence 

and/or duration of the figure increased (Teki et al., 2011). This indicates that the brain 

responds to these spectro-temporal regularities in the signal even when they are 

irrelevant to the current task (and indeed, when participants are not even aware that 

figures might exist within the longer signals). 

Similar work using EEG has shown that even more complex figures can be 

detected during passive listening. O’Sullivan et al. (2015) used figures that were not 
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static, but instead comprised of sets of components that varied in frequency in the 

same manner over time (see red components in Figure 3.3). They found that the global 

field power of the EEG responses showed a significant peak ~ 200 ms after the onset of 

the coherent figure, even during passive listening. During active listening this response 

had a larger amplitude and duration, and was followed by a second significant peak 

around 600 ms post-stimulus onset. 

 

Figure 3.3: Stimulus schematic from O’Sullivan et al. (2015) 

SFG signals consisted of 50 ms chords. Ground components (black) were randomised, 

while figure components (red, coherence 8) followed a single randomly generated pitch 

envelope, so that those components varied coherently over time. 

A paradigm similar to the active condition reported by O’Sullivan et al. (2015) 

was used by Toth et al. (2016). Using a static figure, they illustrated a negative EEG 

component that peaked at ~300 ms post stimulus onset and a later positivity at around 

600 ms. These responses appear to mirror those reported by O’Sullivan et al. (2015). 

Both peaks showed larger amplitude when the parameters of the stimulus were set to 



CHAPTER 3 

87 
 

give a stronger figure (i.e., increased coherence or duration), but while the earlier 

response was not correlated to behaviour, the amplitude of the latter peak increased 

with detection performance (Toth et al., 2016). Together, these studies suggest that 

there is an early response evoked by the figure that occurs even during passive 

listening but can be enhanced during active listening, and that there is a later response 

which may reflect target detection rather than being evoked specifically by the figure-

ground segregation process. In both studies a source analysis was performed on the 

early component and both suggested a superior temporal/inferior parietal source 

(O’Sullivan et al., 2015; Toth et al., 2016). 

These stimuli have also been investigated using MEG recordings. Teki et al. 

(2016) presented ground stimuli that extended over several seconds, during which a 

figure of varying coherence might appear part-way through the signal and remain 

present until sound offset. In contrast to the ‘peak’ responses reported previously 

when shorter figures were used (O’Sullivan et al. 2015; Toth et al., 2016), this study 

showed an early transient after figure onset followed by a sustained response to the 

figure, which varied in strength according to the coherence of the figure. The data 

were source localised to find brain regions where activity varied parametrically with 

the coherence of the figure. This revealed that both the onset peak and the sustained 

response had sources within the planum temporale (PT) and the IPS. Activity in PT is 

consistent with the broad temporal sources suggested by the EEG data, though 

interestingly, no temporal source was indicated by the fMRI data from Teki et al. 

(2011). The IPS source was consistent with the fMRI results (Teki et al., 2011) and 

suggests that this area, which is outside the classic ‘auditory cortex’ is nonetheless 
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involved in identifying the auditory figures. This is also consistent with previous 

evidence that the IPS may play a role in auditory segregation (e.g., Cusack, 2005). 

3.1.5 Chapter Overview 

The imaging studies reviewed above have shown that the brain produces 

reliable neural responses to figures within the SFG signals, even without participants 

having explicit knowledge of the signals or intending to listen. Importantly, the 

strength of the neural activity also appears to correspond to the strength of the figure 

as parameters such as coherence and duration are varied, and has been shown to be 

enhanced by active attention. This suggests that it may provide a sensitive index of the 

degree to which the figure has been processed. However, previous SFG stimuli have 

been formed of long, on-going scenes where the figure may appear at some point 

during the sound. As I have discussed previously, it is not clear whether extended load 

tasks induce sufficiently consistent high load to produce reliable effects 

experimentally, particularly on auditory processing; thus, paradigms which combine 

short auditory stimuli with precisely timed visual load tasks, such as that reported in 

Chapter 2, may have a better chance of having a measurable effect on auditory 

processing. 

In this chapter, I describe how I adapted the SFG stimuli to produce short 

signals which could be used in parallel with a visual search task similar to that used in 

the previous experiments. I present MEG data recorded in response to these short SFG 

signals, and show that in spite of the substantially reduced duration there is still a clear 

neural signal in response to the figures. 
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3.2 METHODS 

3.2.1 Participants 

Sixteen paid participants (9 male; mean age of 24.8 years, SD = 3.0 years) took 

part in the experiment. All were right handed, had normal or corrected to normal 

vision and reported normal hearing and no history of neurological disorders. 

3.2.2 Apparatus, Stimuli and Procedure 

The magnetic signals were recorded using a CTF-275 MEG system (axial 

gradiometers, 274 channels, 30 reference channels, VSM MedTech, Canada) in a 

magnetically shielded room. Subjects were seated in an upright position, with the 

visual stimuli projected onto a screen placed ~52cm from the participants’ eyes. Data 

were recorded continuously with a 600Hz sampling rate and a 100Hz hardware low-

pass filter. 

The auditory stimuli were ~200 ms long, diotically presented SFG stimuli (Teki 

et al., 2011; 2013; 2016, see Figure 3.1). Signals consisted of a succession of chords, 

each comprised of multiple frequency components. Frequencies were chosen from a 

log-distributed pool of 109 frequencies from 180 to 4067Hz. Each chord was comprised 

of between 11 and 21 (number was uniformly distributed) frequency components, 

which were selected from the frequency pool with equal probability. The ‘figure-

absent’ stimuli (FA, 50%) were formed of random frequency chords. The ‘figure-

present’ stimuli (FP, 50%) were constrained so that a subset of the frequencies were 

repeated in each chord (this parameter is referred to as the ‘coherence’ of the figure, 

see Teki et al., 2011; 2013; 2016), while the others were selected randomly for each 
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chord. The repetition of the coherent frequencies creates the auditory ‘figure’ which 

can be heard separately from the stochastically changing background (Teki et al, 2013). 

 

Figure 3.4: Example schematics (left) and spectrograms (right) of the Stochastic 

Figure-Ground (SFG) stimuli 

Stimuli, adapted from Teki et al. (2011, 2013, 2016) consisted of a succession of chords, 

each comprised of multiple frequency components. The ‘figure-absent’ (FA) stimuli 

were chords formed of random frequencies, while the ‘figure-present’ (FP) stimuli were 

constrained so that some of the frequencies (indicated in red in the schematic 

representation and by black arrows in the spectrogram) were repeated in each chord of 

the stimulus, producing an auditory ‘figure’. The example stimuli contain 8 x 25 ms 

chords, with coherence 6. The spectrograms were generated with a filterbank of 1/ERB 

wide channels (Equivalent Rectangular Bandwidth; Moore & Glasberg, 1983) equally 

spaced on a scale of ERB-rate. Channels are smoothed to obtain a temporal resolution 

similar to the Equivalent Rectangular Duration (Plack and Moore, 1990). This models 

processing in the auditory periphery to produce a representation of the stimulus similar 

to that available to the central nervous systems. 

The stimuli were varied along several parameters in order to find a stimulus 

that elicited a strong neural response to the figure, and so could be used in the 

subsequent investigation of load (Chapter 4). Specifically, I varied the number of 
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coherent frequencies used for the figure (6 or 8); the duration of the chords (25 or 30 

ms); and the number of chords (6 or 8); all combinations were tested (8 possibilities). 

Each FP condition also had a matched FA condition where number and duration of 

chords, and average number of components were matched, giving 16 stimulus 

conditions overall. 120 exemplars of each of the conditions were randomly allocated 

into 4 blocks of 480 stimuli and presented with ISIs of 800 ms. Naïve participants 

passively listened to the signals while performing an incidental visual task. Prior to the 

recording, the volume of the stimuli was set to a comfortable level (~70 dB SPL) by 

each participant. 

The visual task was designed to be very low demand. Pictures of landscapes 

were presented in groups of three (5 seconds per image, fade in and out over 1 

second), and participants had to press a button if picture 2 or 3 was the same as 

picture 1. Instances of repetitions were relatively rare (~1 in 12 sets) so that button 

pressing was kept to a minimum. This task helped ensure that participants’ eyes were 

open, and they were awake throughout the blocks, but did not place a high demand on 

processing resources. 

At the beginning of the session, a short (4 minutes) ‘localiser’ block was 

recorded in order to characterise participants’ neural responses to simple auditory 

stimuli.  The measurement consisted of 200 presentations of a 100 ms long, 1 kHz pure 

tone with ISIs randomly distributed between 700 and 1500 ms. Participants watched a 

static fixation cross in the centre of the screen and were not required to perform a 

task.  
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3.2.3 Analysis 

The data from the localiser block were divided into 800 ms epochs, and 

baseline-corrected using a 200 ms pre-stimulus interval. The auditory M100 onset 

response (Roberts et al., 2000) was identified for each subject as a source/sink pair in 

the magnetic-field contour plots distributed over the temporal region of each 

hemisphere. For each subject, the 40 most activated channels at the peak of the 

aM100 (20 in each hemisphere) were selected for subsequent sensor-level analysis of 

the responses evoked by the SFG stimuli. 

The data from the main blocks were epoched into 1000 ms trials which covered 

800 ms post-stimulus onset, and 200 ms pre-onset. All data were baseline corrected to 

the pre-onset interval. Epochs with amplitudes above 3pT (~6% of trials) were 

considered to contain artefacts and discarded. A PCA-based, Denoising Source 

Separation (DSS, de Cheveigné and Parra, 2014) routine was applied to the data to 

extract stimulus-locked activity. The 20 most repeatable components were retained 

and projected back to sensor space. To characterise the response at this stage, the 

root mean square (RMS) of the evoked field over the localiser channels was calculated 

for each time point to give a time-series which reflects the instantaneous power of the 

evoked response. For illustrative purposes, group-RMS (RMS of individual subject 

RMSs) is plotted (Figure 3.2) but statistical analysis was performed across subjects. 

To characterise the elements of the response that are specific to FP stimuli, a 

further DSS was conducted, this time optimised to find components (spatial filters) 

which differed maximally between FA and FP trials (calculated over all channels and 

the whole epoch; de Cheveigné & Parra, 2014). The highest ranked DSS component 
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was retained for the analysis and used as a spatial filter (source model) for the analysis 

of FA vs FP trials (Figure 3.3, inset). In all cases this spatial filter corresponded to the 

standard temporal dipolar pattern associated with auditory responses. 

FP trials (relative to FA trials) were characterised by a sustained shift in the 

evoked response towards the direction associated with the M100.  Though MEG data 

does not exhibit positive or negative peaks in the same way as EEG data (since 

magnetic fields take the form of dipoles), I refer to this direction as negative since the 

EEG counterpart of the M100 (the N1) has a negative polarity and the signals elicited 

by auditory figures (e.g., the ORN and ARN) also represent negative EEG components. 

To quantify the amplitude of the negative shift associated with a figure, the difference 

between the evoked responses for FP and FA trials was calculated for each participant, 

and subjected to bootstrap re-sampling (1000 iterations, balanced; Efron and 

Tibshirani, 1993). The difference was judged to be significant if the proportion of 

bootstrap iterations which fell above/below zero was more than 95% (i.e., p< .05) for 

15 or more adjacent samples (25 ms). The bootstrap analysis was run over the entire 

epoch duration (200 ms pre onset to 800 ms post onset); all significant intervals 

identified in this way are indicated in the figure. Similar analyses were run to 

investigate the effects of different figure parameters: for each set of matched FP and 

FA trials (e.g., Coh 6, Num 8, Dur 25 ms) the FP-FA difference waves were calculated 

for each subject; conditions were then grouped according to one parameter, e.g., Coh 

6 vs Coh 8 and a bootstrap analysis was run as described above. 

Since all stimulus conditions showed a clear response to the figure, the data 

were collapsed over all parameters for the source analysis. Sources were estimated 
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using multiple sparse priors (MSP, Litvak and Friston, 2008) analysis. Inversions were 

based on all MEG channels and used a single shell head model with group constraints. 

Second-level analyses consisted of paired t-contrasts to compare activation between 

FP and FA conditions (over all stimulus parameters). Results were thresholded at p < 

.001 at the peak level and then subjected to a whole brain p < .05 FWE correction at 

the cluster level. In one instance a small-volume correction (a 10mm diameter sphere 

centred at the peak of the cluster) was applied instead, since the cluster was small but 

in a location consistent with previous fMRI (Teki et al. 2011) and MEG (Teki et al. 2016) 

sources for similar SFG stimuli. The use of a different correction is marked in Table 3.1.  

3.3 RESULTS 

3.3.1 Response to Figure 

Figure 3.5 A shows the average evoked response, collapsed over all stimulus 

parameters and over figure-present and figure-absent trials. These data are comprised 

of 20 components (i.e., reflect the independent activity of many processes), and so 

their dynamics are summarised by calculating instantaneous power (RMS; see 

methods) across channels.  Visible is the characteristic succession of onset peaks (M50, 

M100, P200 at 50, 100 and 200 ms post onset), followed by a P3 response from ~400-

700 ms post stimulus onset.  

Figure 3.5 (Overleaf): Experiment 3 - SFG Evoked Responses. 

A. Overall response to the SFG stimuli (collapsed over FA/FP conditions and all stimulus 

parameters). Plotted is the mean RMS (instantaneous power) of stimulus-evoked 

activity collapsed over all conditions. Associated scalp topographies at major peaks are 

provided. Error bars reflect the standard deviation of bootstrap resamplings. B. Figure-

related negativity. Evoked fields calculated using a spatial filter which maximised the 

difference between FP and FA responses (inset – see methods). Evoked fields in this and  
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subsequent figures are plotted with the M100 as an ‘upwards’ peak, to match the 

convention used in EEG for its counterpart, the N1. Error bars reflect the SD over 

bootstrap resamplings for each condition, and significant differences between the 

conditions are marked by horizontal black bars at the bottom of the plot. Top panel 

shows the evoked responses separately for figure present (FP) and figure absent (FA) 

stimuli, while the bottom panel illustrates the figure-related negativity (FRN), 

calculated by the difference timeseries of FP-FA. Right panel shows source-level 

contrast: regions where FP trials showed greater activity than FA trials are indicated in 

red. No regions were found to be significant for the opposite contrast (FA>FP). 
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To identify neural activity that was specific to the figure, a source separation 

analysis was run to isolate activity that was most different between figure-present (FP) 

and figure-absent (FA) trials. The resulting spatial filter (pictured in the inset) was 

applied to the data to produce the time series in Figure 3.5B. The response to the FP 

trials relative to FA trials is characterised by a sustained ‘negativity’ (i.e., in the same 

direction as the M100 peak) which was significant from 60 ms post stimulus onset and 

persisted throughout the rest of the trial. I refer to this response as the ‘figure-related 

negativity’ (FRN); the difference timeseries which represents the amplitude of the FRN 

throughout the trial is illustrated below the main plot in Figure 3.5B. 

Table 3.1: Experiment 3 – Source Contrast for Effect of Figure 

Source estimates for the difference between FP and FA trials. * indicates a small 

volume correction. 

Cluster Peaks 

Cortical Structures p(FWE-corr) t p(uncorr) Co-ordinates (x,y,z) 

Left Temporal Lobe: <.001 5.12 <.001 -58 -42 10 

Superior Temporal Gyrus, BA 22  
4.63 <.001 -58 -52 24 

Right Temporal Lobe: < .001 5.72 <.001 56 -42 10 

Superior Temporal Gyrus, BA 22       

Right Parietal Lobe: 0.026* 3.54 <.001 34 -66 46 

Superior Parietal Lobule, 
Inferior Parietal Lobule, BA 7 

 3.32 0.001 34 -62 48 

Source localisation revealed several brain regions where activity differed 

significantly between FP and FA trials (Fig 3.5B, Table Table 3.1:3.1). FP stimuli showed 

greater activity in bilateral superior temporal gyri and right superior and inferior 

parietal lobules. This activity is consistent with the findings of Teki et al. (2011, 2016) 
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that the SFG stimuli evoke figure-specific activity along the superior temporal planes, 

superior temporal sulci, and also within the intraparietal sulci. 

These results confirm that there is a measurable neural response to the 

presence of the figure even during very brief SFG signals, consistent with previous 

behavioural reports (Teki et al, 2013), and despite the fact that the sounds were not 

explicitly attended. The fact that a response to the figure can be seen within 60 ms of 

scene onset (after 2 chords), suggests a very rapid figure-ground segregation process. 

3.3.2 Effects of Stimulus Parameters 

The parameters I varied within the stimuli created 8 conditions, each with a 

matched set of FP and FA trials. Here I assess how manipulating each parameter 

affected the FRN. I calculated the FRN (i.e., FP – FA) for each subject and condition, 

and then grouped the eight conditions according to each of the three parameters that 

were varied (coherence, duration of chords, and number of chords). The figures 

illustrate the average FRN (equivalent to the orange FRN plot in figure 3.5B) with data 

split by parameter value. Since these FRNs are based on fewer trials than the previous 

figure, the results are somewhat noisier. 

3.3.2.1 Effect of coherence 

Overall, trials where the figure contained 8 coherent components resulted in a 

larger FRN than those with 6 coherent components (see Figure 3.6). The effect was 

significant from ~150 - 300 ms post stimulus onset, during the main peak of the FRN, 

and later from ~400-450 ms. This is consistent with the previous MEG data from Teki 

et al (2016), and EEG data from Toth et al. (2016) which showed that increased 

coherence led to stronger evoked responses to the figure in this timeframe. 
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Figure 3.6: Experiment 3 - Effect of Coherence 

Plotted are the FRNs (FP-FA) elicited by stimuli containing a figure of 6 vs 8 coherent 

components. Error bars reflect the SD over bootstrap resamplings for each condition, 

and significant differences between the conditions are marked by horizontal black bars 

at the bottom of the plot. 

 

3.3.2.2 Effect of duration and number of chords 

Figure 3.7: Experiment 3 - Effect of Duration and Number of Chords 

Plotted are the FRNs (FP-FA) split by chord duration (left) and number of chords (right). 

Error bars reflect the SD over bootstrap resamplings for each condition, and significant 

differences between the conditions are marked by horizontal black bars at the bottom 

of the plot. 
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Figure 3.7 illustrates the effect of chord duration (left) and the number of 

chords (right). Increasing either factor resulted in a longer duration of the overall 

stimulus, and this is reflected in the fact that the FRN extended later into the epoch for 

both 30 vs 25 ms chords, and for stimuli with 8 vs 6 chords. When chord duration was 

manipulated, there was an effect on the latency of the FRN, with the shorter chords 

leading to a slightly earlier peak. This presumably reflects the fact that with shorter 

chords, information about the stimulus composition is accrued faster. In contrast, 

when the number of chords was manipulated, the FRNs show the same onset slope, 

but with a greater number of chords the FRN continued building for longer, leading to 

both a longer peak latency and a larger peak amplitude. This is consistent with 

previous work which suggests that rather than the duration of stimuli overall, the 

crucial factor governing both the perceptual salience and strength of the neural 

response to the figure is the number of chords presented (Teki et al., 2011; 2013), 

since the figure response builds up as information is accrued. 

3.3.2.3 P3 response 

Interestingly, all three parameter contrasts resulted in a significant effect from 

~ 400 – 450 ms, which corresponds to the onset of the P3 response (see peak labels in 

figure 3.5A). In each case, the parameters that would produce the more salient figure 

(i.e., greater coherence, more chords) or simply a longer stimulus resulted in a larger 

P3 peak. This suggests that stimuli with a salient figure or those which were overall 

longer had a greater chance of capturing attention (which was not tightly controlled by 

the task used during these recordings). This P3 peak is less apparent in the grand mean 

FRN (when collapsed over all stimulus conditions - figure 3.5B), presumably because 
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this average contains responses to both ‘stronger’ and ‘weaker’ figures, and perhaps 

also due to the mismatch in latencies of the P3 peak for different stimulus parameters, 

leading to a more diffuse response when averaged. 

3.4 DISCUSSION 

3.4.1 FRN as a marker for auditory segregation 

In spite of the substantial reduction in the overall duration of the SFG stimuli 

relative to that used in previous work (Teki et al., 2011; O'Sullivan et al., 2015; Teki et 

al., 2016), there was still a clear neural response to the figure in all stimulus conditions. 

This is consistent with behavioural evidence (Teki et al., 2013) showing that listeners 

are sensitive to figures in brief SFG signals. The response to the figure was 

characterised by a negativity relative to the figure absent signals, which I term the 

figure-related negativity (FRN). The FRN emerged very early in the evoked responses, 

appearing after just two chords had been presented in spite of the fact that auditory 

signals were behaviourally irrelevant to participants. This suggests that the FRN 

reflects a swift segregation mechanism that operates early during processing and 

without explicit intent. The FRN also persisted throughout the evoked response, 

suggesting that it may also reflect a sustained response to the figure such as those 

reported in previous studies that have used protracted, temporally dynamic stimuli 

(Elhilali et al., 2009a; Teki et al., 2016). The FRN extended into the P3 timeframe and 

there was tentative evidence that there was a resurgence of the response during that 

period, particularly for signals that contained a strong figure, suggesting that some of 

the later activity captured within the FRN may relate to attentional shifts towards the 

auditory signals when figures were present. The amplitude of the FRN was also 
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sensitive to stimulus parameters that are known to affect the strength of the figure 

percept (coherence and number of chords), indicating that it provides a suitable metric 

of figure-ground segregation. 

3.4.2 Relating the FRN to similar evoked components 

The FRN seen here is generally reminiscent of the object-related negativity 

(ORN) described earlier in this chapter, which occurs in response to a mistuned 

harmonic within concurrently presented sound components; both responses show a 

negative valence, have similar peak latencies, and are evoked even during passive 

listening. Indeed, Toth et al. (2016) refer to the EEG negativity they recorded in 

response to figures within SFG signals as an ORN. However, since the process 

underlying concurrent sound segregation based on harmonicity and segregation of on-

going sequences may rely on distinct underlying mechanisms (Alain and Izenberg, 

2003; Dyson et al., 2005; Micheyl and Oxenham, 2010), and since in subsequent 

chapters I illustrate a notable difference between the ORN and FRN, I will maintain the 

use of distinct terminology. 

The FRN also shares characteristics with the awareness-related negativity (ARN) 

reported by Gutschalk et al. (2008) in their informational masking study. In contrast to 

the FRN, the ARN was only seen when participants successfully detected the target 

within the auditory scene, which the authors interpret as meaning that active 

awareness of the figure is required to elicit the response. However, given the similarity 

between the stimuli found to elicit the ARN and those used here, it is possible that 

these responses are driven by the same process. The signals used by Gutschalk et al. 

contained a target which was equivalent to a figure comprised of only one frequency 
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component (i.e., coherence 1). Previous work on SFG stimuli has shown that the neural 

response to figures deteriorates as the number of coherent components is reduced 

(Teki et al., 2011; Teki et al., 2016; Toth et al., 2016) , and that detection of figures with 

only one frequency component is very poor (Teki et al., 2013). Thus, it may be that the 

ARN is actually an FRN to a weak signal, and thus only becomes detectable above the 

noise floor after amplification via active attention. This is in keeping with a 

combination of bottom-up and top-down influences of attention on segregation, such 

as those described by Elhilali et al. (2009a) and Alain et al. (2001) and Gutschalk at al. 

(2008). 

3.4.3 Neural sources associated with auditory segregation 

Source localisation of the FRN suggested bilateral superior temporal generators 

and an additional right parietal source. This is consistent with previous neuroimaging 

work which has implicated Planum Temporale (PT), the Superior Temporal Sulcus (STS) 

and Intra-Parietal Sulcus (IPS) in the process of detecting SFG figures (Teki et al., 2011; 

Teki et al., 2016). The involvement of PT and IPS in segregation also correspond to 

previous results that were based on simpler streaming signals (Cusack, 2005; Gutschalk 

et al., 2007; Wilson et al., 2007; Schadwinkel and Gutschalk, 2010). Current 

computational models of auditory scene analysis apply cross-channel correlation at a 

variety of temporal delays and are hypothesised to be supported by rapid adaptive 

processes in auditory cortex (Elhilali et al., 2009b; Teki et al., 2013; Krishnan et al., 

2014; Lu et al., 2017). However, the involvement of sources outside typical auditory 

cortical regions suggests that the relevant computations are elaborated along a broad 

processing hierarchy; Teki et al. (2016) suggest that PT operates as a hub for the 



CHAPTER 3 

103 
 

process that computes the coherence maps, while IPS is involved in encoding the 

signal as consisting of several sources. The FRN recorded here, which emerged very 

early and extended throughout the evoked response, may reflect a combination of 

these processes which occur throughout the hierarchy. 

3.4.4 Conclusions 

In summary, the FRN characterised here appears to be a robust response which 

reflects both early computations underlying figure segregation in auditory cortex and 

later activity that may be driven by a sustained response to the figure (e.g., in IPS) or 

awareness-related activity. Its amplitude is sensitive to the strength of the figure 

percept, and it is elicited even in naïve listeners who are not explicitly attending to the 

sounds. Since any response to the figure in the SFG signals indicates that underlying 

temporal coherence computations have occurred, the FRN should serve well as a 

neural index of the level of computation occurring in the auditory system for the next 

series of experiments. 
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CHAPTER 4: FIGURE-GROUND SEGREGATION 

UNDER LOAD3 

4.0 MOTIVATION 

Having established short SFG stimulus as a good model for computations within 

the auditory system, and the FRN as a sensitive index of processing, I turn to the 

question of whether this type of processing is dependent on attention and the 

availability of resources. 

4.1 INTRODUCTION 

The extent to which auditory figure-ground segregation is dependent on 

attention has been a longstanding issue in hearing research (Alain and Arnott, 2000; 

Carlyon et al., 2001; Alain and Izenberg, 2003; Macken et al., 2003; Cusack et al., 2004; 

Dyson and Alain, 2004; Dyson et al., 2005; Sussman, 2007; Lipp et al., 2010; Shamma 

and Micheyl, 2010; Thompson et al., 2011; Snyder et al., 2012; Weintraub et al., 2014; 

Lakatos et al., 2016; Masutomi et al., 2016; Lu et al., 2017), but despite decades of 

debate the answer has remained elusive. 

Most previous work has focused on the effect that the top-down allocation of 

attention has on segregation. Typically, this is explored using a contrast between 

conditions where participants intentionally listen for an auditory object (‘active 

attention’), and conditions of either passive listening or where top-down attention is 

 
3 Data from this chapter have been published in: Molloy, K., Lavie, N., & Chait, M. (2019). Auditory 
figure-ground segregation is impaired by high visual load. Journal of Neuroscience, 39:1699-1708. 
Although I have rewritten much of the text so that it works in concert with the other chapters in this 
thesis, there may be some repetition of information. 
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allocated to a different stimulus. These studies have reliably shown that auditory 

segregation can be improved by active attention, with ERP measures of segregation 

being enhanced during an active task based on segregating the auditory stimuli. It is 

also clear that once auditory objects have been separated, attention can act to 

enhance processing of one object and supress processing of others (e.g. Woods and 

McDermott, 2015), a process that is usually characterised by enhanced neural 

responses to the attended sound relative to other sounds in the scene, and by the 

phase-locking of neural oscillations to patterns within the attended signal (Bidet-Caulet 

et al., 2007; Ding and Simon, 2012; Woods and McDermott, 2015). However, the 

question of whether attention is strictly necessary for segregation has been much 

more controversial. 

4.1.1 Is attention required for segregation to occur? 

4.1.1.1 Segregating simple tone sequences 

Even for the relatively straightforward signals used in the ABA- streaming 

paradigms, there appears to be contradictory evidence as to whether streaming can 

occur in the absence of directed attention. As I reviewed in Chapter 1, early 

behavioural studies of attention and streaming, based on participants reporting their 

percept, suggested that there is very little build-up of streaming in situations where 

attention is not engaged on the ABA- signals (Carlyon et al., 2001), and that any 

streaming that does build up while attention is focused on the signals rapidly decays as 

attention is switched away (Cusack et al., 2004). Similar effects have been shown by 

studies that used objective measures of streaming rather than behavioural reports: 

Thompson et al., (2011) and Billig & Carlyon (2016) tested detection of a temporal 
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irregularity within the ABA sequence. This task is facilitated when the signal is 

perceived as one stream, and so can act as an index of the degree of segregation: 

performance on the task was initially high while the signal was fused, but deteriorated 

as streaming built up. These experiments illustrated that the build-up of streaming was 

very slow when attention was directed away from the stimuli (Thompson et al., 2011; 

Billig & Carlyon, 2016). They also confirmed that during active attention, any switches 

away from the streaming signals caused an abrupt disruption of streaming, though 

they noted that if attention was brought back to the streaming signals the build-up of 

streaming occurred at a faster rate, suggesting that while attention switches did have a 

substantial effect on streaming, it was not fully reset (Billig & Carlyon, 2016). 

In contrast to this set of findings, other experiments appeared to provide 

evidence that ignored signals can be streamed. For instance, using the ‘irrelevant 

sound effect’ paradigm Macken et al. (2003) probed the degree to which ignored ABA- 

signals interfered with an active short-term memory task. The task – in which 

participants maintain an echoic representation of a series of digits – is disrupted if 

irrelevant sounds that are presented during the rehearsal period are alternating 

sequences rather than multiple separate, static sources. ABA- signals were presented 

while participants performed the memory task at two different presentation rates (a 

factor that is known to affect the build-up of streaming when sounds are attended). 

Macken at al. argued that if streaming were dependent on focused attention, the 

irrelevant sounds should remain fused regardless of presentation rate, and so would 

be equally disruptive to the attended task. However, the data illustrated that a high 

presentation rate (which encourages streaming) led to fewer errors in task recall, 
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suggesting that streaming had occurred even though the sounds were outside the 

explicit focus of attention.  

Similar conclusions have been drawn from MMN studies, in which ignored 

sound sequences elicited MMNs in response to deviance from patterns that can only 

become apparent once sounds have been segregated into two on-going streams. For 

example, Sussman et al. (1999) presented sequences of six tones (three high and three 

low, but all with different exact frequencies) in an alternating high-low pattern where 

the tones in each band typically followed an ascending pitch pattern (L1 H1 L2 H2 L3 

H3), but where occasional pattern deviants (descending pitch order) occurred within 

either the high or low band. At slow presentation rates (where streaming based on 

broad pitch bands is unlikely) there were no MMNs to the deviant sequences, but at 

higher presentation rates that encourage streaming, the deviant sequences elicited 

MMNs. These studies highlight that certain endogenous cues such as the presentation 

rate and the frequency separation between tones, which encourage faster build-up of 

streaming when active attention is engaged, may be sufficient to induce segregation 

even for ignored signals. However, as I highlighted in the introduction to this thesis, it 

is not clear from these previous studies whether this effect is purely stimulus-driven or 

if it is only possible only when spare resources spill over from the attended task. 

4.1.1.2 Segregating specrto-temporally complex signals 

The question of whether attention is necessary for segregation has also been 

approached using more complex segregation stimuli. For instance, Elhilali et al. (2009a) 

explored auditory segregation using the informational masking paradigm (described in 

Chapter 3 Section 3.1.3 and illustrated in Figure 3.1) in which targets comprised of a 
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single regularly repeated frequency were presented amongst a broad-spectrum 

dynamic tone cloud. They used MEG to assess the strength of neural activity that was 

timelocked to the presentation rate of the target, contrasting conditions where 

participants engaged in a task that was based on the target within the stimulus with 

conditions where the task was based on the background. Both the power and the 

degree of phase-locking across MEG channels within the steady-state response (SSR) 

was shown to be increased when participants were attending to the target rather than 

the background (Elhilali et al., 2009a). This effect correlated with behaviour: the SSR 

built up over time in a manner that correlated to performance on the target task, and 

additionally, participants who showed a stronger modulation of the SSR with attention 

also performed better on the target task. There was also an effect of the low-level 

saliency of the target, with more salient targets showing superior power and 

phaselocking of the SSRs, regardless of the attentional state. As reviewed in Chapter 3 

(Section 3.1.3) Gutschalk et al. (2008) used the same stimuli to contrast neural 

responses between conditions of active and passive listening, and for targets which 

were detected versus missed. However, unlike the results from Elhilali et al.’s study, 

the target-driven SSRs recorded by Gutschalk et al. did not show any modulation 

according to attentional state. This difference may reflect that in the passive condition 

used by Gutschalk et al. resources were automatically allocated to the auditory signals, 

while in the ‘ignore’ condition used by Elhilali et al. (2009a) participants were actively 

engaged in a task that required attention towards the background signals (which did 

not evoke the SSR). In addition to the SSR responses, Gutschalk et al. also reported an 

attention-related negativity (ARN) that occurred only for targets that were detected. 

As discussed in Chapter 3, this may bear some relation to the FRNs reported here that 
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are elicited by figures in the SFG signals. Both Gutschalk et al. and Elhilali et al. 

concluded that there are bottom-up and top-down influences on segregation of the 

informational masking signals, with the implication that some level of stimulus-driven 

segregation is purely automatic. 

For the SFG signals, there is also substantial evidence that active attention is 

not necessary in order for segregation to occur. For instance, Teki et al. (2011, 2016) 

have shown that participants who performed a visual task while irrelevant SFG stimuli 

were presented in the background showed clear sustained responses (recorded via 

MEG and fMRI) that occurred only when the figure was present, and which scaled with 

the coherence and duration of the figure. Similarly, O’Sullivan et al. (2015) identified 

an ERP component of the EEG response that occurred from ~100-200 ms post stimulus 

onset which correlated in amplitude with the coherence of the stimuli. This 

component was elicited under passive listening conditions and was enhanced (in both 

amplitude and temporal extent) with active attention. They draw similar conclusions to 

those based on the informational masking stimuli: that some segregation occurs 

automatically but that it is enhanced by active attention. 

4.1.2 Applying Load Theory 

As argued in the introduction to this thesis, the paradigms that have been used 

to study whether attention is required for segregation are not designed appropriately 

to distinguish between processes that are pre-attentive and those which occur during 

passive listening due to the automatic application of spare capacity. Drawing the 

conclusion that some segregation occurs automatically, based on evidence that 

segregation occurs during passive conditions, is not necessarily valid; if the auditory 
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system benefits from spill-over of capacity, as is established to occur in vision, 

resources would only be fully withdrawn from task-irrelevant stimuli when a separate, 

explicitly attended task involves a sufficiently high level of perceptual load to exhaust 

all capacity. Thus, the streaming effects reported to occur to unattended signals may 

have occurred only because the tasks participants were engaged in did not heavily load 

perceptual resources. This seems plausible for the studies described above; for 

example, in the study based on the irrelevant sound effect (Macken et al., 2003), the 

active task was maintenance of a series of digits, a process known explicitly to load 

cognitive resources and result in enhanced processing of irrelevant stimuli. In most 

other studies there was no active task, merely the expectation that attentional 

resources are not engaged unless explicitly directed. 

4.1.2.1 Impact of Load on Concurrent Sound Segregation 

To examine whether auditory processes do benefit from the automatic 

allocation of resources when available, a load task is required to manipulate the 

perceptual demand of an attended task, so that the resources available to the auditory 

system are modulated. This approach has already been applied to measures of 

concurrent sound segregation. The ORN, described in detail in Chapter 3, is a response 

elicited when a single component is perceived as segregated from a concurrent (static) 

harmonic sound due to low-level segregation cues such as a mistuning or onset 

asynchrony. Unlike later components elicited during active performance of a 

segregation task (e.g., P230, P400), which appear to reflect target selection, the ORN 

occurs readily during passive listening (Alain et al., 2001; Alain et al., 2002; Lipp et al., 

2010). Investigating whether load might affect the elicitation of the ORN, Alain and 



CHAPTER 4 

111 
 

Izenberg (2003) presented harmonic complexes to both ears, with a load task based on 

signals in one ear while sounds in the other ear were to be ignored. The stimuli in both 

ears were either tuned or mistuned (50% each), and occasional deviants (of shorter 

duration) occurred. The task was to detect targets that had a shorter duration. For the 

low load task, participants pressed one button for all duration deviants; in the high 

load task, they had to make a further judgement of whether the target was tuned or 

mistuned, pressing different buttons for each. EEG recordings revealed that duration-

deviant stimuli in the unattended ear elicited a mismatch wave that was reduced as 

task load increased. In contrast, the ORN elicited by the mistuned stimuli was not 

significantly affected by task load. Although this result suggests that the ORN is 

preattentive, sounds in the active task ear were never presented at the same time as 

sounds in the ‘ignore’ ear – ISIs varied from 200-400 ms – so it is unclear whether the 

load of the active task was timed sufficiently well to critically disrupt processing of 

sounds in the unattended ear. 

The ORN has also been investigated using a visual load paradigm. Dyson et al. 

(2005) presented tuned and mistuned harmonic complexes to participants who were 

actively engaged in a visual task that was easy or hard. The visual task was based on a 

serial presentation of coloured numbers onscreen. In the easy task participants 

categorised each digit as greater than or less than 5 (5 itself was not used in the task). 

For the hard task, if the number was in blue participants categorised the current 

number as > or < 5, while for red numbers, participants categorised the previous 

number as > or < 5. The ORN responses recorded to the auditory stimuli were not 

significantly different between visual task conditions (though note that ORNs were 
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smaller under the hard task conditions, and p values approached the significance 

criterion of p < .05). Though this result again suggests that the ORN is not susceptible 

to the depletion of resources, the same criticism I described in the previous paragraph 

applies to this study, since the timing of the visual presentations (random ISIs of 1500-

2000 ms) was not matched to the presentation of the sounds (random ISIs from 200-

400 ms). Further, the visual task did not strictly load perceptual resources: it was in 

essence an n-back categorisation task, which would typically be classed as cognitive 

load, and further, a 1-back task is not usually considered to be high load. Thus, 

although there is some evidence that concurrent sound segregation (in particular the 

elicitation of the ORN) is robust to the depletion of resources, it may be that 

experiments have not adequately controlled load, especially in terms of ensuring 

resources are depleted at the time when the segregation stimuli are being processed. 

4.1.2.2 Impact of Load on Segregation of Sequences 

One study has employed load to explore whether segregation of sound 

sequences can occur when resources are depleted. Masutomi et al. (2016) created 

complex dynamic stimuli based on natural sounds; the background was constantly 

changing, while targets were formed of ten repetitions of a 320 ms segment. 

Segregation of this sort is driven solely by the repetition within the target and must 

therefore occur via some form of temporal integration (Andreou et al., 2011; 

McDermott et al., 2011; Bendixen, 2014). Segregation was assessed by presenting a 

probe sound (320 ms) at the end of each trial which either matched the segment that 

was repeated to form the target or was a section of the background (i.e., a plausible 

but incorrect probe). Masutomi et al. ran a series of experiments where this auditory 
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segregation task was paired with a concurrent, prioritised task of low or high demand. 

Three load tasks were used: a multiple object tracking (MOT) task, which loads visual 

perceptual resources; a digit sequence memory task, which loads visual encoding and 

short-term auditory memory resources; and an auditory enumeration task (counting a 

series of tone pips), which loads auditory perceptual and short-term memory 

resources. For the MOT task there was no significant effect of load on auditory 

segregation performance. For the digit sequence and auditory enumeration tasks there 

was a significant effect of load on performance of the segregation task, but this was 

not statistically different from the effect of load on a separate auditory task that was 

not based on segregation. The authors concluded that, while there may have been an 

overall effect of load on auditory processing, it was not specific to auditory 

segregation. One limitation of this series of experiments is that in all cases the 

segregation stimuli were task-relevant, and thus any effect of load would be expected 

to be small. Additionally, even in the high load conditions, performance on the load 

tasks was very good (d’ > 2.5) suggesting that resources may would not have been fully 

depleted. Finally, as I have discussed previously, it is difficult to be sure that load is 

maintained at all times for stimuli that are presented over extended periods. Here, 

segregation stimuli were all several seconds long, and though the load task stimuli 

were presented over the same period, it is not clear how levels of load may have 

varied throughout stimulus presentation. 

4.1.3 Chapter Overview 

In the present chapter I used a visual load task to explore whether figure-

ground segregation based on temporal coherence is dependent on the availability of 
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processing resources. Importantly, unlike the load studies described previously, I used 

a visual load task that was precisely timed to the presentation of SFG stimuli in order 

to maximise the depletion of resources. I present data from two MEG studies 

(Experiments 4 and 5) which assess auditory processing of task-irrelevant sounds, 

using two different visual load tasks, and a complementary behavioural dual task study 

(Experiment 6) which illustrates the effect of load on deprioritised - but not ignored - 

auditory signals. 

4.2 EXPERIMENT 4: SFG UNDER LOAD – MEG 

This experiment used a slightly adapted version of the visual load task used 

previously in the Inattentional Deafness experiments in Chapter 2. During pilot testing 

this task appeared to provide a good manipulation of load based on participants’ 

reaction times and performance. However, during the MEG experiment participants 

performed repeated blocks of the task and showed substantial improvements in 

performance between blocks. This was clear during the experiments since after each 

block a participant’s percentage correct score was displayed on screen. I was 

concerned that load was not being manipulated sufficiently well during the majority of 

the blocks each participant completed and so aborted scanning after 16 of a planned 

20 participants had been run. I designed a new visual load task which provided a 

stronger manipulation of load and ran a full cohort of participants in a second MEG 

experiment (Experiment 5) which provides the main data for this chapter. 

Nonetheless, I analysed the data collected as part of Experiment 4, and it illustrates 

some effects that corroborate the findings of Experiment 5. Thus, I present the data 
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here with the caveat that the sample size was not as large as intended, and that the 

data were somewhat noisy. 

4.2.1 Methods 

4.2.1.1 Participants 

Sixteen paid participants (9 male; mean age of 24.9 years, SD = 5.1 years) of an 

intended 20 took part in the MEG experiment. All were right handed, had normal or 

corrected to normal vision and reported normal hearing and no history of neurological 

disorders. None had taken part in any of the previous experiments presented in this 

thesis, or in experiments which used a similar load task. 

4.2.1.2 Apparatus, Stimuli and Procedure 

The apparatus and recording methods were identical to those described for the 

MEG experiment in Chapter 2. 

As load was introduced as an extra factor in this and the experiments that 

follow, relative to the experiments presented in Chapter 3, I chose a fixed set of 

parameters for the SFG stimuli in order to maximise the power of the analysis. Since all 

stimulus parameters tested in Chapter 3 gave rise to significant FRNs, it seemed that 

any of these could be suitable, so I selected parameters based on what I believed 

might be more susceptible to a load manipulation. For the coherence value, I chose to 

use the smaller number of coherent components (six) to minimise the inherent signal 

to noise ratio of the coherent versus non-coherent components. For the chord 

duration, I chose shorter chords (25 ms) so that the auditory information processing 

would need to occur faster (and might therefore be more susceptible to disruption). 

Finally, I chose to present the larger number of chords (eight) so that any signal which 
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arose from successfully integrating over multiple chords would be stronger, giving a 

clearer contrast to conditions where integration was un- (or less) successful. Thus, the 

stimuli used in this and subsequent experiments had coherence 6, with 8 x 25 ms 

chords, resulting in 200 ms signals. 

 

Figure 4.1: Experiment 4 - Load Task Paradigm 

Letter search task of low load (a; target dissimilar from distractors) or high load (b; 

target similar to distractors). Subjects were instructed to identify which of two target 

letters (X or Z) had been present in the display. Search arrays were presented for 100 

ms, followed by a 100 ms mask. Auditory stimuli (which occurred on 50% of trials; no 

auditory task) were presented at precisely the same time as the visual stimuli, covering 

the 200 ms during which the search array and mask were displayed on screen. 

The visual load task used previously (Chapter 2) was a search for targets within 

an array of letters that were presented onscreen for 100 ms. Pilot testing indicated 
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that increasing the duration of the visual stimulus to 200 ms (to match the duration of 

the auditory signals) made the search too easy, so instead the array was presented for 

100 ms followed immediately by a 100 ms mask (Figure 4.1). The subsequent response 

period was 1800 ms (during which the screen was blank). There was no auditory task 

as this experiment was designed to explore processing of irrelevant sounds under load. 

The experiment consisted of 8 blocks of 120 trials each, and the order of blocks (low or 

high load) was counterbalanced between subjects. Feedback was not given within 

blocks, but at the end of each block participants were provided a score of percentage 

correct, to help maintain task engagement. 

4.2.1.4 Analysis 

Behavioural Data 

Data from the visual search task were subjected to within-subjects comparisons 

of mean percentage correct score and reaction times between low and high load. For 

the reaction time data, a paired t-test was used. For the accuracy data a mixed logistic 

regression was used to model the proportion of correct responses, with load as a fixed 

factor and subject as a random factor. Sound was also entered into an initial model to 

explore whether the presence versus absence of an auditory signal had an effect on 

trial performance, but since neither the main effect of sound nor the interaction 

between load and sound were found to be significant, sound was not included in the 

final model. 

MEG Evoked Data 

The data from the localiser blocks were analysed as described in previous 

chapters to give a selection of channels for each participant that best represented the 
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spatial distribution of their aM100 responses. Data from the main blocks were 

epoched into 1000 ms trials, including a 200 ms pre-onset interval. Pre-processing 

(base line correction and trial exclusion) of the trials was performed as described in 

previous chapters, followed by a DSS analysis (de Cheveigné & Parra, 2014) to extract 

stimulus-locked activity, after which 20 components were retained. RMS and source 

data reflecting the response to visual-only trials (LL vs HL) were calculated at this stage 

of the analysis. 

To estimate the response to auditory stimuli, a second DSS step was performed 

to separate auditory responses from the measured auditory-visual combined response 

(as described in detail for Experiment 2, Chapter 2).  Ten components were retained 

and projected back to channel space.  RMS and source data for the overall response to 

the auditory SFG stimuli (under LL and HL) were calculated at this stage of the analysis. 

Finally, as described for the SFG stimuli in Chapter 3, a final DSS analysis was 

applied to produce a spatial filter that reflected activity which was most different 

between FP and FA trials. The data were then separated into LL/HL and FP/FA 

conditions for analysis. Bootstrap analyses to contrast the evoked responses between 

conditions were run as described previously with significance criteria of p< .05 for 15 

or more adjacent samples (25 ms). 

MEG Source Analysis 

A source analysis was attempted, but due to the small sample and the fact that 

the FRNs recorded here were relatively small and noisy, no sources that reached the 

significance criteria were identified. 
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4.2.2 Results 

4.2.2.1 Visual Task 

Participants showed a significant effect of load on performance in the visual 

task (Figure 4.2). Increased load led to lower accuracy (Mean: LL = 97.9%, HL = 89.3%; 

SD: LL = 3.7, HL = 6.7; z = -6.87, p< .001) and longer RTs (Mean: LL = 597 ms, HL = 761 

ms; SD: LL = 83, HL = 79; t(15) = -9.1, p< .001) confirming that the load manipulation 

was successful. However, as noted in the introduction to this experiment, the effect 

was small. 

The evoked responses from the visual only trials (Figure 4.3) show two clear 

onset peaks about 100 ms apart, which represent the vM100 onset response to the 

search array (which appeared at 0 ms), and to the mask (appearing at 100 ms). The 

topography plots are consistent with activity in occipital areas. High load responses 

were significantly stronger than those in the low load task during the vM100 onset 

 

Figure 4.2: Experiment 4 - Visual Behavioural Data 

Mean values for accuracy (percentage correct) and reaction times are plotted for low 

load (blue bars) and high load (red bars). Error bars indicate the standard error of the 

sample mean, corrected to reflect the within-subjects contrast. Individual data are 

plotted and connected by grey lines to illustrate change in performance for each 

participant between low and high load conditions.  
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Figure 4.3: Experiment 4 - Visual Evoked Responses 

Mean RMS (instantaneous power) of activity in visual-only trials, contrasting responses 

in LL and HL, with scalp topographies to illustrate polarity at major peaks. Black bars 

illustrate times when there was a significant difference between conditions. 

peak to the search array (63-128 ms). This mirrors the early effect of load seen in the 

visual MEG data in Chapter 2 (which used the same visual search stimuli), and 

presumably reflects increased early visual processing under high load. In contrast, 

during the vM100 peak to the mask (212-253 ms) the visual response was significantly 

larger under low load than high. Since the mask did not provide any information 

relating to the visual search (in fact it obscured important information), this effect is 

consistent with a load theory interpretation that under high load, fewer processing 

resources were left available to spill over to process the (task-irrelevant) mask.  During 

the latter part of the trial, responses remained larger under low load, with significant 

periods from 370 ms onwards; this later effect is also consistent with the visual ERFs 

reported in Chapter 2, and may reflect that responses such as the N2pc and P3 were 
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stronger in low load since task performance was higher (Hopf et al., 2000; Molloy et 

al., 2015). 

4.2.2.2 Auditory Processing 

Effect of Load on Overall Auditory Responses 

Figure 4.4 shows the auditory evoked responses, collapsed over FA and FP 

trials, as a function of visual task load.  The activity is characterised by the standard 

succession of auditory response peaks, replicating the pattern observed during passive 

listening in Chapter 3. Field-maps associated with the major peaks are also plotted. All 

exhibit the standard dipolar pattern over temporal channels commonly associated 

with auditory activity. The fact that the shape, timing, and field pattern derived by DSS 

match very well with those from Chapter 3 confirms that overall, the auditory activity 

was isolated successfully from the response mixtures. 

 

Figure 4.4: Experiment 4 - Auditory Evoked Responses 

Mean RMS of responses to the SFG stimuli (collapsed over FA/FP conditions) under LL 

and HL. Scalp maps are given at peak topographies. Black horizontal bars at the 

bottom of the plot indicates periods when there was a significant difference between 

conditions. 
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There was a significant difference in amplitude between the responses under 

high versus low load from 192-260 ms (P2 response) and 385-465 ms (during the P3). 

In both cases the auditory evoked responses were reduced under high load, indicating 

that high visual load impacted both the latter components of the onset complex to the 

auditory stimuli and the P3 awareness response. This effect is similar to that shown in 

Chapter 2 for pure-tone stimuli, though the effect in the present data was not 

apparent quite as early, affecting only the P2 response rather than the aM100 as seen 

in Chapter 2. 

Effect of Load on FRN 

Figure 4.5 A illustrates the auditory evoked responses under low and high load, 

with the FRN for each load condition shown underneath the main plots.  Though the 

responses presented here are somewhat noisier than those in Chapter 3 (due to the 

substantially lower number of trials in each condition, necessary to accommodate the 

load manipulation, and the fact that the auditory responses had been isolated from 

within the aggregate auditory-visual response), the responses show the same 

characteristic pattern as those in Chapter 3. There was a small FRN visible in low load 

that was significant from ~90-240 ms post stimulus onset, and also from 480-520 ms. 

In contrast, under high load the FRN was completely abolished, suggesting that high 

visual load impaired the auditory system’s ability to distinguish between FP and FA 

scenes. 

The effect of load was confirmed explicitly by evaluating the interaction 

between FP/FA and HH/LL conditions: for each subject, a difference time-series (LL (FP-

FA) – HL (FP – FA)) was computed and subjected to bootstrap resampling. Figure 4.5 B 
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Figure 4.5: Experiment 4 - Effect of Load on FRN. 

A: FRN under low load (left) and high load (right). Top panel shows the evoked 

responses separately for FP and FA stimuli, while the bottom panel illustrates the FRN 

(difference timeseries of FP-FA). The spatial filter used to calculate the responses (see 

methods) is inset. Error bars reflect the SD of bootstrap resamplings for each condition, 

and significant differences between the conditions are marked by horizontal black bars 

at the bottom of the plots. B: Load x FRN Interaction. The difference timeseries, LL(FP-

FA) – HL(FP-FA), quantifies the interaction between load and figure. Error bars show 

2*SD of the bootstrap, for comparison with zero line; periods when the values differed 

significantly from zero are indicated by the black bars below the plot. Green bars 

indicate periods when load had a significant effect on responses to FP stimuli (no 

significant periods were found for the effect of load on FA responses). 
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plots the resulting mean difference across subjects, confirming a significant effect of 

load on the FRN from 70-135 ms, 177-262 ms (both within the main body of the FRN), 

and from ~600 ms until the end of the epoch. To understand whether the effect of 

load on the FRN was driven by a load effect on FP trials, FA trials, or both, I compared 

HL and LL responses for FP and FA stimuli separately. This analysis demonstrated that 

load only had a significant effect on FP responses (green horizontal lines in Figure 4.5 

B); load did not have a significant effect on responses to FA stimuli. This suggests that 

high load impacted auditory processing that was specifically related to detecting the 

figure (as opposed to affecting responses to sound overall). 

4.2.3 Interim Discussion 

 In spite of the fact that the full cohort was not run for this experiment, and that 

a source analysis was not tenable, the ERF data suggest that the neural response to the 

figure within the SFG signals (the FRN) was reduced under high visual load. The data 

also suggest that load had a specific effect on evoked responses to FP stimuli, 

suggesting that the computations underlying figure-ground segregation were 

specifically affected. However, due to the small sample and the fact that the visual task 

may not have been a strong manipulation of load, these results should be held as 

preliminary. 

4.3 EXPERIMENT 5: SFG UNDER LOAD – COLOUR-SHAPE TASK - MEG 

For this experiment I designed a new visual task that (as established by pilot 

testing) was more demanding than the letter search used previously. It also offered an 

opportunity to address a potential confound of the stimuli used in the letter search 

task which was that the stimuli were not identical between load conditions. 
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4.3.1 Methods 

4.3.1.1 Participants 

Twenty paid participants (8 male; mean age of 24.5 years, SD = 4.3 years) took 

part in Experiment 5. All were right handed, had normal or corrected to normal vision 

and reported normal hearing and no history of neurological disorders. None had taken 

part in any of the previous experiments presented in this thesis, or in experiments 

which used a similar load task. 

4.3.1.2 Apparatus, Stimuli and Procedure 

The apparatus and recording methods were identical to those detailed for 

previous MEG experiments in this thesis. Auditory stimuli were as described in 

Experiment 4. 

For the new visual task, I designed a search where the same displays could be 

used for both high and low load tasks. The visual search arrays consisted of five 

coloured shapes presented on a dark grey background, spaced equally around a (non-

visible) circle centred at fixation and subtending 1.9ᵒ viewing angle (Figure 4.6). The 

five shapes comprised one each of a circle, triangle, square, diamond and pentagon, 

and the colours were assigned so that there were always two red items, two green, 

and one either blue or yellow (50% of trials each). A feature vs conjunction visual 

search task was used to implement different levels of perceptual load (Treisman and 

Gelade, 1980; Lavie, 1995): for low load the target was any blue shape (feature 

search), while in high load the targets were a red circle or a green square (conjunction 

search). Targets were present in 50% of arrays, and counterbalanced so that LL and HL 

targets did not correlate (i.e., if the LL target was present in an array, the likelihood of 
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the HL target being present was 50%, and vice-versa). The positions of the shapes were 

pseudo-randomised on each trial so that the target had an equal probability of 

occurring in each position. Each combination of shape and colour was equiprobable 

across the stimulus array sets. Search arrays were displayed for 200 ms, to match the 

duration of the auditory SFG signals. 

The session was comprised of 12 blocks (6 low load, 6 high load) consisting of 

80 trials each; the order of the blocks was counterbalanced between participants. 

Feedback was not given during blocks, but at the end of each block participants were 

provided a score of percentage correct, to help maintain task engagement. 

 

Figure 4.6: Experiments 5 and 6 - Load Task Paradigm 

Low load task was a colour feature search; high load task was a colour-shape 

conjunction search. Auditory stimuli occurred on 50% of trials in Experiment 5 (MEG) 

and 100% of trials in Experiment 6 (Behavioural Dual Task). When present, auditory 

stimuli occurred at precisely the same time as the visual search array. The response 

window for the auditory target was displayed only during Experiment 5 when there was 

an active auditory task. 
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4.3.1.3 Analysis 

Evoked data were analysed exactly as described above for Experiment 4. In 

addition, due to the better quality of the present dataset, I was able to perform some 

further analysis to explore both the source of the effects and individual differences. 

Individual Differences 

To assess the relationship between perceptual load and the process of figure-

ground segregation on an individual basis, I ran a correlation analysis. For each 

participant, the decrement in visual task performance as load increased was quantified 

by subtracting the mean reaction time under low load from that under high load. The 

effect of load on the amplitude of the FRN was also calculated for each participant, by 

subtracting the mean amplitude of the FRN between 50-600 ms in high load from that 

in low load. A Spearman’s rank correlation analysis was used to assess the relationship 

between these two factors across subjects. 

MEG Source Analysis 

Source inversions were calculated using multiple sparse priors (MSP, Litvak & 

Friston, 2008) analysis. Inversions were based on all MEG channels and used a single 

shell head model and group constraints. For estimating sources of auditory activity, a 

soft prior over temporal and parietal areas was used, motivated by previous fMRI and 

MEG data for SFG stimuli (Teki et al., 2011; Teki et al., 2016), and the source results 

from Chapter 3, all of which indicate potential sources throughout the temporal lobe 

and IPS. The prior mask was created in FSLview (http://surfer.nmr.mgh.harvard.edu), 

based on combining the Harvard–Oxford Structural atlases for all temporal areas, and 

the Juelich histologic atlas for IPS, with a threshold of 5%. This resulted in a very broad 
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prior, which was binarised so that the strength was equal over all regions. Note that 

solutions were not restricted to this mask, it served only as a prior to the source 

algorithm. 

Second-level analyses consisted of paired t-contrasts to compare the visual and 

auditory responses between low and high load, and a full factorial repeated measures 

F-contrast to model the auditory responses, including main effects of load and figure, 

and the load x figure interaction and subject entered as a random factor. Results were 

thresholded at p< .001 at the peak level, and the subjected to a cluster-level FWE 

correction at p < .05. 

4.3.2 Results 

4.3.2.1 Visual Task 

 

Figure 4.7: Experiment 5 - Visual Behavioural Data 

Mean values for accuracy (percentage correct) and reaction times are plotted for low 

load (blue bars) and high load (red bars). Error bars indicate the standard error of the 

sample mean, corrected to reflect the within-subjects contrast. Individual data are 

plotted and connected by grey lines to illustrate change in performance for each 

participant between low and high load conditions. 
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A significant effect of load on performance in the visual task was observed 

(Figure 4.7). Increased load led to lower accuracy (Percentage Correct: Mean: LL = 

94.5%, HL = 83.7%; SD: LL = 10.7, HL = 11.9; z = -5.20, p < .001. d’: Mean: LL = 4.3, HL = 

2.5; SD: LL = 1.3, HL = 1.0; t(19) = 9.9, p < .001) and longer RTs (Mean: LL = 594 ms HL = 

1000 ms; SD: LL = 128, HL = 184; t(19) = -10.5, p< .001). This suggests that the load 

manipulation was successful, and that, as hoped, the effect was larger than that seen 

using the previous visual task. 

 

Figure 4.8: Experiment 5 – Visual Evoked Responses 

Mean RMS (instantaneous power) of activity in visual-only trials contrasting responses 

in low load and high load, with scalp topographies to illustrate polarity reversals. 

 

The evoked responses from the visual only trials (Figure 4.8) exhibited a clear 

onset peak with topography (inset) consistent with activity in occipital cortex. 

Subsequently, the group mean data apparently show a relatively flat sustained 
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response; however, topographies indicate that there were in fact reversals in polarity 

within this response. Individual data (not shown) showed successive peaks which 

reversed in polarity, but due to relatively large variability in peak latencies between 

subjects, the group mean data do not reflect distinct peaks. When contrasted between 

low and high load, low load trials resulted in a larger amplitude throughout most of the 

response, which was significant from 115-190 ms and 330-420 ms post onset. The first 

period of significance occurred at a time which is associated with the P1-N1 complex in 

EEG, and multiple reports have shown that one or both of these peaks are stronger 

during feature search compared to conjunction search (Handy et al., 2001; Wolber and 

Wascher, 2003; Muller et al., 2006). The effects in the latter portion of the trial are 

consistent with late effects seen in the previous MEG data presented in this thesis, and 

likely reflect that under low load responses such as the N2pc and P3 (which occur in 

response to target selection) are stronger due to better task performance (Hopf et al., 

2000; Molloy et al., 2015). 

Interestingly, there was no effect of load on visual responses using the colour-

shape (CS) task from 0-100 ms post onset. This is in contrast to the letter search (LS) 

task described previously, where high load led to stronger evoked responses in this 

early period (both in Experiment 4 here, and in Experiment 1, Chapter 2). This may 

reflect that the stimulus displays in the LS task had different complexity and luminance 

between low and high load in, while in the CS task I ensured the arrays were identical. 

However, when participants viewed the LS arrays but had no active visual task (recall 

the control group for Experiment 1) there was no difference in the evoked visual 
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responses, suggesting that active attention to the stimuli is required in order for the 

effect to occur. 

4.3.2.2 Auditory Processing 

Effect of Load on Overall Auditory Responses 

 Figure 4.9 shows the auditory evoked responses, collapsed over FA and FP 

trials, as a function of visual task load.  As in experiment 4, the activity isolated using 

the DSS analysis shows the standard auditory response peaks with reversing dipolar 

scalp topographies over temporal channels. This confirms that auditory activity was 

isolated successfully from the audio-visual response mixtures. 

 

Figure 4.9: Experiment 5 - Auditory Evoked Responses 

Mean RMS (instantaneous power) of responses to auditory stimuli (collapsed over FP 

and FA trials) in Experiment 5 under LL and HL, with scalp maps of peak topographies. 

Error bars reflect the SD of bootstrap iterations for each condition, and significant 

differences between the conditions are marked by horizontal black bars at the bottom 

of the plot. Right panel shows regions where activity was stronger under LL than HL. No 

regions were found to be significant in the opposite direction to that displayed. 

 

Significant effects of load were observed from ~300-650 ms post stimulus, with 

a clear P3 apparent in the responses to the sounds under low but not high visual load. 
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This is in keeping with the findings from Experiments 1 and 4, where high visual load 

also led to the suppression of the P3 ‘awareness’ response to the sounds. However, in 

contrast to both previous experiments, here there was no evidence of a suppression of 

the earlier onset response complex under high visual load. This suggests that the task 

used here induced load somewhat differently to the previous task, perhaps at a later 

stage in visual processing. 

Source analysis revealed significantly stronger activity in frontal and occipital 

regions in low load compared to high (see Figure 4.9). The activity in bilateral middle 

frontal gyri is likely to be the source of the P3 response which was apparent under low 

but not high load; the P3 has reliably been shown to have a generator in the frontal 

lobe when it occurs in response to non-target stimuli (Comerchero & Polich, 1999; 

Simons et al. 2001; Goldstein et al., 2002; Polich 2007). The difference in activity within 

the left occipital lobe may indicate some residual visual activity. 

Table 4.1: Experiment 5 – Source Contrast for Main Effect of Load 

Source estimates for the difference between auditory responses in low and high load 

trials (regardless of figure presence).  

Cluster   Peaks   

Cortical Structures p(FWE-corr) t 
Co-ordinates 

x y z 

Left Occipital Lobe: 0.001 4.46 -4 -92 -12 
Cuneus, Precuneus, Inferior Occipital 
Gyrus, BA 17, BA 18 

 3.92 -6 -84 18 
 3.70 -2 -100 2 

Right Frontal Lobe: 0.025 3.96 48 16 30 
Middle Frontal Gyrus, Inferior Frontal 
Gyrus 

 3.94 44 20 22 
     

Left Frontal Lobe: 0.022 4.46 -48 20 30 

Middle Frontal Gyrus      
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Effect of load on FRN 

Figure 4.10 A plots FP and FA responses separately for low and high load. Under 

low load there was a significant FRN from 33 ms post onset until the end of the epoch. 

Under high load there was a smaller FRN which was significant for relatively brief 

intervals from 185 ms post stimulus onset. As in Experiment 4, there was a significant 

effect of load on the FRN from ~50-75 ms post onset (during the onset of the FRN), and 

from ~200 ms post onset thereafter (during the peak of the FRN and onwards). 

Similarly, as in Experiment 4, load had a significant effect on FP responses (green bars 

in figure 4.10 B) but not on FA responses.  

The fact that Experiment 5 replicated all the significant effects of load on 

auditory ERFs found in Experiment 4 gives some reassurance that these represent a 

genuine impact of load, in spite of the fact that behavioural results indicating that the 

task in Experiment 4 may have been fairly easy even in high load. In fact, interestingly, 

both the FRNs measured in Experiment 5 were stronger than those seen in Experiment 

4, suggesting that overall, the visual task used in Experiment 5 was less disruptive to 

auditory processing in spite of it being a harder task behaviourally. 
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Figure 4.10: Experiment 5 - Effect of Load on FRN 

A: FRN under low load (left) and high load (right). Top panel shows the evoked 

responses separately for FP and FA stimuli, while the bottom panel illustrates the FRN 

(difference timeseries of FP-FA). The spatial filter used to calculate the responses (see 

methods) is inset. Error bars reflect the SD of bootstrap resamplings for each condition, 

and significant differences between the conditions are marked by horizontal black bars 

at the bottom of the plots. B: Load x FRN Interaction. The difference timeseries, LL(FP-

FA) – HL(FP-FA), quantifies the interaction between load and figure. Error bars show 

2*SD of the bootstrap, for comparison with zero line; periods when the values differed 

significantly from zero are indicated by the black bars below the plot. Green bars 

indicate periods when load had a significant effect on responses to FP stimuli (no 

significant periods were found for the effect of load on FA responses). Right panel 

indicates regions where the source analysis showed a significant interaction between 

responses in LL vs HL and FP vs FA. 
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Individual Differences 

There was a significant positive correlation between the effect of load on 

behavioural performance and the effect of load on the amplitude of the FRN, 

Spearman’s rs(20) = .572, p < .01 (Figure 4.11). This indicates that participants who 

showed larger performance deficits on the visual task as load was increased also 

showed more substantial reductions in the neural signature of auditory figure-ground 

segregation in the higher compared to lower load conditions. This finding supports the 

critical role of demand on processing resources in determining the magnitude of the 

cortical response to auditory figure ground segregation. 

 

Figure 4.11: Experiment 5 – Individual Differences 

The effect of load on reaction times in the visual task (x-axis), and the amplitude of the 

auditory FRN (y-axis) were calculated for each participant, and ranked within the 

group. Plotted is the correlation between the two ranks across individuals, which 

showed a significant relationship, rs(20) = .572, p < .01. 
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Source Analysis 

When collapsed over low and high load, source analysis identified areas in the 

right temporal and right parietal lobes that showed greater activity in response to FP 

vs FA scenes (Table 4.2). The temporal region covered the posterior portion of the 

right superior temporal gyrus, with some extension to middle temporal gyrus and 

planum temporale. This closely mirrors the bilateral temporal sources seen in Chapter 

3 (when SFG signals were presented without a load task), and previous fMRI and MEG 

data (Teki et al., 2011; Teki et al., 2016). The parietal source covered regions of the 

superior and inferior parietal lobules. It was slightly superior and anterior to the source 

seen in Chapter 3, and overall more diffuse, but given the relatively poor spatial 

resolution for MEG, I believe both represent activity within the IPS. Both these loci are 

also consistent with the fMRI and MEG data discussed above (Teki et al., 2011; Teki et 

al., 2016).  This further confirms that the DSS analysis successfully captured the 

relevant SFG evoked activity. 

Table 4.2: Experiment 5 - Source Contrast for Main Effect of Figure 

Source estimates for the difference between auditory responses in FP and FA conditions 

(regardless of load). 

Cluster   Peaks     

Cortical Structures p(FWE-corr) F p(uncorr) 
Co-ordinates 

x y z 

Right Parietal Lobe: < .001 21.64 <.001 48 -38 10 

Inferior Parietal Lobule, Superior 

Parietal Lobule, BA 40 
 20.74 <.001 66 -26 2 

 20.66 <.001 52 -24 2 

Right Temporal Lobe: < .001 19.31 <.001 38 -38 44 

Superior Temporal Gyrus, 

Middle Temporal Gyrus, BA 22, 

BA 41, BA 42 

 17.11 <.001 42 -26 42 

 
16.74 <.001 38 -30 48 
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The source of the interaction between load and figure was localised to the left 

temporal lobe (Figure 4.10 B, Table 4.3), an area which extended down the left 

superior temporal gyrus and planum temporale, including Heschl’s gyrus. This suggests 

that relatively early cortical processing of the SFG stimuli was affected, in keeping with 

the fact that the evoked data showed an early impact of load. The left-lateralised 

effect is commensurate with the main effect of figure described above, which was 

significant in the right but not left temporal gyrus. 

Table 4.3: Experiment 5 – Source Contrast for Figure x Load Interaction 

Source estimates for the interaction between load (low, high) and figure presence (FP, 

FA). 

Cluster   Peaks     

Cortical Structures p(FWE-corr) F p(uncorr) 
Co-ordinates  

x y z 

Left Temporal Lobe: 0.006 25.82 <.001 -50 -30 18 

Superior Temporal Gyrus, 

Planum Temporale BA 41, BA 42 

 
14.69 <.001 -60 -2 6  
13.67 <.001 -62 -16 14 

 

4.4 EXPERIMENT 6: SFG UNDER LOAD – CS TASK - BEHAVIOURAL 

Having established that there was a reduced neural signature of auditory 

figure-ground segregation under load, I wanted to determine whether the behavioural 

percept of the figure within the SFG stimuli was similarly susceptible to a drain on 

processing resources. I ran a behavioural dual task experiment in which participants 

performed a primary visual load task but were also asked to determine whether a 

concurrently presented SFG stimulus contained a figure. 
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4.4.1 Methods 

4.4.1.1 Participants 

Thirteen paid participants took part in the behavioural study. One was excluded 

because their performance on the low-load task was extremely poor (61%; average of 

all included participants was 97.5%). For the remaining twelve participants (9 female), 

ages ranged from 18-24 years (mean = 20.6, SD = 2.1). All participants had normal or 

corrected to normal vision and reported normal hearing. None had taken part in any of 

the previous experiments presented in this thesis, or in experiments which used a 

similar load task. 

4.4.1.2 Apparatus 

The experiment was run on a Dell PC with a 13” monitor using Matlab 7.12 and 

Cogent 2000 (http://www.vislab.ucl.ac.uk/cogent.php). A viewing distance of 57cm 

was maintained throughout using a chin rest. Sounds were presented via tubephones 

(E-A-RTONE 3A 10 Ω, Etymotic Research, Inc) inserted into the ear-canal. 

4.4.1.3 Stimuli and Procedure 

Auditory and visual stimuli were identical to those used in Experiment 5, except 

that auditory stimuli were presented on every trial (50% FP, 50% FA. See Figure 4.6). As 

the stimuli were presented, participants made a speeded response (with their right 

hand) to the primary visual task. Then, unlike in the MEG experiment, participants 

were also asked to respond (with their left hand) to indicate whether there had been a 

figure within the auditory signal (Figure 4.6). 

To acquaint participants with the two tasks and the dual task procedure, a 

series of short demo blocks preceded the main experimental session. These introduced 
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the auditory and visual tasks separately, giving trial-by-trial feedback to ensure 

participants understood each task, and then combined them to illustrate the 

procedure for the dual task. 

The experiment consisted of 12 blocks of 40 trials each, six low load and six 

high, with the order of blocks counterbalanced between participants. Trial-by-trial 

feedback was not given during experimental blocks, but at the end of each block 

participants were provided a score of percentage correct on the visual task, to boost 

engagement and maintain priority on the visual task. Blocks lasted for ~3 minutes 

each, and participants were encouraged to take breaks between blocks when needed. 

Data was analysed exactly as described for Experiment 2 (see Section 2.3.1.3). 

4.4.2 Results 

Results are displayed in Table 4.4. Participants showed a significant effect of 

load on performance in the primary visual task. Increased load led to lower accuracy ( z 

= -11.14, p < .001) and longer RTs (t(1,11) = -12.5, p< .001), indicating that the load 

manipulation was successful. Higher load in the primary task also led to reduced 

sensitivity to the target in the secondary auditory task – d’ scores were significantly 

reduced in the high compared to the low load condition (t(1,11) = 3.7, p =.004). The 

change in sensitivity was not accompanied by a change in decision criterion (beta) or 

false alarm rates, indicating that the change of load in the visual task did not affect 

participants’ response behaviour. 

These data confirm that participants can successfully identify the figure within 

very short auditory scenes when they are actively attended. However, high demands in 
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a concurrent (and prioritised) visual task reduced participants’ ability to perceptually 

segregate the auditory figures from the scene, even though they were trying to detect 

them. 

Table 4.4: Experiment 6 - Dual Task Behavioural Data. 

  Auditory Task             Visual Task   

  d' Beta FA Rate Hit Rate    % Correct RT (ms) 

  LL HL LL HL LL HL LL HL   LL HL LL HL 

Mean 1.8 1.5 0.8 0.91 31.1 32.8 85.5 80.5   97.5 89.9 714 1066 

SD 0.27 0.23 0.16 0.15 5.7 5.9 3.3 3.6   0.5 1.4 42 31 

p value 0.004 0.178 0.44 0.001   <0.001 <0.001 

 

4.5 DISCUSSION 

Increased visual load affected the processing of the SFG stimuli in two ways: 

first, there was an impact on the overall response to sound, with high load leading to a 

reduced P3 response in both MEG experiments, and a reduced P2 response in the 

Letter Search (LS) group. Second, there was a specific effect of load on responses to 

figure present stimuli such that the FRN was reduced (Colour-Shape group, CS) or even 

abolished (LS group) under high load. The effect of load on the FRN began as little as 

50 ms after stimulus onset and was localised to auditory cortex, suggesting that early 

auditory processing was affected. The results of the behavioural experiment indicate 

that these effects of visual load result in poorer perceptual detection of the figure 

within the sounds, even when participants are explicitly listening for them. These 

results suggest that load on the visual system can deplete the computational capacity 

of the auditory system, and highlight that auditory figure-ground segregation is not 

strictly pre-attentive. 
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4.5.1 Figure-ground segregation is dependent on attention 

Previously, data demonstrating brain or behavioural evidence of segregation in 

the absence of directed attention (Alain and Izenberg, 2003; Macken et al., 2003; 

Dyson et al., 2005) have been taken to indicate that segregation takes place 

automatically and pre-attentively, and that attention operates at a subsequent stage 

to enhance the representation of attended objects and suppress distracters (Bidet-

Caulet et al., 2007; Elhilali et al., 2009a; Ding and Simon, 2012; Zion Golumbic et al., 

2013; Akram et al., 2014). Specifically in the context of SFG segregation, accumulating 

work in humans has shown figure-evoked brain responses in naïve, distracted listeners, 

suggesting an early pre-attentive computation of temporal coherence (Teki et al., 

2011; O'Sullivan et al., 2015; Teki et al., 2016) that is enhanced during active listening 

(O'Sullivan et al., 2015). In keeping with these reports, here under low load conditions 

(and in the ‘passive’ conditions used in Chapter 3), auditory evoked fields reliably 

showed an FRN in response to FP stimuli. The elicitation of the FRN in response to 

unattended stimuli supports the conclusion that figure-ground segregation process, 

even within the brief signals used here, does not require directed attention. 

However, the load manipulations presented in this chapter illustrate that 

depleting resources can lead to an abrupt failure of the segregation process. In both 

MEG experiments (using two different visual load tasks), conditions of high visual load 

resulted in a reduction of the FRN so that there was little or no distinction between the 

neural responses to figure present and figure absent scenes.  The critical effect of load 

on the FRN is further corroborated by the finding (from Experiment 5) of a significant 

correlation between the impact of perceptual load on individuals’ visual task RT and its 
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impact on the amplitude of their FRN: larger load effects on RT (indicative of a greater 

impact on capacity) were associated with a larger load effect on the FRN. This is 

consistent with a recent report establishing individual differences in perceptual 

capacity (Eayrs and Lavie, 2018). These results suggest that high load impairs the 

mechanisms which support auditory segregation, indicating that these computations 

are not performed in a truly automatic manner.  

Though the FRN reported here shares many characteristics with the ORN, it was 

affected by task load whereas the ORN has, thus far, appeared robust to load 

manipulation (Alain & Izenberg, 2003; Dyson et al., 2005).  This could indicate that the 

ORN reflects a distinct form of auditory segregation – one based on instantaneous 

harmonicity cues – which may be less susceptible to depletion of computational 

resources than segregation based on temporal coherence (Micheyl and Oxenham, 

2010). However, it is also possible that the tasks used in the ORN studies did not 

involve a sufficiently high level of load to exhaust capacity; as noted in the introduction 

to this chapter, the tasks used in these studies were not classic perceptual load 

manipulations, and nor was the load timed precisely to the auditory stimuli. Thus, it 

remains unclear whether concurrent sound segregation based on harmonicity cues 

reflects a truly automatic process that is distinct from temporal coherence 

calculations, or whether it might require relatively little resources, and so was not 

disrupted by the high load task used in the ORN studies. 

As discussed in Chapter 3 (Section 3.4.2), it is plausible that the FRN and the 

ARN reported by Gutschalk et al. (2008) are the same component. The finding that the 

FRN can be affected by the availability of processing resources provides another 
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similarity with the ARN reported by Gutschalk et al. (2008). Both responses have been 

shown to be modulated by attention 

4.5.2 Source of load effect on temporal coherence calculations 

As discussed in Chapter 3, it is likely that the computations underlying auditory 

figure-ground segregation based on temporal coherence are elaborated along a 

processing hierarchy that involves both classic auditory cortical regions and broader 

network locations such as the IPS. Teki et al. (2016) suggest that coherence maps are 

computed within PT and then passed to the IPS, which integrates the information and 

reads out a signal if the sound is determined to consist of multiple objects. A priori, the 

IPS presents as likely target for an interaction between visual and auditory processing, 

since it is a region associated with relatively high level processes such as attention and 

perceptual organisation across both audition and vision. In particular, it has been 

found to be more active during conjunction than feature search (Shafritz et al., 2002), 

even when the tasks are matched for difficulty (Donner et al., 2002), suggesting a role 

for IPS in binding visual features together into separate objects. It has also been 

implicated in auditory segregation, using both the ABA- streaming stimuli (Cusack, 

2005), and the SFG signals used here (Teki et al., 2011; Teki et al., 2016); in both cases, 

IPS activity correlated with the percept of multiple auditory objects. In fact, Cusack 

(2005) suggested that visual feature binding may be underwritten by similar neural 

processes to auditory segregation, since both are reliant on grouping low-level 

features into objects or groups based on cues such as temporal onset and spatial or 

frequency covariance (Humphreys, 2001; Müller et al., 2001). Thus, it seems plausible 

that the locus for the competition for resources between vision and audition in these 



CHAPTER 4 

144 
 

experiments might be the IPS, which appears to perform a similar function in both 

tasks. 

In contrast to this supposition, the data presented here indicate that load 

impacted processing in temporal areas: the effect of load on the FRN was localised to 

the upper bank of the left superior temporal gyrus, including the PT and Heschl’s gyrus. 

The fact that the effect of load was apparent within ~50 ms of stimulus onset is also 

consistent with an early effect on cortical processing. These findings illustrate that the 

competition for resources may in fact occur much lower in the processing hierarchy, 

being evident during even early sensory processing. It also suggests that the 

interaction seen in the present experiment was not an incidental effect that occurred 

as a consequence of the fact that the specific auditory and visual tasks used happen to 

share a common cortical locus in a ‘high level’ brain region, within which an interaction 

might occur subsequent to sensory processing. 

Temporal coherence calculations that occur within auditory cortex have been 

proposed to be supported by rapid neuronal plasticity (Elhilali et al., 2009b; Krishnan 

et al., 2014; Lu et al., 2017); recent animal work has shown that multiple adaptive 

processes occur in auditory cortex in response to temporally coherent signals, 

including narrowing of spectro-temporal receptive fields and changes in both spiking 

rates and spiking correlations to the signal (Lu et al., 2017). However, in animals this 

rapid plasticity only took place when the auditory signals were explicitly attended (Lu 

et al., 2017); this does not tally with the human literature, where segregation has been 

reliably observed during passive listening (Teki et al., 2011; O'Sullivan et al., 2015; Teki 

et al., 2016). The data presented here clarify that the limiting aspect is not active 
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attention per se, but rather the availability of general computational resources 

irrespective of the explicit focus of attention. Thus, a disparity in the size of resource 

pools could explain the apparent differences between the levels of attention required 

for these adaptive processes in humans versus animals. 

It is worth noting that the source localisation carried out here does not 

necessarily rule out further impacts of load later in processing such as within the IPS. 

The source data for the interaction presented here were based on only a single 

component of the evoked data (isolated to highlight the FRN, see methods; though 

note that source inversions based on the full auditory evoked response did not show 

any regions where the interaction was significant). Given that even for the passive data 

(Chapter 3) a small volume correction was necessary for the parietal source to reach 

significance, it is possible that the signal in IPS in the load experiment (which would 

only have been present in the two FP conditions of the four total conditions, and, as 

illustrated by the amplitude of the FRNs, was weaker under load than during passive 

conditions) may not have been strong enough to draw the source algorithms used 

here.  Future work using fMRI would be useful to fully explore the spatial extent of the 

interaction.  

4.5.3 Visual load can impair auditory computational capacity 

In Chapter 2 I illustrated that high visual load can lead to the suppression of 

early evoked responses in auditory cortex for near-threshold sounds, with the result 

that they were more likely to go undetected. In this Chapter I aimed to assess the 

potential impact of load specifically on auditory computation, and so needed to ensure 

that the auditory signals were robust enough to survive any gain-reduction effects. To 
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this end, I chose SFG signals that produced a clear figure when processed passively 

(Chapter 3) and presented the stimuli at a clearly audible volume (as confirmed by the 

fact that participants in the dual-task group did not report any difficulty hearing the 

auditory stimuli under high load). Though the sounds remained audible, there was 

nonetheless an effect of load on the overall responses to sound: in both MEG 

experiments the P3 response was abolished by high load, and in the LS experiment the 

latter portion of the P2 response was reduced under load, suggesting that under high 

load the sounds were less likely to become the focal point of attention, or even reach 

subjective awareness. However, there was no effect of load on the early onset 

responses (compared to the effect on the aM100 seen in Chapter 2), suggesting that 

under these conditions the gain effects were confined to later stages of auditory 

processing. 

In addition to the small dampening effect of load on auditory responses, 

isolating the component of the response which best captured the FRN illustrated a 

second effect of load that was specific to the processing of the figure. In both MEG 

experiments there was a substantial effect of load on the FRN that was characterised 

by an effect solely on responses to figure present stimuli (figure absent responses did 

not differ across load conditions).  This effect was evident from as early as ~50 ms after 

onset (and by 70 ms post-onset in both experiments), which corresponds to the 

earliest portion of the FRN as measured during passive listening (Chapter 3). In fact, 

since the earliest latency at which the figure becomes technically extractable is at 25 

ms (the onset of the second chord), and that the earliest MEG-recorded cortical 

responses to sound occur at a latency of ~30-50 ms, this timeframe captures the very 
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earliest point at which an effect of load could be expected to be seen. This is in 

keeping with the localisation of the effect, which also suggests that early cortical 

processing was impacted. Since overall responses to sound were not affected by load 

at this stage (and, as noted above, the effect of load here was confined to FP 

responses), load appears have specifically affected the early cortical computations 

underlying the extraction of the figure from the background. The effect of load on the 

FRN persisted until at least 600 ms post onset in both experiments, suggesting that 

load also impaired subsequent processes, potentially including the P3 awareness 

response to the figure, which was apparent at ~400 ms post onset under passive 

listening conditions (Chapter 3). This suggests an extended temporal impact of load, 

though this may stem from the early impact on computations during crucial stages of 

auditory processing, which may be sufficient to disrupt the entire segregation process.  

These data provide strong evidence that auditory computational processes, 

even ones which underlie basic functions of the auditory system, rely on the 

availability of attentional resources. Moreover, these resources appear to be shared 

between the visual and auditory systems. This highlights that processing in early 

auditory cortical regions is not encapsulated, and that a draw on domain-general 

resources can lead to both attenuation of evoked responses, and the failure of 

fundamental computational processes. 

4.5.4 Contrast between visual tasks 

Though both visual tasks resulted in qualitatively similar effects on auditory 

processing, the dynamics of the visual evoked activity differed between tasks. This is 

somewhat surprising, especially given that in essence both tasks manipulated load via 



CHAPTER 4 

148 
 

a feature versus conjunction search: for the low load LS task only low level features 

needed to be processed to identify the target (which was formed of straight lines, 

while non-targets were formed of curves), while in high load all letters were formed of 

straight lines, so binding of the individual components into full letters was required to 

distinguish target from non-targets. One possible reason for the different effects is 

that colour was a relevant feature for the CS task, while all stimuli in the LS task were 

monochrome. Colour-driven activity is typically local to visual cortex, rather than some 

of the activity related to object identification, which occurs along a ventral pathway 

that extends bilaterally down the length of the inferior temporal gyrus (Grill-Spector, 

2003). Additionally, early frequency-locked components of the ERP are enhanced in 

colour feature search relative to a conjunction search (Muller et al., 2006). Since the 

MEG analysis used here may have been more sensitive to activity emanating from 

occipital sources it may have been particularly sensitive to this colour-induced activity 

that was particularly prominent during low load conditions of the CS task. 

The differences between tasks also appeared to have an effect on how auditory 

processing was affected under load. For the overall auditory evoked responses, the 

effect of load in the LS task was evident earlier than in the CS task, with the LS task 

resulting in an impact on both the P2 and P3, while the CS task impacted only the P3.  

Similarly, the LS task appeared generally more disruptive to figure processing than the 

CS task, with FRNs in both low and high load being substantially smaller in the LS task 

than the CS. Since the behavioural performance data suggest that the LS task was in 

fact easier overall than the CS task, the explanation for its efficacy may lie elsewhere: 

the mask presented at 100 ms in the LS task would have been a salient visual event 
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which may have drawn attention and processing resources back to the visual system at 

a crucial time for auditory processing. This again emphasises the speed and flexibility 

with which resources are allocated, and highlights that the timing of load is an 

important factor to control. 
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CHAPTER 5: PUPILLARY RESPONSES 

5.0 MOTIVATION 

During collection of three of the MEG datasets presented previously in this 

thesis – those where irrelevant auditory stimuli were presented alongside an active 

visual task – pupil data were also recorded. Pupil diameter is known to vary 

systematically with the demands of a task, and responds to both visual and auditory 

stimuli, so it could potentially provide a useful physiological indicator of the degree of 

processing that occurred to both the task-relevant visual stimuli and the irrelevant 

auditory signals. Since MEG signals were recorded concurrently, this provided a rich 

dataset within which it was possible to assess the degree to which pupil dynamics can 

capture the separate effects of load on visual and auditory processing. 

5.1 INTRODUCTION 

The size of the human pupil is constantly in flux. The strongest drivers of pupil 

diameter are low-level factors such as the pupillary light reflex, which controls the 

amount of light that enters the eye (Ellis, 1981). However, a wealth of research has 

shown that pupil diameter also varies systematically with the demand that cognitive 

and perceptual tasks place on the system. Studies across a range of fields have shown 

that more demanding tasks lead to an increase in pupil dilation, from basic perceptual 

discriminations (Kahneman et al., 1967) to more complex processes such as working 

memory (Kahneman and Beatty, 1966; Peavler, 1974; Granholm et al., 1996), mental 

arithmetic (Hess and Polt, 1964; Bradshaw, 1968; Payne et al., 1968; Marshall, 2002; 

Klingner et al., 2011), language processing (Wright and Kahneman, 1971; Just and 
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Carpenter, 1993; Hyönä et al., 1995; Engelhardt et al., 2010; Seeber, 2013), recall 

(Sterpenich et al., 2006; Võ et al., 2008; Heaver and Hutton, 2011; Kafkas and 

Montaldi, 2011; Otero et al., 2011), reasoning (Bradshaw, 1968; Boersma et al., 1970), 

and cognitive control (Brown et al., 1999; Siegle et al., 2004; Siegle et al., 2008; Laeng 

et al., 2011; van Bochove et al., 2013; Van Steenbergen and Band, 2013). Interestingly, 

the effect occurs even when the demanding task is purely auditory (Kahneman et al., 

1967), emphasising that it is not a stimulus-driven visual reflex but rather a response to 

the demands placed on the system as a whole. 

5.1.1 Pupil dynamics and the LC-NE system 

The link between pupil diameter and cognitive processing is believed to derive 

from activity in the Locus Coeruleus (LC), a nucleus within the brainstem that is the 

primary source of norepinephrine (NE) within the brain. Human neuroimaging has 

illustrated that pupil diameter correlates to BOLD activity in the LC (Alnæs et al., 2014; 

Murphy et al., 2014; Yellin et al., 2015), and pharmacological studies which 

manipulated tonic NE levels using α2-noradrenoceptor agonists (Clifford et al., 1982; 

Fanciullacci et al., 1988; Bitsios et al., 1998; Phillips et al., 2000) or antagonists (Morley 

et al., 1991; Phillips et al., 2000) have shown associated changes in pupil diameter. This 

relationship is illustrated more directly in several key animal studies. These have 

shown that the tonic level of activity in the LC is reflected by the baseline pupil 

diameter, with higher tonic rates being associated with larger pupil diameters 

(Rajkowski, 1993; Joshi et al., 2016; Reimer et al., 2016). Phasic patterns of firing in the 

NE-expressing neurons within the LC are also closely mirrored by short-term 

fluctuations in pupil diameter, effecting rapid task-related pupillary responses 
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(Rajkowski, 1993; Joshi et al., 2016; Reimer et al., 2016). These phasic changes in LC-NE 

activity have also been proposed to act as interrupt signals which are triggered by 

unexpected events within a task (Dayan & Yu, 2006).  Though the mechanism 

underlying this correlation between LC-NE activity and pupil diameter is not entirely 

understood (Gilzenrat et al., 2010; Jepma and Nieuwenhuis, 2011; Costa and 

Rudebeck, 2016), there are plausible anatomical pathways such as an indirect 

inhibitory projection via the effect of NE on the Edinger-Westphal nucleus, which 

engages the parasympathetic nerve fibres that control the pupillary sphincter muscles 

(Loewenfeld and Lowenstein, 1993; Beatty and Lucero-Wagoner, 2000). While there 

are other factors that affect tonic changes in pupil diameter, such as the level of 

cortical acetylcholine (ACh) activity, which emanates from the basal forebrain, and is 

driven by both arousal and motor activity (Reimer et al., 2016), the short-term phasic 

changes in pupil diameter that are associated with stimulus processing, such as those 

measured in this series of experiments, are understood to be driven mainly by phasic 

changes in NE activity (Rajkowski, 1993; Joshi et al., 2016; Reimer et al., 2016). 

The function that this correlation between activity in the LC and pupil dilation 

plays is not entirely clear. The LC –NE system responds to stress (Valentino et al., 1993; 

Aston-Jones et al., 1994; Valentino and Van Bockstaele, 2008), so it is possible that 

pupil dilation may be epiphenomenal, driven by simple changes in arousal which affect 

both neurotransmitter levels and muscle tone all over the body. However, there are 

dense noradrenergic projections from the LC to cortical areas associated with 

attention (Foote and Morrison, 1987), and the LC-NE system has been proposed to 

orchestrate the functional integration of all brain attention networks (Foote and 
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Morrison, 1987; Coull et al., 1999; Corbetta et al., 2008; Schneider and Kastner, 2009; 

Gilzenrat et al., 2010; Eldar et al., 2013).  The LC is also active during memory retrieval 

(Sterpenich et al., 2006) and direct stimulation has been shown to increase plasticity 

during learning and to significantly heighten cortical responses to sensory input 

(Martins and Froemke, 2015). The role of LC-NE activity in these key cognitive 

functions suggests that the link between pupil dilation and demand on cognitive 

processes may not simply reflect arousal, but could have a more specific function. For 

example, since phasic NE is believed to act as a signal to interrupt or reset on-going 

processing in response to an unexpected event, the NE-associated pupil dilation may 

have evolved to maximise the visual sensory information available during important 

decision-making processes. 

5.1.2 Pupillary responses under cognitive load 

Though there has been extensive research into how pupillary dynamics vary 

with processing demand, the vast majority of the tasks employed fall into the category 

of cognitive load. The earliest study that showed a systematic link between pupil and 

task demand was conducted by Hess and Polt (1964): participants completed mental 

multiplications with four levels of difficulty, and pupil diameter during each trial was 

found to increase with multiplication difficulty. Though with only five participants the 

sample size in this original study was relatively small, many subsequent studies using 

similar mental arithmetic tasks have replicated the findings (Bradshaw, 1968; Payne et 

al., 1968; Marshall, 2002; Klingner et al., 2011). Other early studies used working 

memory tasks which are classic manipulations of cognitive load: Kahneman and Beatty 

(1966) found that during a serial recall task where the list items were presented one at 
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a time, pupil diameter systematically increased as each new item appeared. Similar 

effects were shown by Peavler (1974) and Granholm and colleagues (1996), where 

pupil diameter was shown to increase up to the point when the number of items 

exceeded individual’s capacity. Since these early studies, most research has explored 

more complex cognitive tasks such as conflict resolution (e.g. Laeng et al., 2011; van 

Bochove et al., 2013; Van Steenbergen and Band, 2013) or recall of long-term 

memories (e.g. Sterpenich et al., 2006). 

5.1.3 Pupillary responses under perceptual load 

In contrast to the extensive literature on how pupil dynamics reflect load on 

cognitive processing, relatively little work has explored how the pupil responds when 

the task load is exclusively perceptual. In 1967, Kahneman and Beatty followed up 

their working memory study with one which used an auditory pitch discrimination 

task. Participants were instructed to determine whether a comparison tone was higher 

or lower than a standard tone. During trials where the standard and comparison tone 

were closer in frequency (i.e., a more difficult discrimination), larger pupil dilations 

were observed. Perhaps because the results mirrored those seen using tasks which 

load cognitive resources, and because the distinction between cognitive and 

perceptual load was not formalised until much later (for example Lavie’s 2000 paper 

on perceptual load and cognitive control), these effects were not explored further for 

some time. In 2007, Porter et al. conducted a study into how pupil diameter reflected 

demands during visual search. Their search task varied both the number of distractors 

and the degree of heterogeneity amongst distractors, giving a classic manipulation of 

perceptual load. When distractors are homogeneous, the search is considered 
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‘efficient’ (low load) and can be performed similarly quickly regardless of set size. In 

contrast, when the distractors are heterogeneous, search is ‘inefficient’ with each item 

being inspected in serial, and therefore the load (and response times) increase with set 

size. Their pupillometry data showed that pupil diameter increased with set size during 

inefficient but not efficient search, illustrating a pattern where dilation increased with 

perceptual load. Finally, a third study by Alnæs et al. in 2014 explored pupillary 

dynamics during a multiple object tracking task. Participants viewed 10 objects on 

screen which moved along random, independent vectors at constant speeds. Their 

task was to covertly track (i.e., while maintaining their gaze upon a fixation at the 

centre of the screen) a subset of the objects over a period of ten seconds. Load was 

manipulated by varying the set size of the target objects between two and five, and 

pupil diameter was found to increase systematically with the set size. These findings 

provide preliminary support for the notion that pupil diameter reflects the perceptual 

and cognitive demands of a task in a similar manner. 

5.1.4 Pupil diameter varies systematically with load 

One factor which makes pupil diameter particularly attractive as a physiological 

marker for task demand is that the precise magnitude of pupil dilation may offer a 

quantifiable measure of the difficulty of the task. Many studies have indicated that 

when tasks are parametrically varied, pupil diameter increases monotonically as a 

function of the task demand (Hess and Polt, 1964; Kahneman and Beatty, 1966; 

Kahneman et al., 1967; Bradshaw, 1968; Payne et al., 1968; Peavler, 1974; Granholm 

et al., 1996; Marshall, 2002; Klingner et al., 2011; Alnæs et al., 2014). Furthermore, as 

demands increase to the point when individual capacity is reached, this threshold is 
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also reflected in the pupil diameter: in studies where working memory was loaded by 

sequentially presented items, pupil diameter increased with each object but plateaued 

at the point when individual capacity was reached (Peavler, 1974; Granholm et al., 

1996). This means pupil diameter could be used as an objective index to quantify the 

relative demands of different tasks, or to compare between individuals how 

demanding a particular task is (for example as a proportion of their maximum 

capacity). While there are some limitations to this, such as the fact that some 

individual differences including age and ocular pathology can have effects on pupillary 

dynamics that are not associated with task demand, or that there are physical limits on 

maximum pupil size and speed of dilation, there are also many potential benefits. For 

example, since pupil diameter can be measured in real time, it can provide immediate 

feedback on how loaded an individual is, potentially alerting when capacity is close to 

being reached. As technology improves and makes portable pupillometry more 

feasible and affordable, it could be a powerful tool for real-world situations such as 

driving, when being overloaded can lead to dangerous mistakes. 

5.1.5 Pupil diameter as a marker of perception 

In addition to reflecting the level of processing load involved in a task, pupil 

diameter has been shown to reflect conscious perception of stimuli. For example, 

when presenting near-threshold light flashes, Hakerem and Sutton (1966) showed that 

there was pupil dilation in response to flashes which were detected, but not to 

undetected flashes of equal luminance. Similar findings have been shown using other 

near-threshold visual stimuli (Privitera et al., 2010; de Gee et al., 2014), for detected 

versus missed visual targets in attentional blink paradigms (Wierda et al., 2012; 
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Zylberberg et al., 2012), and for detected auditory targets (Beatty, 1982; Beatty and 

Lucero-Wagoner, 2000; O’Neill and Zimmerman, 2000). However, as far as I am aware 

pupil dilation has only been linked to the perception of task-relevant stimuli; it is not 

yet clear whether a similar dilation would occur in response to perceived but irrelevant 

stimuli. 

5.1.6 Chapter Overview 

In this chapter I present pupil data that were recorded during three of the MEG 

experiments described previously in this thesis (Experiments 1, 4 and 5). The data 

show the effect of perceptual load on pupil dilation using two different visual tasks, 

and explore how pupil dynamics reflect the degree to which irrelevant auditory signals 

are detected and processed. However, I note in advance that since the pupil data were 

recorded during sessions where the primary focus was MEG data collection, some 

experimental conditions were not optimised for pupillometry. In particular, pupil data 

were recorded directly into the MEG dataset and were therefore represented in 

arbitrary units, limiting some of the options for baselining during analysis. Additionally, 

the lighting conditions in the MEG chamber were dimmer than those typically 

preferred for pupillometry. Finally, since the recordings took place in an electrically 

shielded room, poor pupil signal could not be rectified until the end of a recording 

block, which led to a relatively large proportion of excluded data and participants. 

Because of these limitations, I present these findings with the explicit caveat that they 

should be treated as preliminary, and that the findings should be replicated before any 

firm conclusions are drawn. Nonetheless, the data suggest that pupillometry has the 
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potential to simultaneously measure both the load of an active task and the processing 

of irrelevant sensory information. 

5.2 METHODS 

The data presented in this chapter were collected during three of the MEG 

experiments described in previous chapters: the Inattentional Deafness experiment 

(Chapter 2, Experiment 1) and the two SFG Load experiments (Chapter 4, Experiments 

4 and 5). In this chapter I refer to these experiments in a shorthand based on the 

auditory stimuli used (tones, T, or SFG stimuli) and the visual task used (letter search 

task, LS or colour-shape search task, CS), giving T-LS (Experiment 1, Chapter 2), SFG-LS 

(Experiment 4, Chapter 4) and SFG-CS (Experiment 5, Chapter 4). 

5.2.1 Participants 

Across the three experiments, eight of the fifty participants were excluded 

from the pupil analysis due to missing pupil data (> 25% of recording time missing due 

to artefacts or bad signal) or if there were fewer than 60 trials remaining per condition 

after artefact rejection; see section 5.2.4 for further details. For the Inattentional 

Deafness experiment (T-LS), there were 2 exclusions, leaving 12 participants (7 female) 

with mean age 28.2 years (SD = 5.0). For the SFG Letter Search (SFG-LS) experiment 

there were three exclusions, leaving 13 participants (5 female), with mean age 25.4 

years (SD = 5.8). For the SFG Colour-Shape Search (SFG-CS) experiment there were 3 

exclusions, leaving 17 participants (9 female) with mean age 25.0 years (SD = 4.3). 
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5.2.2 Stimuli and Tasks 

The stimuli and tasks were as described in Chapters 2 and 4. In short, all 

paradigms consisted of an active visual search task of high or low load, accompanied 

by incidental auditory stimuli that were matched in duration to the visual stimulus and 

presented concurrently. The auditory stimuli were either 100 ms pure tones set 12 dB 

above individual thresholds or 200 ms SFG stimuli (signals were either FP or FA) 

presented at ~70dB SPL. Two types of visual search task were used: a letter search and 

a colour-shape search. 

The letter search task was to determine the identity of a target letter (X or Z) 

presented within a circular array of six letters. In the low load condition, all non-target 

letters were O (distinguished from the targets by the low-level feature of line 

curvature) and were in a smaller font than the target letters, resulting in a pop-out 

effect. In high load, the non-target letters were all different from one another (K, W, V, 

N, M), were formed by straight lines only, and were the same size as the target letter, 

resulting in a higher level of perceptual load during the search. Note that for the SFG-

LS experiment, a 100 ms mask was presented directly after the 100 ms search array in 

order to match the duration of the auditory and visual stimuli. 

The colour-shape task was to determine the presence or absence of a target 

among a circular array of five coloured shapes. In the low load condition, the target 

was any blue letter (identifiable by colour, a low-level visual feature, which resulted in 

a pop-out effect). In high load the targets were a red circle or a green square, so that 

the shape and colour of each object in the array had to be perceptually bound in order 

to determine whether one of the targets was present. 
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All stimuli were presented on a grey background, but the luminance of displays 

was not matched between experiments. 

5.2.3 Pupil Data Acquisition 

Pupil diameter was recorded concurrently with the MEG data acquisition using 

an Eyelink 1000 (http://www.sr-research.com/EL_1000.html) remote infrared eye 

tracking system. The eye tracking camera was mounted on a table below the 

projection screen within the MEG chamber, at a fixed distance of ~64 cm from 

participants (who had a limited range of movement within the MEG helmet). The eye-

tracker was positioned to monitor the right eye for each participant, and was 

calibrated before each recording session using a standard 9-point calibration on the 

projection screen. The lighting in the room was dimmed during the experiment. The 

eye tracking system recorded pupil diameter, pupil position on the horizontal axis and 

pupil position on the vertical axes. These data were appended to the MEG dataset as 

additional channels during recording, and so were measured in arbitrary units (au) and 

sampled at 600Hz. Due to this conversion no explicit baseline calibration was possible 

between blocks or participants, and so the data have been baseline corrected on a 

trial-by-trial basis with respect to a pre-stimulus interval (see Section 5.2.4.3). 

5.2.4 Data Analysis 

5.2.4.1 Blink and artefact identification 

Blinks were identified in the dataset using velocity threshold criteria as 

suggested by Mathôt (2018), which allows for the temporal asymmetry of blinks. First 

the data were smoothed using a 150 ms Hanning window. A velocity profile was then 

calculated for each block by taking the first derivative of the pupil diameter. Using a 
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positive and negative velocity threshold (0.2*max velocity, arbitrary units), blinks were 

identified as periods when the velocity exceeded the negative threshold (eye closing), 

exceeded the positive velocity threshold (eye opening), and then returned to 0, in that 

order. Ten timepoints (~17 ms) were added either side of the on- and offsets of the 

blink, to ensure that the whole blink had been included in the window. Periods when 

there were fewer than 60 samples (100 ms) between blinks were also labelled as bad 

as they would not contain enough data for reconstruction. Figure 5.1A shows a 60 s 

portion of the raw pupil data from one participant which contained several blinks, 

visible as sharp downward peaks. Periods which the algorithm identified as blinks are 

shaded in grey. 

 

Figure 5.1: Raw Pupil Data 

Two 60 second portions of single-subject data showing pupil diameter in arbitrary 

units. The times indicated by grey shading are those which the algorithm identified for 

removal. Blinks are visible as sharp downward spikes, while missing data appears as a 

sustained reading of -5. 

Missing data were recorded by the eye tracking system as -5 in arbitrary units 

(this was the minimum value in all datasets, and only occurred during signal loss). This 
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meant that times when the eye tracking signal was lost showed the same characteristic 

shape identified by the blink detection algorithm: a sharp decrease in the pupil 

diameter (negative velocity), a period of floor values, followed by a sharp increase in 

values (positive velocity) as the signal returned. Thus, the algorithm designed to 

identify blinks, as described above, also successfully identified periods when the 

eyetracking signal was lost for other reasons, and no further artefact identification was 

required. Figure 5.1B shows a 60 s portion of the raw data from a participant, which 

shows an extended period of signal loss. 

5.2.4.2 Reconstruction or removal of missing data 

For periods when the signal was lost for less than 3 seconds (characteristic of a 

blink or blink train) the pupil signal was reconstructed using cubic spline interpolation. 

For each blink, the on and offset times (calculated as described above) were labelled t2 

and t3 respectively, and times t1 and t4, defined as t1=t2-t3+t2 (onset time – blink 

duration) and t4=t3-t2+t3 (offset time + blink duration) were calculated. Using the 

values of the pupil diameter at these four time points, a cubic spline fit was generated, 

and the values during the blink period were substituted for the interpolated data 

between t2 and t3. 

For periods where the signal was lost for more than three seconds (and 

therefore spanned multiple trials), pupil reconstruction was not considered 

appropriate, and the data were discarded. Due to the fact that the pupil data were 

collected during an MEG recording which occurred in an electrically shielded room, 

signal loss on the eye tracker could not be addressed until the end of a recording block, 

and so there were several periods of poor quality signal within the datasets. Any 
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participant whose data contained >25% signal loss overall, or where fewer than 60 

trials per condition remained was not included in the group analysis (see Participants 

section above). 

5.2.4.3 Epoching and baselining 

The ITIs used in the experiments were very short to increase the yield of MEG 

data collection. Trials were 2000 ms long (including stimulus presentation and 

response window) followed by 1000 ms (plus a small jitter) during which a fixation 

cross was presented to signal the beginning of the next trial. However, since pupil 

diameter changes at a much slower rate than MEG evoked fields, some of the pupillary 

responses persisted well into the inter-trial interval. To account for this, epochs for the 

pupil analysis were defined with a relatively short pre-stimulus interval (200 ms) to 

reduce the impact of the previous trial on baselining, and extended to 3500 ms post 

stimulus onset, to capture the full response.  Note that the epoch therefore included 

some of the next trial, but only effects within the trial are reported in the results and 

the onset of the next trial is indicated in all figures to ensure that the distinction is 

clear. 

Data for each trial epoch (-200 to 3500 ms) were baseline-corrected using the 

average pupil diameter over the pre-stimulus period of -200 to 0 ms. This addressed 

any potential discrepancies in baseline values of the arbitrary units between blocks or 

participants (note that these units were produced on conversion from the eyetracking 

device to the MEG channels and could not be calibrated). However, the baseline 

correction meant that tonic differences in overall pupil diameter, for example between 

high and low load blocks, could not be assessed. 
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5.2.4.4 Statistical analysis 

Data were averaged over trials for each participant and condition. To assess 

statistical differences between conditions, a Monte Carlo bootstrap procedure (1000 

iterations with replacement) was applied to every timepoint of the difference 

waveforms, in the same manner as described for the MEG evoked responses. 

However, because the pupil changes more slowly than MEG fields, the autocorrelation 

of pupil diameter over time is stronger than that seen in MEG data. To account for this 

the criterion for significance was changed so that 150 adjacent samples (250 ms) with 

> 95% bootstrap iterations falling above or below the zero line were required for a 

period to be considered significant. All periods which met this criterion are marked in 

the figures in the results section using black bars located along the bottom of the plots. 

5.3 RESULTS 

Throughout the pupil datasets there was a large variability in the amplitude of 

responses between participants. This may reflect individual differences or simply 

differences in the lighting conditions during the experiment, as these were not 

explicitly controlled. Since the analyses were all within-subject designs (based on 

calculating the difference series between conditions for each participant) these effects 

did not impact the statistical results. However, when plotting the pupil dynamics for 

each condition separately the error bars appear large, and it is difficult to use them to 

judge significance as you typically can in the other figures presented in this thesis. 

Thus, for clarity, I have included additional plots within each figure (see for example, 

Figure 5.2, bottom) which show the within-subject difference timeseries that the 

statistical analysis was based on. 
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5.3.1 Inattentional Deafness (T-LS) 

5.3.1.1 Effect of Visual Load 

I first characterised the effect of visual load on pupil response in the trials 

where there were no sounds presented. Figure 5.2 (top) shows the mean pupil 

diameter for high and low load tasks, baseline corrected relative to the 200 ms pre-

stimulus period. Overall, during the stimulus and response period, both the pupillary 

waveforms were characterised broadly by a dilation, which peaked at around 1400 ms 

post stimulus onset, and then a return towards the baseline. After the end of the trial 

there was a sharp constriction, which occurred in response to the fixation cross that 

preceded the next trial. 

There were two periods when the pupil diameter differed significantly between 

load conditions. Early in the response, while the overall trajectory for both load 

conditions was a dilation, in high load there was a brief constriction and recovery 

around 500 ms post stimulus onset, resulting in a significant difference in pupil 

diameter between low and high load from ~450-700 ms. This swift pupil constriction 

shortly after presentation of a visual stimulus is characteristic of the pupillary light 

reflex (Ellis, 1981), which regulates the amount of light entering the eye. It is distinct 

from pupillary responses to stimulus processing, which are relative dilations and occur 

more slowly and with a much smaller magnitude than light-driven changes (Beatty and 

Lucero-Wagoner, 2000).  The light-driven constrictions in the pupil depend on overall 

luminance, having lower latency and higher amplitude in response to large changes in 

brightness (Alpern et al., 1963). In the letter search task used here, the manipulation of 

load resulted in a display that was brighter in the high load than the low load condition 



CHAPTER 5 

166 
 

 

Figure 5.2: T-LS (Experiment 1) - Main Effect of Load on Pupil 

TOP: Mean pupil diameters for high and low load (SA trials only). BOTTOM: Difference 

timeseries for HL-LL. In this and subsequent figures in this chapter, error bars illustrate 

the SD of the bootstrap across participants for the condition they are plotted about – 

this may be an individual condition or a difference timeseries, and in the latter case the 

error bars illustrate the bootstrap of the difference timeseries, reflecting a within-

subject contrast. Horizontal black bars indicate timepoints when the pupil diameter 

showed a significant difference between displayed conditions, vertical dashed black 

lines indicate the beginning and end of each trial, and blue and red dashed lines mark 

the mean RTs for low and high load trials, respectively. 
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(low load non-targets were substantially smaller than high load non-targets), so this 

early difference in pupil diameter likely reflects more constriction in response to the 

high load display than the low load display. 

It is important to note that the difference in pupil diameter driven by the 

luminance (more constriction in high load, i.e., smaller pupil diameter) is the opposite 

to that seen later in the trial, and therefore differences in the physical stimuli cannot 

account for the later effect. Further, in subsequent sections where I report the effects 

of load on responses to sound, all waveforms were calculated as a subtraction within 

load conditions (for example sound present - absent), so any pupillary response driven 

by the visual stimuli was removed and will not have impacted the results. 

Later in the trial, during the peak of dilation, the high load task resulted in 

greater pupil dilation than the low load task from ~1200-2350 ms post-stimulus onset. 

This difference was largest at ~1650 ms post stimulus onset, when the pupil diameter 

in high load was 0.030 units larger than in low load. This effect of larger pupil dilation 

during a task with higher demand is consistent with the research outlined in the 

introduction to this chapter. However, since the effect occurred after participants had 

given the button response to the task (and the response times differed between low 

load, m=648 ms, SD=84, and high load, m=826 ms, SD=105) the difference in pupil 

diameter during this period could potentially be associated with the behavioural 

response rather than a difference in perceptual processing. 

5.3.1.2 Effect of Sound 

Here I contrast the pupil diameter in trials where a sound stimulus was present 

(SP) vs absent (SA), regardless of the load of the visual task. Figure 5.3 shows that the 
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SP trials (green) followed the same overall shape as the SA trials (grey; note that these 

are the trials described in the previous section but collapsed over LL and HL), with 

dilation and recovery over the stimulus and response period, followed by a 

constriction after the presentation of the fixation cross preceding the next trial. There 

was a significant difference in the pupil diameter between SP and SA trials during the 

main dilation response from ~300-1200 ms post stimulus onset, with the SP trials 

showing greater dilation during these periods than the SA trials. This effect of relative 

dilation in response to an auditory stimulus (versus no auditory stimulus) is similar to 

that seen in auditory detection paradigms described in the introduction to this 

chapter. However, in contrast to those experiments, the sounds used here were 

irrelevant to the participants and were presented in conjunction with a visual stimulus, 

so the interpretation of the pupillary response is not as straightforward. 

The fact that the relative dilation in SP trials reached significance from very 

early in the trial suggests that it may in part reflect an orienting response. These 

responses are believed to be mediated by circuits in the intermediate layers of the 

superior colliculus (Wang and Munoz, 2015) and are characterised by dilations which 

occur earlier than those driven by load on cognitive processing. These responses scale 

with the saliency of the stimuli (Wang et al., 2014), so the fact that the effect seen 

here was small in magnitude likely reflects the fact that the auditory stimuli were very 

faint, simple, pure-tones, and that they were presented frequently and were task-

irrelevant. However, since the dilations persisted throughout the trial, they may also 

reflect some degree of cognitive processing or perception. 
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Figure 5.3: T-LS (Experiment 1) - Main Effect of Sound on Pupil 

TOP: Mean pupil diameters for SP and SA trials separately (collapsed over load 

conditions). BOTTOM: Difference timeseries for SP-SA trials. 

5.3.1.3 Effect of Load on Response to Sound 

To characterise the effect of load on the response to the tones, I calculated the 

difference between SP and SA trials separately for high and low load trials (Figure 5.4).  

While I refer to these difference timeseries as the ‘response to sound’, it is important 

to note that in fact that are the response to an additional auditory signal (on top of the 

visual stimulus), and thus may represent some activity which reflects multisensory 

stimulus processing. 
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Figure 5.4: T-LS (Experiment 1) - Effect of Load on Pupil Response to Sound 

TOP:  Difference timeseries for SP - SA trials (i.e. the pupil response which was specific 

to sound) for low load and high load conditions separately. BOTTOM: Interaction 

timeseries for LL(SP-SA) – HL(SP-SA). 

There were no significant differences between the low and high load pupil 

waveforms.  This is in contrast to the MEG data from this experiment which suggested 

that high load suppressed cortical processing of the tones, and the behavioural data 

which indicated poorer behavioural sensitivity to the sounds under high load. The 

present data showed a similar effect numerically (with larger dilation to the auditory 

stimuli under low compared to high load), and since the pupil dilations to sound were 

overall relatively small (due to the very faint sounds used) it is unclear whether this 
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result reflects a genuine null effect or that the data collected here were too noisy or 

the sample size too small to capture a small effect. 

5.3.2 SFG Letter Search (SFG-LS) 

5.3.2.1 Effect of Visual Load 

Figure 5.5 shows the mean pupil diameter during the high and low load letter 

search tasks. The waveforms showed a different shape to those seen in the T-LS 

dataset: the initial response to the onset of the stimulus array was a substantial 

constriction which peaked at ~800 ms post stimulus onset. In contrast to the T-LS 

dataset, here the amplitude of the light-driven constriction was notably larger and did 

not differ between low and high load conditions (in spite of the slight difference 

between the stimulus arrays).  Both differences are likely to be due to the addition of 

the 100 ms mask in the SFG-LS paradigm, which had a larger area and was brighter 

than the stimulus arrays. Photopupillary responses are dependent on the overall 

energy (i.e. both intensity and duration) of a light stimulus (Alpern et al., 1963), so the 

substantially larger constriction in the response here relative to the T-LS task likely 

reflects that the visual stimuli were twice the duration and overall brighter in this 

experiment. Similarly, since the constriction response here is likely to have been 

heavily influenced by the mask (which was identical between load conditions), the fact 

that the small difference in the search arrays was not reflected in the amplitude of the 

constriction response here is not unduly surprising. 

Many pupillometry studies into the effects of cognitive processes on the pupil 

are performed in a well-lit room to minimise these stimulus-driven effects; however 

the present experimental set up required the use of a projector due to the electrically-
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shielded MEG chamber, and so to achieve good visual clarity on the display screen the 

lights were dimmed during the experiments.  

 

Figure 5.5: SFG-LS (Experiment 4) - Main Effect of Load on Pupil 

TOP: Mean pupil diameters for HL and LL (SA trials only). BOTTOM: Difference 

timeseries for HL-LL. 

Following the recovery from the early constriction, at about 1500ms responses 

in both conditions plateaued. It was during this timeframe that the effect of load was 

seen in the T-LS data, where there was more dilation under high load. However, while 

the same pattern is seen in the present data, the effect was not significant. Given that 

this experiment used the same visual task that did show a significant effect on pupil in 
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the T-LS dataset, and, as I will describe below (Section 5.3.3.3), there was a significant 

effect of load on the response to sound within this dataset, it is possible that the 

difference seen during this period does reflect a real effect of load that the dataset 

was not sufficiently powered to confirm.  

5.3.3.2 Effect of Sound 

 

Figure 5.6: SFG-LS (Experiment 4) - Main Effect of Sound on Pupil Response 

TOP: Mean pupil diameters for SP and SA trials separately (collapsed over load 

conditions). BOTTOM: Difference timeseries for SP-SA trials. 

Contrasting the pupillary waveforms in trials when the SFG stimulus was 

present versus absent revealed a significant dilation in response to sound (Figure 5.6), 

with larger pupil diameter occurring from ~100-3500 ms post stimulus onset in trials 

when a sound was present relative to absent. This dilation effect in response to an 
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auditory stimulus is consistent with the data from the T-LS experiment, though here it 

began earlier, was numerically larger, and persisted longer than the effect seen in the 

previous dataset. The stronger effect is likely to be due to differences in the auditory 

stimuli used: compared to the near-threshold pure tones used in the ID experiment, 

the SFG signals used in this experiment were considerably louder, more complex and 

were twice the duration. 

5.3.3.3 Effect of Load on Response to Sound 

 

Figure 5.7: SFG-LS (Experiment 4) - Effect of Load on Pupil Response to Sound 

TOP: Difference timeseries for SP - SA trials (i.e. the pupil response which was specific to 

SP trials) for low load and high load conditions separately. BOTTOM: Interaction 

timeseries for LL(SP-SA) – HL(SP-SA). 
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The pupil responses to sound (i.e. SP trials - SA trials) showed a significant 

effect of visual task load, with a larger dilation in response to sound under low load 

than high load from ~1600-1850 ms (Figure 5.7). The relatively long latency of the 

effect is consistent with cognitively-driven effects on pupil diameter (as opposed to 

luminance-driven activity), and so is likely to reflect reduced processing of auditory 

signals under high load. This is consistent with the MEG data collected simultaneously, 

which showed that there was an effect of load on overall response to sounds during 

both the P2 and P3 responses. 

5.3.3.4 Effect of Load on Response to Auditory Figure 

To explore the effect of load on the pupil response which occurred specifically 

to the repeated figure within the auditory stimuli, I calculated the difference 

timeseries of figure present (FP) trials – figure absent (FA) trials for high and low load 

separately (Figure 5.8A). There were two periods when the responses showed a 

significant difference between load conditions. The first was from -38 to 300 ms 

relative to the stimulus onset, and was likely an artefact of the fact that the LL and HL 

timeseries had opposite trajectories in the pre-stimulus interval: the mismatch 

between trajectories meant that even though the two waveforms were baselined 

based on their average values during this period, the responses diverged significantly 

even before the trial had begun. The difference in trajectories suggests that the inter-

trial intervals used were not sufficient for the pupil diameter to stabilise fully between 

stimulus presentations, though this problem may have been confounded by the fact 

that the waveforms in the present analysis were difference timeseries rather than 

reflecting a concrete pupil diameter. The fact that the effect started before the stimuli 
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indicated that it cannot reflect stimulus processing of the auditory signals in the 

‘current’ trial. 

 

Figure 5.8: SFG-LS (Experiment 4) - Effect of Load on Pupil Response to Auditory 

Figure 

A: Difference timeseries for FP - FA trials (i.e. the pupil response which was specific to 

the figure) for low load and high load conditions separately. B: Interaction timeseries 

for LL(FP-FA) – HL(FP-FA). 

During the second significant period (~1100-2100 ms post stimulus onset) the 

presence of the figure within the auditory stimuli was associated with relatively more 

dilation under low load than high load (more positive waveform visible for low versus 

high load in Figure 5.8A), which may reflect increased processing of the figure in low 

load conditions. However, it is important to rule out the baselining difficulty as a 

contributor to the later effect. To explore whether the baselining could have had an 
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effect, I ran the trial analysis using a range of different baseline periods, and the effect 

remained significant in all cases. Though this is not conclusive, the fact that a matching 

effect was shown in the next dataset (Section 5.2.3.4) lends some legitimacy to the 

effect. 

5.3.3 SFG Colour-Shape Task (SFG-CS) 

5.3.2.1 Effect of Visual Load 

 

Figure 5.9: SFG-CS (Experiment 5) - Main Effect of Load on Pupil 

TOP: Mean pupil diameters for high and low load (SA trials only). BOTTOM: Difference 

timeseries for HL-LL. 
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Figure 5.9 shows the mean pupil diameter during the high and low load colour-

shape tasks. The overall waveforms were similar in character to those seen in the SFG-

LS dataset, with a substantial luminance-driven constriction peaking at ~800 ms post 

stimulus onset, followed by recovery to baseline. Following this, at ~1500 ms the low 

load response plateaued, whereas in high load the pupil continued to dilate, leading to 

a significant difference between the responses from 1500-2800 ms post stimulus 

onset. This finding of relative pupil dilation in high versus low load late in the response 

is consistent with the effect seen in the T-LS experiment (though the difference 

between load conditions here was larger and reached significance roughly 500 ms 

later) and with the studies reviewed in the introduction to this chapter that show that 

pupil dilation increases with task demand. 

Interestingly, as discussed in Chapter 4, the MEG data for the visual responses 

to the LS task and CS task showed opposite effects of load on early visual evoked 

activity. I have argued that these differences were due to the different processes 

involved in the letter search versus the colour-shape task, but that both reflected a 

manipulation perceptual load. Here, the pupil data appear to support this, with both 

experiments showing relative pupil dilation in high load. However, as with the effect in 

the T-LS data, this effect occurred after behavioural responses occurred, and so may 

have been driven to some extent by decision- or response-relates processes. 

5.3.2.2 Effect of Sound 

Contrasting the pupillary waveforms in trials when the SFG stimulus was 

present versus absent revealed a significant dilation in response to sound (Figure 5.10). 

Trials where an auditory stimulus was present showed significantly larger pupil 
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diameter from ~200–3000 ms post stimulus onset relative to the trials when there was 

no auditory stimulus, an effect consistent with both previous datasets. 

 

Figure 5.10: SFG-CS (Experiment 5) - Main Effect of Sound on Pupil Response 

TOP: Mean pupil diameters for SP and SA trials separately (collapsed over load 

conditions). BOTTOM: Difference timeseries for SP-SA trials. 

5.3.2.3 Effect of Load on Response to Sound 

In contrast to the SFG-LS dataset, here there was no significant effect of load 

on the overall pupillary response to sound (Figure 5.11). Recalling the effects in the 

MEG datasets for the two experiments, both were found to have significant effects on 

the P3 responses (which index conscious perception), while only the SFG-LS design 

resulted in an effect on an earlier, sensory ERF component (M200). Speculatively, it is 
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therefore possible that the pupil diameter measure here reflects sensory processing of 

the auditory signals, independent of later factors associated with awareness. 

 

Figure 5.11: SFG-CS (Experiment 5) - Effect of Load on Pupil Response to Sound 

TOP: Difference timeseries for SP - SA trials (i.e. the pupil response which was specific to 

SP trials) for low load and high load conditions separately. BOTTOM: Interaction 

timeseries for LL(SP-SA) – HL(SP-SA). 

5.3.2.4 Effect of Load on Response to Auditory Figure 

Figure 5.12A illustrates the pupil response to the auditory figure under low and 

high load. There was a significant effect of load on the response to the figure from 

~1500-1900 ms post stimulus onset: the presence of the figure within the auditory 

stimuli was associated with more pupil dilation under low load than high load. 
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Figure 5.12: SFG-CS (Experiment 5) - Effect of Load on Pupil Response to Auditory 

Figure 

A: Difference timeseries for FP - FA trials (i.e. the pupil response which was specific to 

the figure) for low load and high load conditions separately. B: Interaction timeseries 

for LL(FP-FA) – HL(FP-FA). 

This effect is consistent with the result seen in the SFG-LS dataset and with the 

MEG data from both experiments, which showed reduced processing of the figure 

under high load. Comparing the duration and size of the load effect on pupil response 

to the figure between the SFG-CS and SFG-LS datasets suggests that the load 

manipulation in the letter search task was more effective at disrupting auditory 

processing than the colour-shape search task, which is also consistent with the relative 

magnitude of the effects in the MEG data. This suggests that pupil diameter may serve 

as an index to reflect the level of computational processing that occurs to irrelevant 
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sounds, and/or act as an index for the degree to which an auditory signal is 

perceptually segregated. 

5.4 DISCUSSION 

5.4.1 Summary of results 

The pupillometry data from the three experiments showed results which 

(though noisy) broadly mirrored each other across the three datasets, including the 

MEG and behavioural data that were collected simultaneously. Pupil dilation in 

response to the visual tasks was systematically larger under high perceptual load 

conditions, lending support to previous reports that pupil diameter indexes perceptual 

demands and, interestingly, that it appears to index cognitive demands in a similar 

manner. Secondly, there was a significant pupillary dilation in response to the task-

irrelevant auditory signals: dilation was generally larger under low-load conditions, in 

keeping with the MEG data which illustrate reduced processing of the auditory signals 

under high load. Finally, pupil diameter showed larger dilation responses to the 

auditory figure in low versus high load, mirroring the MEG indices of the degree to 

which auditory signals were segregated. Though some of the analyses suggested that 

certain data were underpowered, with two null results that may have been missed 

small effects, generally the data were consistent between experimental datasets.  

5.4.2 Pupil dynamics under visual perceptual load 

In this section I consider the data from trials where only visual stimuli were 

presented, and discuss how the load of the tasks affected pupil dilations. According to 

a host of previous work (reviewed in the introduction to this chapter) increased 
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processing load in a task is typically reflected by larger pupil dilation. This pattern was 

seen numerically in all three datasets, though the effect did not reach significance in 

the SFG-LS experiment.  This may have been due to the fact that the load manipulation 

was somewhat weak in this experiment (as noted in Chapter 4) which in fact led me to 

abort data collection slightly short of the planned cohort. 

 Interestingly, the pupil responses showed a consistent effect of load between 

the two visual tasks, in spite of the fact that the MEG data indicated that the two tasks 

had substantially different neural dynamics. This suggests that pupil diameter is a 

robust index of perceptual load, regardless of the precise processes which underlie the 

tasks.  In support of this conclusion, the small number of previous studies which have 

explicitly investigated the effect of perceptual load on pupil dynamics (Kahneman et 

al., 1967; Porter et al., 2007; Alnæs et al., 2014), each of which used a different 

manipulation of perceptual load, all found that pupil dilation increased with perceptual 

load. 

In addition to the general pattern of larger pupil dilations with increased 

demand, previous studies have found that the magnitude of the peak pupil dilation 

increases systematically with load (Hess and Polt, 1964; Kahneman and Beatty, 1966; 

Kahneman et al., 1967; Bradshaw, 1968; Payne et al., 1968; Peavler, 1974; Granholm 

et al., 1996; Marshall, 2002; Klingner et al., 2011; Alnæs et al., 2014). A similar effect 

was apparent in the present datasets: when the three load manipulations were ranked 

for the strength of the load manipulation (as indexed by the increase in reaction times 

from low to high load, where the SFG-CS design illustrated the strongest effect, 
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followed by the T-LS design and then the SFG-LS design), this order corresponded to 

the magnitude of the load effect on pupil dilation. 

5.4.3 Pupil response to irrelevant sounds 

5.4.3.1 Early pupil dynamics reflect orienting responses 

In all experiments, pupil diameters were larger in trials when a sound was 

present relative to those which contained only a visual stimulus. The dilation effects 

reached significance from very early in the trial, suggesting that they are partially 

‘orienting responses’, which occur earlier than dilations driven by load on cognitive 

processing. These orienting responses occur in response to both auditory and visual 

stimuli, though at lower latencies and with smaller amplitudes for auditory stimuli (Bell 

et al., 2004), and are understood to be mediated in the superior colliculus (Wang and 

Munoz, 2015). For audiovisual stimuli there is a sub-additive effect, where the 

response amplitude is greater than that seen to either unimodal stimulus but smaller 

than the direct sum of their amplitudes, and the response occurs with the lower 

latency associated with auditory stimuli (Wang et al., 2014). This means that the 

responses calculated here (a subtraction of the responses in the visual trials from the 

audiovisual trials, which I refer to as the response to sound) should accurately 

represent the latency of responses which would have occurred to the auditory stimuli 

alone, but might have smaller amplitude. This is preferable to if there had been a 

supraadditive response, in which case some of the effect that was driven by the 

multisensory nature of the stimuli may have been falsely attributed to auditory 

processing. 
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5.4.3.2 Later pupil dynamics reflect sensory processing 

The dilations in all datasets persisted to latencies at which dynamics are likely 

to reflect sensory processing. Since pupil diameter apparently indexes the processing 

load involved in active tasks, as established by the pupil responses to the visual tasks 

presented here, it is plausible that it would also act as an index for the degree to which 

other stimuli are processed, even if they are outside the explicit task set. The effect of 

load that was apparent in the pupil responses to the figures in both SFG experiments 

supports this idea: pupil dilation (which is associated with increased processing) that 

occurred in response to the figures was larger under low load than high load, 

suggesting that pupil diameter might be used as an index of processing even of 

irrelevant stimuli. 

If this is the case, pupil diameter should also reflect the overall effect of load on 

sensory processing of the auditory signals. The MEG data from the experiments 

indicate that load had a significant effect on ERF components that reflect sensory 

cortical processing (i.e. M50, M100 and M200) in the T-LS experiment (in which the 

M100 was affected by load) and the SFG-CS experiment (where the M200 was 

affected), but not the SFG-LS experiment (in which there was an effect on the FRN and 

the P3, but not the onset peaks during the analysis of the overall response to sound – 

see Section 4.2.1.2). The pupil responses from the SFG datasets showed the same 

pattern, with a significant effect of load in the SFG-LS experiment but not the SFG-CS 

experiment. In the T-LS experiment, there was no significant effect of load on pupil 

response to sound. However, it is worth noting that the auditory signals used in the T-

LS experiment were extremely faint, meaning that the pupillary response to them was, 
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unsurprisingly, relatively small and noisy, and that the pupil data did show a pattern 

consistent with the expected effect, but which fell just short of the significance 

criterion I had pre-defined. Thus, it is possible that pupil diameter does typically reflect 

the degree of sensory processing of irrelevant sounds, but with less sensitivity than is 

provided by the rich data provided by MEG recordings. 

The fact that there is strong evidence that figure processing (and, by proxy, 

auditory computation) was represented in pupil dynamics, and some evidence that 

pupil responses also reflected the degree to which auditory signals (regardless of 

whether a figure was present) were processed, suggests that the pupil could serve as a 

useful index not only of task-related processing, but also the degree to which 

concurrent irrelevant signals are processed. 

5.4.3.3 Pupil responses and awareness of irrelevant stimuli 

As discussed in the introduction to this chapter, there is evidence that pupil 

diameter reflects subjective awareness of auditory stimuli, for example showing more 

dilation in trials where a stimulus is detected (Beatty, 1982; Beatty and Lucero-

Wagoner, 2000; O’Neill and Zimmerman, 2000).  

From the datasets presented here it is not possible to determine the degree to 

which pupil diameter reflects explicit awareness of stimuli outside the focus of 

attention, since there were no behavioural responses to the sounds. Nonetheless, the 

degree of awareness associated with the irrelevant signals may broadly be illustrated 

by the amplitude of the P3 responses from the MEG data. However, the data from the 

P3 response do not appear to match the pupil responses particularly well: the MEG 

data illustrate a significant effect of load on the P3 response to sound in all three 
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experiments, whereas the pupil data in response to overall sound only showed a 

significant effect in the SFG-LS dataset. While I have argued that in the T-LS dataset 

this might be a consequence of the very faint auditory signals, the SFG stimuli used in 

the SFG-CS task were much louder. Further, while the T-LS data show a pattern that is 

consistent with the expected effect, the SFG-CS dataset do not. The SFG-CS also 

showed the strongest effects of load on both the visual responses and to the figure, so 

it is difficult to dismiss the null effect in the other contrast. As I have argued above, it 

seems more likely that the pupil dynamics for overall responses to sound under load 

reflect sensory processing of signals. 

One explanation for this pattern of effects would be that although there were 

P3 responses elicited by sounds under low load in all three experiments, this does not 

necessarily mean they rose to subjective awareness. As reviewed in the introduction, 

Load Theory proposes that along with automatic allocation of perceptual resources, 

cognitive control resources can be employed, if available, to effect a late selection 

filtering in which stimuli that have been processed with spare perceptual capacity but 

are task-irrelevant are prevented from progressing to the stage of awareness. Since 

cognitive load in all the tasks used here was kept intentionally low, it is likely that 

cognitive control resources would have been available to perform such a function. 

Thus, unlike in the dual task experiments, where the auditory signals were relevant, 

during the MEG experiments participants may not have experienced a high level of 

awareness to the auditory signals. This is supported by the fact that there was no 

evidence of attention capture in the experiments; behavioural performance on the 
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visual task was equally good in trials when the auditory stimuli were present and 

absent. 

5.4.4 Conclusions and limitations 

In spite of the fact that pupil data presented here were collected as secondary 

measure, the results showed some interesting effects. The pupil appeared to be 

sensitive to a number of factors relating to the task and stimuli, including the physical 

aspects of the visual stimuli and the load involved in the visual task, and more 

surprisingly pupil diameter responded reliably to the presence of irrelevant sounds, 

and even provided some indication of the level of processing that occurred. Crucially, 

these factors were all reflected simultaneously and were dissociable from one another, 

even though pupil diameter is a single channel of data. 

However, while these preliminary findings are interesting, it is vital that the 

effects are replicated using paradigms which are explicitly geared towards collecting 

high quality pupil data. As noted previously, there are several aspects of the present 

experiments that were not optimal for pupillometry, including the lighting conditions, 

the fact that trials were relatively short and so may not have allowed the pupil to fully 

return to baseline between trials, and that behavioural responses may have had an 

impact on pupil dynamics. Additionally, due to the hardware set up, differences in 

baseline pupil diameter between experiments and conditions could not be assessed. It 

is very likely that there was also a change in participants’ overall state between low 

and high load blocks, which would be reflected in a change in baseline diameter of the 

pupil. The experiments presented in this thesis were not designed to capture these 

gross effects (a point which I will elaborate on in the general discussion of the thesis), 
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and generally the short- and long-term effects of load can be investigated 

independently. However, since the pupil has physical limits on its size, when the 

baseline diameter is very large there is a relatively small potential range within which 

dilations can occur, leading to muted phasic dynamics (Rajkowski et al., 1993). Thus, it 

is important to bear in mind that the results presented here may have been 

confounded if there were large differences in baseline pupil diameter between 

experiments or blocks. These issues could be straightforwardly addressed by additional 

experiments in conditions designed for pupillometry, and the results would provide 

important clarification as to whether the conclusions presented here are valid. 
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CHAPTER 6: GENERAL DISCUSSION 

 

6.1 SUMMARY OF FINDINGS 

The data presented in this thesis establish that visual perceptual load can 

impact cortical sensory processing of unattended auditory signals. The data from 

Chapter 2 illustrate the neural underpinnings of load-induced inattentional deafness, 

establishing that load on visual perceptual resources can reduce the amplitude of 

auditory evoked responses at the level of both cortical sensory processing (as indexed 

by the M100 response) and during later, awareness-related stages. The timing of the 

effects suggest that resources are allocated dynamically based on demand in a ‘push-

pull’ manner rather than acting as a pre-emptive suppression of all auditory activity. In 

Chapters 3 and 4 I explored whether the effect of load is limited to a straightforward 

dampening of evoked responses or whether it can also lead to a reduced capacity for 

computational processing within the auditory system. Using signals that allow for the 

process of auditory figure-ground segregation via temporal-coherence cues, I showed 

that conditions of high visual perceptual load result in reduced auditory computational 

processing, as indexed by the degree to which an evoked component elicited by the 

figure within the sounds was evident in the neural responses. This effect was 

replicated using two different visual load tasks. The temporal locus of the effect and 

the neural source estimates both suggest that visual load impacted processing within 

auditory cortex, rather than at higher levels of the processing hierarchy where auditory 

and visual information are known to be integrated, suggesting that auditory signal 

processing in early cortical areas is subject to limitations on domain-general resources. 
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In Chapter 5 I presented pupillometry data recorded during the MEG load experiments 

reported in previous chapters, and showed that pupil dilation can reflect both the level 

of processing load in the active visual task and potentially the degree to which the 

irrelevant auditory stimuli were processed. This highlights the potential use of 

pupillometry as an objective measure of cortical processing in situations where neural 

imaging is not viable. 

6.2 REVISITING THE UNDERSTANDING OF ‘AUTOMATIC’ AUDITORY PROCESSING 

Many auditory processes have been shown to occur passively, without the 

need for attention to be explicitly engaged. A popular view based on these findings is 

that audition acts as an early warning system that pre-attentively processes the 

auditory scene and can trigger the capture of attention if this analysis suggests a 

behaviourally relevant change has occurred. However, in vision many aspects of 

processing have been shown to be able to benefit from the automatic allocation of 

spare perceptual capacity, allowing for the processing of stimuli that are outside the 

explicit focus of attention. These processes may appear automatic, but in fact are 

susceptible to resource depletion in conditions of high perceptual demand. The 

preferred methodologies used in previous auditory research had meant it remained 

unclear whether the auditory system can benefit from spare capacity in this manner, 

and this potential confound undermines much of the evidence upon which previous 

claims of automatic auditory processing have been based. 

The results presented here suggest that in fact many fundamental aspects of 

auditory processing are not automatic, with evidence that both the overall strength of 

auditory evoked responses, and the capacity of the auditory system to process 
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information can be impaired when the load of a concurrent visual task is high. It 

appears that the conditions necessary for these effects to occur (at least to the extent 

where they are measurable in experimental conditions) require precise co-incidence 

between the visual load task and the critical auditory stimuli. In practice, in everyday 

listening situations this is unlikely to occur, and the auditory system may be able to 

make up for moments of reduced processing capacity due to its ability to make use of 

‘glimpses’ of information when available. However, the effects reported here highlight 

the need for precise experimental control of resource availability in studies that aim to 

explore the reliance of specific auditory process on attention. 

 Though I have demonstrated the reliance that the mechanism for auditory 

segregation via temporal coherence has on the availability of resources, the question 

of whether this applies to other aspects of auditory processing remains open. To 

establish whether similar limitations apply to other auditory processes requires the 

systematic application of load tasks paired with irrelevant auditory signals that 

characterise a variety of auditory processes. Although this approach has been used in a 

few previous studies (e.g. Alain and Izenberg, 2003; Dyson et al., 2005), revealing that 

there is apparently no effect of load on processes such as segregation via harmonicity 

cues or repetition cues, and detection of the violation of a regular sequence (Chait et 

al., 2012), many of these studies used tasks where the level of perceptual load may not 

have been sufficiently high to maintain resource depletion consistently over an 

extended period. In particular, the temporal integration mechanisms via which 

segregation is achieved in the paradigm used by Masutomi et al. (2016), in which an 

effect of auditory perceptual load, but not visual perceptual load was illustrated, 
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appears to share many characteristics with the mechanism for segregation via 

temporal coherence that was shown here to be susceptible to resource depletion by a 

visual task. It may therefore be worthwhile to see whether the null findings reported 

based on previous load manipulations are replicated using alternative load tasks. 

Another question which may be worth further investigation is whether auditory 

segregation based on concurrent cues (e.g., harmonicity) is governed by a distinct 

process to segregation of on-going sound sources, as indicated by the apparently 

different effects of load on the ORN and FRN. It is possible that rather than being 

distinct mechanisms, the features that cue segregation for concurrent stimuli require 

relatively little processing compared to the spectro-temporal integration required to 

segregate the SFG stimuli used in the present experiments; this could mean, for 

example, that segregation via harmonicity cues requires few resources and so is not 

readily disrupted in experimental settings, but is nonetheless still fundamentally 

resource-dependent. 

6.3 PUPILLOMETRY AS A MEASURE OF PERCEPTUAL LOAD AND PROCESSING 

The pupillometry data presented here support the findings from the few 

previous investigations of pupillary dynamics under perceptual load (as opposed to the 

well-established link between pupil dilation and cognitive load), which suggest that 

high perceptual load is reflected by increased pupil dilation in the latter stages of the 

pupil response.  One interesting aspect of this is that the pupil data showed similar 

effects of task load over two experimental paradigms which had shown markedly 

differing task-evoked MEG responses, suggesting that pupil dilation reflects demand 

regardless of the precise underlying neural activity. This is in keeping with the fact that 
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load on both cognitive and perceptual resources appear to have similar effects on 

pupil dynamics in spite of the fact that the systems underlying these two aspects of 

cognition are relatively distinct. This characteristic of pupil dilation makes it potentially 

useful in situations when it is important to have an objective physiological measure 

that can reflect the level of demand a person is experiencing regardless of the precise 

neural dynamics of the underlying processes. 

The sensitivity of the pupil response to stimuli outside the explicit focus of 

attention is also potentially useful. At the moment it is difficult to investigate 

processing of ‘ignored’ stimuli without using neural imaging or resorting to a 

behavioural dual task where the secondary stimuli are not actually ignored, merely 

deprioritised. Yet there are numerous situations where having an objective marker of 

the degree to which an unexpected stimulus was processed would be useful: as 

technology develops there are likely to be more and more systems which aim to 

enhance perception, for example by highlighting important information that may have 

been missed due to high task load. If pupil can simultaneously measure task demand 

and index processing of unattended stimuli this could facilitate substantial 

improvements in the ability of technology to perform in a ‘smart’ manner. 

6.4 QUANTIFYING PERCEPTUAL LOAD 

Perceptual Load has been manipulated via a number of different methods 

within vision. Neuroimaging studies of how perceptual load affects visual activity have 

typically revealed increased activity in visual cortex in response to the load stimuli, 

while responses to irrelevant stimuli are reduced (Rees et al., 1997; Pinsk et al., 2004). 

However, the two tasks used here to manipulate perceptual load resulted in 
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substantially different neural dynamics based on the evoked MEG signals, in spite of 

the fact that both were visual search tasks that manipulated load via a feature versus 

conjunction search. This sensitivity of MEG responses to the subtle differences in the 

neural dynamics involved in load-inducing tasks suggests that it may not be 

straightforward to establish an objective physiological measure that indexes the level 

of perceptual load.  While the pupillary dilation response appears to serve the purpose 

of reflecting the perceptual load that is induced using different tasks in a coherent 

way, it also has the same response to increased cognitive load. Since perceptual and 

cognitive load have opposite effects on the degree to which irrelevant signals are 

processed, this means that pupil may not be ideal as an index in situations when both 

cognitive and perceptual systems are loaded. 

 The lack of a current option for an objective index that reflects load specifically 

on perceptual resources means that it has so far been difficult to strictly quantify the 

relative effects that various manipulations of load have. Ideally it would be possible to 

develop a firm operational formula to quantify the level of load a task induces based 

on its parameters, akin to the way in which videos of real-life scenes have recently 

been analysed to quantify the degree of load involved (Palmer et al., 2017). A formula 

of this sort or a physiological objective measure of the level of load could provide 

substantial facilitation to the efforts to establish auditory manipulations of load. 

Currently, with little consensus in how load should be manipulated and whether it can 

be expected to apply to auditory processing, the question of whether Load Theory is a 

good model for within-modality allocation of resources in auditory processing remains 

open. However, establishing a robust manipulation of auditory load may be vital in 
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order to probe the resilience of a variety of auditory processes (most of which occur 

over long time periods that are not compatible with the brief load task I have 

established here) to depletion of perceptual resources. 

6.5 IMPLICATIONS FOR THE MECHANISMS OF SELECTIVE ATTENTION 

The data presented here suggest that the allocation of perceptual resources 

occurs dynamically according to momentary variations in task demands. This is in 

contrast with the conclusions drawn by Carmel et al. (2011), who explored detection of 

critical visual stimuli that were presented at a variety of stimulus onset asynchronies 

relative to a visual perceptual load task. The visual task was a feature versus 

conjunction RSVP search presented at the centre of the visual field and was 

participants’ primary task. They were also asked to simultaneously detect the 

appearance of a critical stimulus that was presented in one of four peripheral 

locations. They showed that while there was main effect of perceptual load on 

detection of distractors, there was neither an effect of timing nor an interaction 

between the factors. They conclude that in vision perceptual load leads to a reduction 

in the excitability of visual cortex for locations outside the fovea. This is consistent with 

fMRI data reported by Parks et al. (2013) in which the same central task was used and 

cortical activity was recorded in response to concurrently presented stimuli at a variety 

of peripheral angles. They found that load had the largest effect on responses that 

were located close to the central task, with effects reducing as eccentricity was 

increased. This pattern of centre-surround enhancement and suppression is 

characteristic of low-level effects on cortical excitability. 
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However, the effects of load reported here cannot be explained by low-level 

effects, since stimuli were presented in separate modalities, indicating that there is 

some aspect to the effects of perceptual load that is not based on low-level effects. A 

lack of low-level interactions in cross-modal designs may explain why load induced by 

RSVP tasks appears to be effective at reducing sensitivity to visual distractors, but not 

to auditory distractors; if the RSVP load effect is partially based on reduced excitability 

of visual cortex to non-attended locations, it would not be expected to affect auditory 

processing in the same way as visual processing. If cross-modal effects of load are time 

sensitive, as suggested by the data here, then the stimulus asynchronies that exist 

within RSVP tasks between the load stimuli and critical auditory stimuli would mean 

that load would not affect processing of the auditory signals. This once again raises the 

question of whether prolonged auditory load tasks might provide a better control of 

resources to an unattended auditory signal; if part of the effect of load is a low-level 

suppression of signals that do not share a cortical locus with the task stimuli (i.e. for 

low levels of the auditory pathway, signals that do not overlap spectrally) using an 

auditory task to manipulate load might help ensure that resources are not available for 

processing irrelevant auditory signals. There are several plausible low-level effects in 

auditory processing that might recreate the suppression patterns seen in the visual 

studies described above. The sensitivity of auditory processing in frequency space is 

determined by the auditory bandwidths of the neurones in auditory cortex. Engaging 

selective attention to a frequency narrows the relevant bandwidths, giving a more 

precise representation in the selected frequency region, but reducing sensitivity 

outside it; similarly, there is a brief temporal window within which auditory signals in 

the same frequency band can mask one another even though they did not occur at 
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precisely the same time (termed backwards and forwards masking), and engaging 

attention also improves the sensitivity of the temporal representation of signals (Fritz 

et al., 2003; Fritz et al., 2007). These effects of suppression of spectral and temporal 

regions around the focal point of attention is akin to the centre-surround suppression 

covering short temporal windows that has been described by Carmel et al. (2011) and 

Parks et al. (2013), suggesting that a similar effect to that seen in vision using RSVP 

tasks may occur for auditory processing. Indeed, one study which contrasted the effect 

of load in RSVP and rapid serial auditory presentation (RSAP) on the processing of 

irrelevant auditory signals found an effect of load in the auditory but not the visual 

task (Chait et al., 2012). 

The automatic allocation of spare resources across modalities described in this 

thesis also raises the question of how the automatic process decides which irrelevant 

stimuli receive processing. Is capacity allocated evenly, resulting in equal but small 

levels of resources applied to processing all signals, or are there some biases built into 

the system? One possibility that seems likely is that unattended auditory signals might 

receive priority over unattended visual signals, in keeping with the idea that the 

auditory system performs a lot of passive processes in order to provide an early 

warning system. However, even within auditory processing there may be some 

processes that are always given prioritised access to leftover resources. For instance, 

change detection mechanisms might be particularly valuable in terms of the utility of 

information provided and the relatively low level of processing required to determine 

factors such as changes in low-level stimulus parameters. This seems plausible given 

that the MMN can be abolished in cases of extreme resource depletion, but is typically 
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elicited by default even during situations such as anaesthesia or coma, when stimulus 

processing would be guided entirely based on any in-built prioritisation hierarchy. 

There is also the question of how stimulus characteristics, such as those which govern 

saliency, interact with any in-built default resource allocation hierarchy. These 

questions could provide the basis for a programme of research that could provide 

further valuable insight into the factors that govern the degree to which unattended 

auditory signals are processed in conditions of load on perceptual resources. 

6.6 CONCLUSIONS 

The data presented here provide insight into the degree to which auditory 

processes occur automatically, mechanisms of selective attention, and models of 

perceptual load. I hope that my work helps advance understanding in these fields and 

encourage the use of paradigms in which visual load is used as a tool to probe the 

effects of limited global capacity on auditory processing. 
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