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Abstract

In this dissertation, we study the intersection of quantum computing and supervised machine learning algorithms, which means that we investigate quantum algorithms for supervised machine learning that operate on classical data. This area of research falls under the umbrella of quantum machine learning, a research area of computer science which has recently received wide attention. In particular, we investigate to what extent quantum computers can be used to accelerate supervised machine learning algorithms. The aim of this is to develop a clear understanding of the promises and limitations of the current state-of-the-art of quantum algorithms for supervised machine learning, but also to define directions for future research in this exciting field. We start by looking at supervised quantum machine learning (QML) algorithms through the lens of statistical learning theory. In this framework, we derive novel bounds on the computational complexities of a large set of supervised QML algorithms under the requirement of optimal learning rates. Next, we give a new bound for Hamiltonian simulation of dense Hamiltonians, a major subroutine of most known supervised QML algorithms, and then derive a classical algorithm with nearly the same complexity. We then draw the parallels to recent ‘quantum-inspired’ results, and will explain the implications of these results for quantum machine learning applications. Looking for areas which might bear larger advantages for QML algorithms, we finally propose a novel algorithm for Quantum Boltzmann machines, and argue that quantum algorithms for quantum data are one of the most promising applications for QML with potentially exponential advantage over classical approaches.
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Impact Statement

Quantum machine learning bears promises for many areas, ranging from the healthcare to the financial industry. In today’s world, where data is available in abundance, only novel algorithms and approaches are enabling us to make reliable predictions that can enhance our life, productivity, or wealth. While Moor’s law is coming to an end, novel computational paradigms are sought after to enable a further growth of processing power. Quantum computing has become one of the prominent candidates, and is maturing rapidly. The here presented PhD thesis develops and studies this novel computational paradigm in light of existing classical solutions and thereby develops a path towards quantum algorithms that can outperform classical approaches.
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Chapter 1

Introduction and Overview

In the last twenty years, due to increased computational power and the availability of vast amounts of data, *machine learning* (ML) has seen an immense success, with applications ranging from computer vision [1] to playing complex games such as the Atari series [2] or the traditional game of Go [3]. However, over the past few years, challenges have surfaced that threaten the end of this revolution. The main two challenges are the increasingly overwhelming size of the available data sets, and the end of Moore’s law [4]. While novel developments in hardware architectures, such as graphics processing units (GPUs) or tensor processing units (TPUs), enable orders of magnitude improved performance compared to central processing units (CPUs), they cannot significantly improve the performance any longer, as they also reach their physical limitations. They are therefore not offering a structural solution to the challenges posed and new solutions are required.

On the other hand, a new technology is slowly reaching maturity. Quantum computing, a form of computation that makes use of quantum-mechanical phenomena such as superposition and entanglement, has been predicted to overcome these limitations on classical hardware. Quantum algorithms, i.e., algorithms that can be executed on a quantum computer, have been investigated since the 1980s, and have recently received increasing interest all around the world.

One area that has received particular attention is quantum machine learning see e.g. [5], the combination of quantum mechanics and machine learning. Quantum machine learning can generally be divided into four distinct areas of research:
Figure 1.1: Different fields of study in Quantum Machine Learning. The different areas are related to the choice of algorithm, i.e., whether it is executed on a quantum or classical computer, and the choice of the target problem, i.e., whether it operates on quantum or classical data.

- Machine learning algorithms that are executed on classical computers (CPUs, GPUs, TPUs) and applied to classical data, the sector CC in Fig. 1.1,

- Machine learning algorithms that are executed on quantum computers (QPUs) and applied to classical data, the sector QC in Fig. 1.1,

- Machine learning algorithms that are executed on classical computers and applied to quantum data, the sector CQ in Fig. 1.1, and

- Machine learning algorithms that are executed on quantum computers (QPUs) and applied to quantum data, the sector QQ in Fig. 1.1.

The biggest attention has been paid to quantum algorithms that perform supervised machine learning on classical data. The main objective in designing such quantum algorithms is to achieve a computational advantage over any classical algorithm for the same task. This area is the main focus of this thesis, and we will for brevity throughout this thesis refer to this area when we speak about QML.

Although becoming an increasingly popular area of research, supervised QML has in recent years faced two major challenges.
Firstly, initial research was aimed at designing supervised ML algorithms that have a superior performance, where performance was measured solely in terms of the computational complexity (i.e., theoretical speed) of the algorithm with respect to the input size (the problem dimension) and the desired error (or accuracy). When we are speaking about the error in this context, then we generally refer to the distance (for example in norm) of the solution that we obtain through the algorithm to the true solution. For example, for most algorithms we obtain guarantees that if we run it in time $\varepsilon^{-\alpha}$, then the solution will be $\varepsilon$-close. Assuming that the solution is a vector $x$, and our algorithm produces the vector $\tilde{x}$, this would then imply that $\|\tilde{x} - x\| \leq \varepsilon$. Note that different algorithms measure this error differently, but in general we use the spectral or Frobenius norm as measure for the error throughout this thesis.

However, a challenge to this view is that it is today common wisdom in the classical ML community that faster computation is not necessarily the solution to most practical problems in machine learning. Indeed, more data and the ability to extrapolate to unseen data is the most essential component in order to achieve good performance. Mathematically, the behaviour of algorithms to extrapolate to unseen data and other statistical properties have been formalised in the field of statistical learning theory. The technical term of this ability is the so-called generalisation error of an algorithm, and it is possible to obtain bounds on this error for many common machine learning algorithms. The first research question of this thesis is therefore the following:

**Research Question 1 (QML under the lens of SLT).** *Under the common assumptions of statistical learning theory, what is the performance of supervised quantum machine learning algorithms?*

Most quantum algorithms are described in the so-called query model. Here, the overall computational complexity, i.e., the number of steps an algorithm requires to completion, is given in terms of a number of calls (uses) of a different algorithm, which is called the oracle. Indeed, most known quantum machine learning algorithms heavily rely on such oracles in order to achieve a ‘quantum advantage’.
second challenge is therefore posed by the question how much of the quantum advantage stems from the oracles and how much from the algorithms themselves. Concretely, most supervised QML methods assume the existence of a fast \((\log(n))\) for input dimension \(n\) complexity) data preparation oracle or procedure, a quantum equivalent of a random access memory, the qRAM [6, 7]. A closer analysis of these algorithms indeed implies that much of their power stems from this oracle, which indicates that classical algorithms can potentially achieve similar computational complexities if they are given access to such a device. The second research question of this thesis is therefore the following:

**Research Question 2** (QML under the lens of RandNLA). *Under the assumption of efficient sampling processes for the data for both classical and quantum algorithms, what is the comparative advantage of the latter?*

The goal of this thesis is therefore to investigate the above two challenges to supervised QML, and the resulting research questions. We thereby aim to assess the advantages and disadvantages of such algorithms from the perspective of statistical learning theory and randomised numerical linear algebra.

### 1.1 Synopsis of the thesis

The thesis is structured as follows. We begin in Chapter 2 with notation and mathematical preliminaries of the thesis. In Chapter 3, we discuss the first challenge and associated Research Question 1, namely the ability of quantum algorithms to generalise to data that is not present in the training set. Limitations arise through the fundamental requirement of the quantum measurement, and the error-dependency of most supervised quantum algorithms. We additionally discuss the condition number, an additional dependency in many supervised QML algorithms.

In Chapter 4 we discuss the second challenge, i.e., Research Question 2 regarding input models. For this we discuss first how to access data with a quantum computer and how these access models compare to classical approaches, in particular to randomised classical algorithms. This also includes a brief discussion about the feasibility of such memory models as well as potential advantages and disadvan-
1.2 Summary of our contributions

Our responses to the above-posed research questions are summarised below.

For Research Question 1, we obtain the following results:

• Taking into account optimal learning rates and the generalisation ability, we show that supervised quantum machine learning algorithms fail to achieve exponential speedups.

• Our analysis is based on the polynomial error-dependency and the repeated measurement that is required to obtain a classical output. We have the requirement that the (optimisation) error of the algorithm matches the scaling of the statistical (estimation) error that is inherent to all data-based algorithms and is of $O(1/\sqrt{n})$, for $n$ being the number of samples in the data set. We observe that the performance of the algorithms in question can in practice be
1.2. Summary of our contributions

- Such concerns are important for the design of quantum algorithms but are not relevant for classical ones. The computational complexity of the latter scales typically poly-logarithmic in the error $\varepsilon$ and therefore only introduces additional $O(\log(n))$ terms. We however acknowledge this is not generally true and it is possible to trade-off speed versus accuracy, which is for example used in early stopping. Here, one chooses to obtain a lower accuracy in order to obtain an algorithm that converges faster to the solution with the best statistical error.

- One additional challenge for many quantum algorithms is the problem of preconditioning, which most state-of-the-art classical algorithms such as FALCON [10] do take into account.

- While previous results [11] claimed that preconditioning is possible, in the quantum case, this turns out not to be true in general as, e.g. Harrow and La Placa [12] showed. Our bounds on the condition number indicate that ill-conditioned QML algorithms are even more prone to be outperformed by classical counterparts.

For Research Question 2, we obtain the following results:

- We first show that data access oracles, such as quantum random access memory [6] can be used to construct faster quantum algorithms for dense Hamiltonian simulation, and obtain an algorithm with performance (runtime) depending on the square-root of the dimension $n$ of the input Hamiltonian, and linearly on the spectral norm, i.e., $O(\sqrt{n}\|H\|)$ for Hamiltonian $H \in \mathbb{C}^{n \times n}$. For a $s$-sparse Hamiltonian, this reduces to time $O(\sqrt{s}\|H\|)$, where $s$ is the maximum number of non-zero elements in the rows of $H$.

- We next show how we can derive a classical algorithm for the same task, which is based on a classical Monte-Carlo sampling method called Nyström method. We show that for a sparse Hamiltonian $H \in \mathbb{C}^{n \times n}$, there exists an
algorithm that, with probability $1 - \delta$ approximates any chosen amplitude of the state $e^{iHt}\psi$, for an efficiently describable state $\psi$ in time

$$O\left(sq + t^9\frac{\|H\|_F^4\|H\|^7}{\varepsilon^4}\left(\log(n) + \log\frac{1}{\delta}\right)^2\right),$$

where $\varepsilon$ determines the quality of the approximation, $\|\cdot\|_F$ is the Frobenius norm, and $q$ is the number of non-zero elements in $\psi$.

• While our algorithm is not generally efficient due to the dependency on the Frobenius norm, it still removes the explicit dependency on $n$ up to logarithmic factors, i.e., the system dimension. We therefore obtain an algorithm that only depends on the rank, sparsity, and the spectral norm of the problem, since $\|H\|_F \leq \sqrt{r}\|H\|$, for $r$ being the rank of $H$. For low-rank matrices, we therefore obtain a potentially much faster algorithm, and for the case $q = s = r = O\left(\text{polylog}(n)\right)$ our algorithm becomes efficiently executable. Note that we here generally assume that $N$ grows exponentially in the number of qubits in the system, i.e., we only obtain an efficient algorithm if we do not have an explicit $n$ dependency.

• This result is interesting in two different ways: Firstly, it is the first known result that applies so-called sub-sampling methods for simulating (general) Hamiltonians on a classical computer. Secondly, and more important in context of this thesis, our result indicates that the advantage of so-called quantum machine learning algorithms may not be as big as promised. QML algorithms such as quantum principal component analysis [13], or quantum support vector machines [14] were claimed to be efficient for sparse or low rank input data, and our classical algorithm for Hamiltonian simulation is efficient under similar conditions. As a corollary, we indeed show that we can efficiently simulate $\exp(i\rho t)$ for density matrix $\rho$, if we can efficiently sample from the rows and columns of $\rho$ according to a certain probability distribution.

• While we did not manage to extend our results to quantum machine learn-
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In the subsequent few months, many other algorithms were published that achieved similar results for many other quantum machine learning algorithms including quantum PCA [17], Quantum Linear Systems Algorithm [18, 19], and Quantum Semi-Definite Programming [20]. Most of these algorithms were unified recently in the framework of quantum singular value transformations [21].

A conclusion from the above results and the answers to the research questions is that the hope for exponential advantages of quantum algorithms for machine learning over their classical counterparts might be misplaced. While polynomial advantages may still be feasible, and most results currently indicate a gap, understanding the limitations of classical and quantum algorithms is still an open research question. As many of the algorithms we investigate in this thesis are of a theoretical nature, we want to mention that the ultimate performance test for any algorithm is a benchmark, and only such will give the final answers to questions of real advantage. However, this will only be possible once sufficiently large and accurate quantum computers are available, and will therefore not be possible in the near future.

As our and subsequent results indicate, quantum machine learning algorithms for classical data to date appear to allow for at most polynomial speedups if any.
We therefore turn to an area where classical machine learning algorithms might generally be inefficient: modelling of quantum distributions, and therefore quantum algorithms for quantum data. We propose a method for fully quantum generative training of quantum Boltzmann machines that in contrast to prior art have both visible and hidden units. We base our training on the quantum relative entropy objective function and find efficient algorithms for training based on gradient estimations under the assumption that Gibbs state preparation for the model Hamiltonian is efficient. One interesting feature of these results is that such generative models can in principle also be used for the state preparation, and might therefore be a useful tool to overcome qRAM-related issues.
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Chapter 2

Notation And Mathematical Preliminaries

2.1 Notation

We denote vectors with lower-case letters. For a vector $x \in \mathbb{C}^n$, let $x_i$ denotes the $i$-th element of $x$. A vector is sparse if most of its entries are 0. For an integer $k$, let $[k]$ denotes the set $\{1, \ldots, k\}$.

For a matrix $A \in \mathbb{C}^{m \times n}$ let $A^j := A_{:,j}$, $j \in [n]$ denote the $j$-th column vector of $A$, $A_i := A_{i,:}$, $i \in [m]$ the $i$-th row vector of $A$, and $A_{ij} := A(i,j)$ the $(i,j)$-th element. We denote by $A_{i:j}$ the sub-matrix of $A$ that contains the rows from $i$ to $j$.

The supremum is denoted as sup and the infimum as inf. For a measure space $(X, \Sigma, \mu)$, and a measurable function $f$ an essential upper bound of $f$ is defined as $U_{f}^{\text{ess}} := \{l \in \mathbb{R} : \mu(f^{-1}(l,\infty)) = 0\}$, if the measurable set $f^{-1}(l,\infty)$ is a set of measure zero, i.e., if $f(x) \leq l$ for almost all $x \in X$. Then the essential supremum is defined as $\text{ess sup} f := \inf U_{f}^{\text{ess}}$. We let the span of a set $S = \{v_i\}_{1}^{k} \subseteq \mathbb{C}^n$ be defined by $\text{span}\{S\} := \{x \in \mathbb{C}^n | \exists \{\alpha_i\}_{1}^{k} \subseteq \mathbb{C} \text{ with } x = \sum_{i=1}^{k} \alpha_i v_i\}$. The set is linearly independent if $\sum_i \alpha_i v_i = 0$ if and only if $\alpha_i = 0$ for all $i$. The range of $A \in \mathbb{C}^{m \times n}$ is defined by $\text{range}(A) = \{y \in \mathbb{R}^m : y = Ax \text{ for some } x \in \mathbb{C}^n\} = \text{span}(A^1,\ldots,A^n)$. Equivalently the range of $A$ is the set of all linear combinations of the columns of $A$. The nullspace null$(A)$ (or kernel ker$(A)$) is the set of vectors such that $Av = 0$. Given a set $S = \{v_i\}_{1}^{k} \subseteq \mathbb{C}^n$. The null space of $A$ is null$(A) = \{x \in \mathbb{R}^b : Ax = 0\}$. 
2.2 Matrix functional analysis

The rank of a matrix $A \in \mathbb{C}^{m \times n}$, $\text{rank}(A)$ is the dimension of $\text{range}(A)$ and is equal to the number of linearly independent columns of $A$; Since this is equal to $\text{rank}(A^H)$, $A^H$ being the complex conjugate transpose of $A$, it also equals the number of linearly independent rows of $A$, and satisfies $\text{rank}(A) \leq \min\{m, n\}$. The trace of a matrix is the sum of its diagonal elements $\text{Tr}(A) = \sum_{i} A_{ii}$. The support of a vector $\text{supp}(v)$ is the set of indices $i$ such that $v_i = 0$ and we call it sparsity of the vector. For a matrix we denote the sparsity as the number of non zero entries, while row or column sparsity refers to the number of non-zero entries per row or column. A symmetric matrix $A$ is positive semidefinite (PSD) if all its eigenvalues are non-negative. For a PSD matrix $A$ we write $A \succeq 0$. Similarly $A \succeq B$ is the partial ordering which is equivalent to $A - B \succeq 0$.

We use the following standard norms. The Frobenius norm $\|A\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} A_{ij}A_{ij}^*}$, and the spectral norm $\|A\| = \sup_{x \in \mathbb{C}^n, x \neq 0} \frac{|Ax|}{|x|}$. Note that that $\|A\|^2_F = \text{Tr}(A^H A) = \text{Tr}(AA^H)$. Both norms are submultiplicative and unitarily invariant and they are related to each other as $\|A\| \leq \|A\|_F \leq \sqrt{n} \|A\|$.

The singular value decomposition of $A$ is $A = U \Sigma V^H$ where $U, V$ are unitary matrices and $U^H$ defines the complex conjugate transpose, also called Hermitian conjugate, of $U$. We use throughout the thesis $x^H$ or $A^H$ for the Hermitian conjugate as well as for the transpose for real matrices and vectors. We denote the pseudo-inverse of a matrix $A$ with singular value decomposition $U \Sigma V^H$ as $A^+ := V \Sigma^+ U^H$.

2.2 Matrix functional analysis

While computing the gradient of the average log-likelihood is a straightforward task when training ordinary Boltzmann machines, finding the gradient of the quantum relative entropy is much harder. The reason for this is that in general $[\partial_\theta H(\theta), H(\theta)] \neq 0$. This means that the ordinary rules that are commonly used in calculus for finding the derivative no longer hold. One important example that we will use repeatedly is Duhamel’s formula:

$$\partial_\theta e^{H(\theta)} = \int_0^1 ds e^{H(\theta)s} \partial_\theta H(\theta) e^{H(\theta)(1-s)}.$$ (2.1)
This formula can be easily proven by expanding the operator exponential in a Trotter-Suzuki expansion with \( r \) time-slices, differentiating the result and then taking the limit as \( r \to \infty \). However, the relative complexity of this expression compared to what would be expected from the product rule serves as an important reminder that computing the gradient is not a trivial exercise. A similar formula also exists for the logarithm as shown further below.

Similarly, because we are working with functions of matrices here we need to also work with a notion of monotonicity. We will see that for some of our approximations to hold we will also need to define a notion of concavity (in order to use Jensen’s inequality). These notions are defined below.

**Definition 1** (Operator monotonicity). A function \( f \) is operator monotone with respect to the semidefinite order if \( 0 \preceq A \preceq B \), for two symmetric positive definite operators implies, \( f(A) \preceq f(B) \). A function is operator concave w.r.t. the semidefinite order if \( cf(A) + (1-c)f(B) \preceq f(cA + (1-c)B) \), for all positive definite \( A, B \) and \( c \in [0,1] \).

We now derive or review some preliminary equations that we will need in order to obtain a useful bound on the gradients in the main work.

**Claim 1.** Let \( A(\theta) \) be a linear operator which depends on the parameters \( \theta \). Then

\[
\frac{\partial}{\partial \theta} A(\theta)^{-1} = -A^{-1} \frac{\partial}{\partial \theta} A A^{-1} - A^{-1} \frac{\partial}{\partial \theta} A^{-1}.
\]  

(2.2)

**Proof.** The proof follows straightforward by using the identity \( I \).

\[
\frac{\partial I}{\partial \theta} = 0 = \frac{\partial}{\partial \theta} AA^{-1} = \left( \frac{\partial A}{\partial \theta} \right) A^{-1} + A \left( \frac{\partial A^{-1}}{\partial \theta} \right).
\]

Reordering the terms completes the proof. This can equally be proven using the Gateau derivative.

In the following we will furthermore rely on the following well-known inequality:

**Lemma 1** (Von Neumann Trace Inequality). Let \( A \in \mathbb{C}^{n \times n} \) and \( B \in \mathbb{C}^{n \times n} \) with singular values \( \{ \sigma_i(A) \}_{i=1}^n \) and \( \{ \sigma_i(B) \}_{i=1}^n \) respectively such that \( \sigma_i(\cdot) \leq \sigma_j(\cdot) \) if \( i \leq j \).
It then holds that

\[ |\text{Tr}(AB)| \leq \sum_{i=1}^{n} \sigma(A) \sigma(B)_i. \]  \hfill (2.3)

Note that from this we immediately obtain

\[ |\text{Tr}(AB)| \leq \sum_{i=1}^{n} \sigma(A) \sigma(B)_i \leq \sigma_{\text{max}}(B) \sum_i \sigma(A)_i = \|B\| \sum_i \sigma(A)_i. \]  \hfill (2.4)

This is particularly useful if \( A \) is Hermitian and PSD, since this implies \( |\text{Tr}(AB)| \leq \|B\| \text{Tr}(A) \) for Hermitian \( A \).

Since we are dealing with operators, the common chain rule of differentiation does not hold generally. Indeed the chain rule is a special case if the derivative of the operator commutes with the operator itself. Since we are encountering a term of the form \( \log \sigma(\theta) \), we cannot assume that \([\sigma, \sigma'] = 0\), where \( \sigma' := \sigma^{(1)} \) is the derivative w.r.t., \( \theta \). For this case we need the following identity similarly to Duhamel’s formula in the derivation of the gradient for the purely-visible-units Boltzmann machine.

**Lemma 2** (Derivative of matrix logarithm [34]).

\[
\frac{d}{dt} \log A(t) = \int_{0}^{1} [sA + (1 - s)I]^{-1} \frac{dA}{dt} [sA + (1 - s)I]^{-1}. \] \hfill (2.5)

For completeness we here include a proof of the above identity.

**Proof.** We use the integral definition of the logarithm [35] for a complex, invertible, \( n \times n \) matrix \( A = A(t) \) with no real negative

\[ \log A = (A - I) \int_{0}^{1} ds [s(A - I) + I]^{-1}. \] \hfill (2.6)

From this we obtain the derivative

\[
\frac{d}{dt} \log A = \frac{dA}{dt} \int_{0}^{1} ds [s(A - I) + I]^{-1} + (A - I) \int_{0}^{1} ds \frac{d}{dt} [s(A - I) + I]^{-1}. \]
Applying (2.2) to the second term on the right hand side yields

\[
\frac{d}{dt} \log A = \frac{dA}{dt} \int_0^1 ds [s(A - I) + I]^{-1} + (A - I) \int_0^1 ds [s(A - I) + I]^{-1} s \frac{dA}{dt} [s(A - I) + I]^{-1},
\]

which can be rewritten as

\[
\frac{d}{dt} \log A = \int_0^1 ds [s(A - I) + I] [s(A - I) + I]^{-1} \frac{dA}{dt} [s(A - I) + I]^{-1} \tag{2.7}
\]

\[
+ (A - I) \int_0^1 ds [s(A - I) + I]^{-1} s \frac{dA}{dt} [s(A - I) + I]^{-1}, \tag{2.8}
\]

by adding the identity \( I = [s(A - I) + I] [s(A - I) + I]^{-1} \) in the first integral and reordering commuting terms (i.e., \( s \)). Notice that we can hence just substract the first two terms in the integral which yields (2) as desired.
minimises
Chapter 3

Statistical Learning Theory

This chapter applies insights from statistical learning theory to answer the following question:

**Research Question 1** (QML under the lens of SLT). *Under the common assumptions of statistical learning theory, what is the performance of supervised quantum machine learning algorithms?*

The main idea in this chapter is to leverage the framework of statistical learning theory to understand how the minimum number of samples required by a learner to reach a target generalisation accuracy influences the overall performance of quantum algorithms. By taking into account well known bounds on this accuracy, we can show that quantum machine learning algorithms for supervised machine learning are unable to achieve polylogarithmic runtimes in the input dimension. Notably, the results presented here hold only for supervised quantum machine learning algorithms for which statistical guarantees are available. Our results show that without further assumptions on the problem, known quantum machine learning algorithms for supervised learning achieve only moderate polynomial speedups over efficient classical algorithms - if any. We note that the quantum machine learning algorithms that we analyse here are all based on fast quantum linear algebra subroutines [36, 37]. These in particular include quantum quantum support vector machines [14], quantum linear regression, and quantum least squares [38, 39, 40, 41, 37, 42].
Notably, the origin of the ‘slow down’ of quantum algorithms under the above consideration is twofold.

First, most of the known quantum machine learning algorithms have at least an inversely linear scaling in the optimisation or approximation error of the algorithm, i.e., they require a computational time $O(\varepsilon^{-\alpha})$ (for some real positive $\alpha$) to return a solution $\tilde{x}$ which is $\varepsilon$-close in some norm to the true solution $x$ of the problem. For example, in case of the linear systems algorithm, we obtain a quantum state $|\tilde{x}\rangle$ such that $\||\tilde{x}\rangle - |x\rangle\| \leq \varepsilon$, where $|x\rangle$ is the state that encodes the exact solution to the linear system $|x\rangle = |A^{-1}b\rangle$. This is in stark contrast to classical algorithms which typically have logarithmic dependency with respect to the error, i.e., for running the algorithm for time $O(\log(\varepsilon))$, we obtain a solution with error $\varepsilon$.

Second, a crucial bottleneck in many quantum algorithms is the requirement to sample in the end of most quantum algorithms. This implies generally another error, since we need to repeatedly measure the resulting quantum state in order to obtain the underlying classical result.

We note that we mainly leverage these two sources of error in the following analysis, but the extension of this to further include noise in the computation is straightforward. Indeed, noise in the computation (a critical issue in the current generation of quantum computers) could immediately be taken into account by simply adding a linear factor in terms of the error decomposition that we will encounter in Eq. 3.22. This will be a further limiting factor for near term devices as such errors need to be surpressed sufficiently in order to obtain good general bounds.

While previous research has already identified a number of caveats such as the data access [43] or restrictive structural properties of the input data, which limit the practicality of these algorithms, our insights are entirely based on statistical analysis.

As we will discuss in more detail in chapter 4, under the assumption that we can efficiently sample rows and columns of the input matrix (i.e., the input data) according to a certain distribution, classical algorithms can be shown to be nearly as efficient as these quantum machine learning algorithms [17]. We note that the
scaling of the quantum machine learning algorithms typically still achieve a high polynomial advantage compared to the classical ones.

This chapter is organised as follows. First, in Section 3.1, we will review existing results from statistical learning theory in order to allow the reader to follow the subsequent argument. Section 3.3.1 takes into account the error that is introduced by the algorithm itself. In Section 3.3.2, we then use this insight to bound the error that is induced through the sampling process in quantum mechanics. An additional dependency is typically given by the condition number of the problem, and we hence derive additional bounds for it in Section 3.3.3. Finally, in Section 3.4, we accumulate these insights and use them to analyse a range of existing supervised quantum machine learning algorithms.

3.1 Review of key results in Learning Theory

Statistical Learning Theory has the aim to statistically quantify the resources that are required to solve a learning problem [44]. Although multiple types of learning settings exist, depending on the access to data and the associated error of a prediction, here we primarily focus on supervised learning. In supervised learning, the goal is to find a function that fits a set of input-output training examples and, more importantly, guarantees also a good fit on data points that were not used during the training process. The ability to extrapolate to data points that are previously not observed is also known as generalisation ability of the model. This is indeed the major difference between machine learning and standard optimisation processes. Although this problem can be cast into the framework of optimisation (by optimising a certain problem instance), setting up this instance to achieve a maximum generalisation performance is indeed one of the main objectives of machine learning.

After the review of the classical part, i.e., the important points of consideration for any learning algorithm and the assumptions taken, we also analyse existing quantum algorithms, and their computational speedups within the scope of statistical learning theory.
3.1. Review of key results in Learning Theory

3.1.1 Supervised Learning

We now set the stage for the analysis by defining the framework of supervised learning. Let $X$ and $Y$ be probability spaces with distribution $\rho$ on $X \times Y$ from which we sample data points $x \in X$ and the corresponding labels $y \in Y$. We refer to $X$ and $Y$ as input set and output set respectively. Let $\ell : Y \times Y \mapsto \mathbb{R}$ be the loss function measuring the discrepancy between any two points in the input space, which is a point-wise error measure. There exist a wide range of suitable loss-functions, and choosing the appropriate one in practice is of great importance. Typical error functions are the least-squares error, $\ell_{sq}(f(x), y) := (f(x) - y)^2$ over $Y = \mathbb{R}$ for regression (generally for dense $Y$), or the $0-1$ loss $\ell_{0-1}(f(x), y) := \delta_{f(x), y}$ over $Y = \{-1, 1\}$ for classification (generally for discrete $Y$). The least squares loss will also use be used frequently throughout this chapter. For any hypothesis space $\mathcal{H}$ of measurable functions $f : X \mapsto Y$, $f \in \mathcal{H}$, the goal of supervised learning is then to minimise the expected risk or expected error $\mathcal{E}(f) := \mathbb{E}_\rho [\ell(y, f(x))]$, i.e.,

$$\inf_{f \in \mathcal{H}} \mathcal{E}(f), \quad \mathcal{E}(f) = \int_{X \times Y} \ell(f(x), y))d\rho(x, y).$$

(3.1)

We hence want to minimise the expected prediction error for a hypothesis $f : X \mapsto Y$, which is the average error with respect to the probability distribution $\rho$. If the loss function is measurable, then the target space is the space of all measurable functions. The space of all functions for which the expected risk is well defined is called the target space, and typically denoted by $\mathcal{F}$.

For many loss functions we can in practice not achieve the infimum, however, it is still possible to derive a minimizer. In order to be able to efficiently find a solution to Eq. 3.1, rather than searching over the entirety of $\mathcal{F}$, we restrict the search over a restricted hypothesis space $\mathcal{H}$, which indeed can be infinite.

In summary, a learning problem is defined by the following three components:

1. A probability space $X \times Y$ with a Borel probability measure $\rho$.

2. A measureable loss function $\ell : Y \times Y \mapsto [0, \infty)$.

3. A hypothesis space $\mathcal{H}$ from which we choose our hypothesis $f \in \mathcal{H}$. 
The data or input spaces $X$ can be vector spaces (linear spaces) such as $X = \mathbb{R}^d$, $d \in \mathbb{N}$, or structured spaces, and the output space $Y$ can also take a variety of forms as we mentioned above.

In practice, the underlying distribution $\rho$ is unknown and we can only access it through a finite number of observations. This finite set of samples, $S_n = \{(x_i, y_i)\}_{i=1}^n$, $x_i \in X$, $y_i \in Y$, is called the training set, and we generally assume that these are sampled identically and independently according to $\rho$. This is given in many practical cases but it should be noted that this is not generally true. Indeed, for example for time series, subsequent samples are typically highly correlated, and the following analysis hence does not immediately hold. The assumption of independence can however be relaxed to the assumption that the data does only depend slightly on each other via so-called mixing conditions. Under such assumptions, most of the following results for the independent case still hold with only slight adaptations.

The results throughout this chapter rely on the following assumptions.

**Assumption 1.** The probability distribution on the data space $X \times Y$ can be factorized into a marginal distribution $\rho_X$ on $X$ and a conditional distribution $\rho(\cdot|\cdot|x)$ on $Y$.

We add as a remark the observation that the probability distribution $\rho$ can take into account a large set of uncertainty in the data. The results therefore hold for a range of noise types or partial information.

**Assumption 2.** The probability distribution $\rho$ is known only through a finite set of samples $S_n = \{x_i, y_i\}_{i=1}^n$, $x_i \in X$, $y_i \in Y$ which are sampled i.i.d. according to the Borel probability measure $\rho$ on the data space $X \times Y$.

### 3.1.2 Empirical risk minimization and learning rates

Under the above assumptions, the goal of a learning algorithm is then to choose a suitable hypothesis $f_n : X \mapsto Y$, $f_n \in \mathcal{H}$ for the minimizer of the expected risk based on the data set $S_n$. Empirical Risk Minimization (ERM) approaches this problem
by choosing a hypothesis that minimises the \textit{empirical risk},

$$\inf_{f \in \mathcal{H}} \mathcal{E}_n(f), \quad \mathcal{E}_n(f) := \frac{1}{n} \sum_{(x_i, y_i) \in S_n} \ell(f(x_i), y_i), \quad (\text{Empirical Risk}) \quad (3.2)$$

given the i.i.d. drawn data points \(\{(x_i, y_i)\}_{i=1}^n \sim \rho^n\). Note that

$$\mathbb{E}_{(x,y)_{i=1}^n \sim \rho^n}(\mathcal{E}_n(f)) = \frac{1}{n} \sum_{i=1}^n \mathbb{E}_{(x_i,y_i) \sim \rho}[\ell(f(x_i), y_i)] = \mathcal{E}(f),$$

i.e., the expectation of the empirical risk is the expected risk, which implies that we can indeed use the empirical risk as proxy for the expected risk in expectation.

While we would like to use the empirical risk as a proxy for the true risk, we also need to ensure by minimising the empirical risk, we actually find a valid solution to the underlying problem, i.e., the \(f_n\) that we find is approaching the true solution \(f^*\) which minimises the empirical risk. This requirement is termed consistency. To define this mathematically, let

$$f_n := \arg\min_{f \in \mathcal{H}} \mathcal{E}_n(f) \quad (3.3)$$

be the minimizer of the empirical risk, which exists under weak assumptions on \(\mathcal{H}\).

Then, the overall goal of a learning algorithm is to minimise the \textit{excess risk},

$$\mathcal{E}(f_n) - \inf_{f \in \mathcal{H}} \mathcal{E}(f), \quad (\text{Excess risk}) \quad (3.4)$$

while ensuring that \(f_n\) is \textit{consistent} for a particular distribution \(\rho\), i.e., that

$$\lim_{n \to \infty} \left( \mathcal{E}(f_n) - \inf_{f \in \mathcal{H}} \mathcal{E}(f) \right) = 0. \quad (\text{Consistency}) \quad (3.5)$$

Since \(S_n\) is a randomly sampled subset, we can analyse this behaviour in expectation, i.e.,

$$\lim_{n \to \infty} \mathbb{E} \left[ \mathcal{E}(f_n) - \inf_{f \in \mathcal{H}} \mathcal{E}(f) \right] = 0 \quad (3.6)$$
or in probability, i.e.,

$$\lim_{n \to \infty} \Pr_{\rho_n} \left[ \mathcal{E} (f_n) - \inf_{f \in \mathcal{H}} \mathcal{E} (f) > \varepsilon \right] > 0 = 0 \quad (3.7)$$

for all $\varepsilon > 0$. If the above requirement holds for all distributions $\rho$ on the data space, then we say that it is universally consistent.

However, consistency is not enough in practice, since the convergence of the risk of the empirical risk minimizer and the minimal risk could be impractically slow.

One of the most important questions in a learning setting is therefore how fast this convergence happens, which is defined through the so-called learning rate, i.e., the rate of decay of the excess risk. We assume that this scales somewhat with respect to $n$, as for example

$$\mathbb{E} \left[ \mathcal{E} (f_n) - \inf_{f \in \mathcal{F}} \mathcal{E} (f) \right] = O(n^{-\alpha}). \quad (3.8)$$

This speed of course has a practical relevance and hence allows us to compare different algorithms. The sample complexity $n$ must depend on the error we want to achieve, and in practice we can therefore define it as follows: For a distribution $\rho$, $\forall \delta, \varepsilon > 0$, there exists a $n(\delta, \varepsilon)$ such that

$$\Pr_{\rho_n} \left[ \mathcal{E} (f_n(\varepsilon, \delta)) - \inf_{f \in \mathcal{F}} \mathcal{E} (f) \leq \varepsilon \right] \geq 1 - \delta. \quad (3.9)$$

This $n(\delta, \varepsilon)$ is called the sample complexity.

One challenge of studying our algorithm’s performance through the excess risk is that we can generally not assess it. We therefore need to find a way estimate or bound the excess risk solely based on the hypothesis $f_n$ and the empirical risk $\mathcal{E}_n$.

Let us for this assume the existence of a minimizer

$$f_* := \inf_{f \in \mathcal{H}} \mathcal{E}(f) \quad (3.10)$$

over a suitable Hypothesis space $\mathcal{H}$. 
We can then decompose the excess risk as

\[ E(f_n) - E(f^*_n) = E(f_n) - E_n(f_n) + E_n(f_n) - E_n(f^*_n) + E_n(f^*_n) - E(f^*_n). \]  

(3.11)

Now observe that \( E_n(f_n) - E_n(f^*_n) \leq 0 \), we immediately see that we can bound this quantity as

\[ E(f_n) - E(f^*_n) = E(f_n) - \inf_{f \in H} E(f) \leq 2 \sup_{f \in H} |E(f) - E_n(f)|, \]  

(3.12)

which implies that we can bound the error in terms of the so-called generalisation error \( E(f) - E_n(f) \).

We therefore see that we can study the convergence of the excess risk in terms of the generalisation error. Controlling the generalisation error is one of the main objectives of statistical learning theory.

A fundamental result in statistical learning theory, which is often referred as the fundamental theorem of statistical learning, is the following:

**Theorem 1** (Fundamental Theorem of Statistical Learning Theory [45, 46, 44]).

Let \( \mathcal{H} \) be a suitably chosen Hypothesis space of functions \( f : X \mapsto Y, X \times Y \) be a probability space with a Borel probability measure \( \rho \) and a measurable loss function \( \ell : Y \times Y \mapsto [0, \infty) \), and let the empirical risk and risk be defined as in Eq. 3.1 and Eq. 3.2 respectively. Then, for every \( n \in \mathbb{N} \), \( \delta \in (0,1) \), and distributions \( \rho \), with probability \( 1 - \delta \) it holds that

\[ \sup_{f \in \mathcal{H}} |E_n(f) - E(f)| \leq \Theta \left( \sqrt{\frac{c(\mathcal{H}) + \log(1/\delta)}{n}} \right), \]  

(3.13)

where \( c(\mathcal{H}) \) is a measure of the complexity of \( \mathcal{H} \) (such as the VC dimension, covering numbers, or the Rademacher complexity [47, 44]).

We note that lower bounds for the convergence of the empirical to the (expected) risk are much harder to obtain in general, and generally require to fix the underlying distribution of the data. We indeed need for the following proof a lower bound on this complexity which is not generally available. However, for the specific...
problems we are treating here this holds true and lower bounds do indeed exist. For simplicity, we will rely on the above given bound, as the other factors that occur in these bounds only play a minor role here.

### 3.1.3 Regularisation and modern approaches

The complexity of the hypothesis space, \( c(\mathcal{H}) \) in Eq. 3.13 relates to the phenomenon of overfitting, where a large hypothesis space results in a low training error on the empirical risk, but performs poorly on the true risk.

In the literature, this problem is addressed with so-called regularisation techniques, which are able to limit the size of the Hypothesis space and thereby its complexity, in order to avoid overfitting the training dataset.

A number of different regularisation strategies have been proposed in the literature [45, 48, 50], including the well-established Tikhonov regularisation, which directly imposes constraints on the hypotheses class of candidate predictors.

From a computational perspective, Tikhonov regularisation, and other similar approaches compute a solution for the learning problem by optimising a constraint objective (i.e., the empirical risk with an additional regularisation term). The solution is obtained by a sequence of standard linear algebra operations such as matrix multiplication and inversion. Since the standard matrix inversion time is \( O(n^3) \) for a \( n \times n \) square matrix, most of the solutions such as for GP or SVM, can be found in \( O(n^3) \) computational time for \( n \) data points. Notably, improvements to this runtime exist based on exploiting sparsity, or trading an approximation error against a lower computational time. Additionally, the time to solution typically depends on the conditioning of the matrix, which therefore can be lowered by using preconditioning methods.

Regularisation is today widely used, and has led to many popular machine learning algorithms such as Regularised Least Squares [47], Gaussian Process (GP) Regression and Classification [49], Logistic Regression [48], and Support Vector Machines (SVM) [45]. All the above mentioned algorithms fall under the same umbrella of kernel methods [50].

To further reduce the computational cost, modern methods leverage on the fact
that regularisation can indeed be applied implicitly through incomplete optimisation or other forms of approximation. These ideas have been widely applied in the so-called *early stopping* approaches which are today standardly used in practice. In early stopping, one only performs a limited number of steps of an iterative optimisation algorithm, typically in gradient based optimisation. It can indeed be shown for convex functions, that this process avoids overfitting the training set (i.e., maintains an optimal learning rate), while the computational time is drastically reduced. All regularisation approaches hence achieve a lower number of required operations, while maintaining similar or the same generalisation performance of approaches such as Tikhonov regularisation [?], in some cases provably.

Other approaches include the divide and conquer [51] approach or Monte-Carlo sampling (also-called sub-sampling) approaches. While the former is based on the idea of distributing partitions of the initial training data, training different predictors on the smaller problem instances, and then combining individual predictors into a joint one, the latter achieves a form of dimensionality reduction through sampling a subset of the data in a specific manner. The most well-known sub-sampling methods are random features [52] and so called Nyström approaches [53, 54].

In both cases, computation benefits from parallelisation and the reduced dimension of the datasets while similarly maintaining statistical guarantees (e.g.,[55]).

For all the above mentioned training methods, the computational times can typically be reduced from the $O(n^3)$ of standard approaches to $\tilde{O}(n^2)$ or $\tilde{O}(nnz)$, where $nnz$ is the number of non-zero entries in the input data (matrix), while maintaining optimal statistical performance.

Since standard regularisation approaches can trivially be integrated into quantum algorithms - such as regularised least squares - certain methods appear not to work in the quantum algorithms toolbox.

For example, preconditioning, as a tool to reduce the condition number and make the computation more efficient appears not to have an efficient solution yet in the quantum setting [12]. Therefore, more research is required to give a full picture
of the power and limitations of algorithms with respect to all parameters. Here we offer a brief discussion of the possible effects of inverting badly conditioned matrices and how typical cases could affect the computational complexity, i.e., the asymptotic runtime of the algorithm.

3.2 Review of supervised quantum machine learning algorithms

The majority of proposed supervised quantum machine learning algorithms are based on fast linear algebra operations. Indeed, most quantum machine learning algorithms that claim an exponential improvement over classical counterparts are based on a fast quantum algorithm for solving linear systems of equations [38, 39, 14, 40, 41, 37, 42]. This widely used subroutine is the HHL algorithm, a quantum linear system solver [36] (QLSA), which is named after its inventors Harrow, Hassidim, and Lloyd. The HHL algorithm takes as input the normalised state $|b\rangle \in \mathbb{R}^n$ and a $s(A)$-sparse matrix $A \in \mathbb{R}^{n \times n}$, with spectral norm $\|A\| \leq 1$ and condition number $\kappa = \kappa(A)$, and returns as an output a quantum state $|\tilde{w}\rangle$ which encodes an approximation of the normalised solution $|w\rangle = |A^{-1}b\rangle \in \mathbb{R}^n$ for the linear system $Aw = b$ such that

$$\| |\tilde{w}\rangle - |w\rangle \| \leq \gamma,$$

for error parameter $\gamma$. Note that above we assumed that the matrix is invertible, however, the algorithm can in practice perform the Moore-Penrose inverse (also known as pseudoinverse), which is defined for arbitrary $A \in \mathbb{R}^{n \times m}$ by $A^+ := (A^HA)^{-1}A^H$, and using the singular value decomposition of $A = U\Sigma V^H$, we hence have

$$A^+ = (V\Sigma^2 V^H)^{-1}V\Sigma U^H = V\Sigma^{-1}U^H,$$

such that $A^+A = VV^H = I_m$.

The currently best known quantum linear systems algorithm, in terms of com-
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putational complexity, runs in

\[ O(\|A\|_F \kappa \text{ polylog}(\kappa, n, 1/\gamma)), \tag{3.16} \]

time [37], where \( \|A\|_F \leq \sqrt{n} \|A\|_2 \leq \sqrt{n} \) is the Frobenius norm of \( A \) and \( \kappa \) its condition number. As we will discuss in more detail in Chapter 4 on randomised numerical linear algebra, such computations can also be done exponentially faster compared to known classical algorithms using classical randomised methods in combination with a quantum-inspired memory structure, by taking advantage of aforementioned Monte-Carlo sampling methods [56, 17, 18, 19, 21] if the data matrix \( (A) \) is of low rank. We note, that for full-rank matrices, an advantage is however still possible.

Before analysing the supervised machine learning algorithms with the above discussed knowledge from statistical learning theory, we will first recapitulate the quantum least squares algorithm (linear regression) and the quantum support vector machine (SVM). Throughout this chapter, we use the least squares problem as a prototypical case to study the behaviour of QML algorithms, but the results extend trivially to the quantum SVM and many other algorithms. In Section 3.4 we also summarise the computational complexities taking into account the statistical guarantees for all other algorithms and hence give explicit bounds.

3.2.1 Recap: Quantum Linear Regression and Least Squares

The least squares algorithm minimises the empirical risk with respect to the quadratic loss

\[ \ell^{LS}(f(x), y) = (f(x) - y)^2, \tag{3.17} \]

for the hypothesis class of linear functions

\[ \mathcal{H} := \{ f : X \mapsto Y | \exists w \in \mathbb{R}^d : f(x) = w^H x \}, \tag{3.18} \]
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with input space $\mathbb{R}^d$ and output space $\mathbb{R}$. Given input-output samples $\{x_i, y_i\}_{i=1}^n$, where $x_i \in \mathbb{R}^d$, and $y_i \in \mathbb{R}$. The empirical risk is therefore given by

$$\mathcal{E}_n(f) := \frac{1}{n} \sum_{i=1}^n (w^H x_i - y_i)^2.$$  \hspace{1cm} (3.19)

The least squares problem seeks to find a vector $w$ such that

$$w = \arg\min_{w \in \mathbb{R}^d} \left( \|y - Xw\|_2^2 \right),$$  \hspace{1cm} (3.20)

where $y \in \mathbb{R}^n$ and $X \in \mathbb{R}^{n \times d}$. The closed form solution of this problem is then given by $w = (X^H X)^{-1} X^H y$, and we can hence reformulate this again into a linear systems problem of the form $Aw = b$, where $A = (X^H X)$ and $b = X^H y$. We obtain the solution then by solving the linear system $w = A^{-1} b$.

Since several quantum algorithms for linear regression and in particular least squares have been proposed [38, 39, 40, 41, 37, 42], which all result in a similar scaling (taking into account the most recent subroutines), we will in the following analysis use the best known result for the quantum machine learning algorithm. All approaches have in common that they make use of the quantum linear system algorithm to convert the state $|\xi\rangle = |X^H y\rangle$ into the solution $|\tilde{w}\rangle = |(X^H X)^{-1} \xi\rangle$. The fastest known algorithm [37], indeed solves (regularised) least squares or linear regression problem in time

$$O\left( \|A\|_F \kappa \text{ polylog}(n, \kappa, 1/\gamma) \right),$$

where $\kappa^2$ is the condition number of $X^H X$ or $XX^H$ respectively, and $\gamma > 0$ is an error parameter for the approximation accuracy. Notably, this algorithm precludes a physical measurement of the resulting vector $|\tilde{w}\rangle$, since this would immediately imply a complexity of

$$O\left( \|A\|_F \kappa/\gamma \text{ polylog}(n, \kappa, 1/\gamma) \right).$$

In that sense, the algorithm does solve the classical least squares problem only to
a certain extent as the solution is not accessible in that time. Indeed it prepares a quantum state $|\tilde{w}\rangle$ which is $\gamma$-close to $|w\rangle$, i.e.,

$$\| |\tilde{w}\rangle - |w\rangle \| \leq \gamma,$$

and in order to recover it, we would need to take up to $O(n\log(n))$ samples. In the current form, we can however immediately observe that the Frobenius norm dependency implies that the algorithm is efficient if $X$ is low-rank (but no necessarily non-sparse). As for all of the supervised quantum machine learning algorithms for classical input data, the quantum least squares solver requires a quantum-accessible data structure, such as a qRAM.

Notably, it is assumed that $\frac{1}{\kappa^2} \leq \|X^HX\| \leq 1$. The output of the algorithm is then a quantum state $|\tilde{w}\rangle$, such that $\| |\tilde{w}\rangle - |w\rangle \| \leq \epsilon$, where $|w\rangle$ is the true solution.

We note that other linear regression algorithms based on sample-based Hamiltonian simulation are possible [13, 57], which result in different requirements. Indeed, for these algorithms we need to repeatedly prepare a density matrix, which is a normalised version of the input data matrix. While this algorithm has generally worse dependencies on the error $\gamma$, it is independent of the Frobenius norm [39]. The computational complexity in this case is

$$O(\kappa^2 \gamma^{-3} \text{polylog}(n)),$$

which can likely be improved to $O(\kappa \gamma^{-3} \text{polylog}(n, \kappa, \gamma^{-1}))$.

However, since our analysis will indeed show that a higher polynomial dependency will incur a worse runtime once we take statistical guarantees into account, we will use the algorithm in the following which has the lowest dependency. Notably, the error dependency is in either case polynomial if we require a classical solution to be output.

As a further remark, other linear regression or least squares quantum algorithms exist [40, 42], but we will not include these here as our results can easily be extended to these as well.
Next, we will also recapitulate the quantum support vector machine.

### 3.2.2 Recap: Quantum Support Vector Machine

The second prototypical quantum machine learning algorithm which we want to recapitulate is the quantum least-squares support vector machine \([14]\) (qSVM). As we will see, the procedure for the qSVM is similar to the quantum least squares approach, and therefore results in very similar runtimes. The qSVM algorithm is calculating the optimal separating hyperplane by solving again a linear system of equations. For \(n\) points \(S_n = \{(x_i, y_i)\}_{i=1}^{n}\) with \(x_i \in \mathbb{R}^d, y_i = \{\pm 1\}\), and again assuming that we can efficiently prepare states corresponding to the data vectors, then the least-squares formulation of the solution is given by the linear system of the form

\[
\begin{pmatrix}
0 & \bar{1}^H \\
\bar{1} & K + \delta^{-1}I
\end{pmatrix}
\begin{pmatrix}
w_0 \\
w
\end{pmatrix} =
\begin{pmatrix}
0 \\
y
\end{pmatrix},
\]

(3.21)

where \(K_{ij} = x_i^H x_j\) (or \(K_{ij} = \phi(x_i)^H \phi(x_j)\) respectively for a non-linear features) is the kernel matrix, \(y = (y_1, \ldots, y_n)^H\), \(\bar{1}\) is the all-ones vector, and \(\delta\) is a user specified parameter. We note that certain authors argue that a least square support vector machine is not truly a support vector machine, and their practical use highly restricted. The additional row and column in the matrix on the left hand side arise because of a non-zero offset. Notably, \(w^H x + w_0 > 1\) or \(w^H x + w_0 < -1\), with \(w^H x = \sum_{j=1}^{n} w_j x_j\) determines the hyperplanes. The solution is hence obtained by solving the linear systems using the HHL algorithm based on the density matrix exponentiation \([13]\) method previously mentioned. The only adaptation which is necessary is to use the normalised Kernel \(\tilde{K} = K/\text{tr}(K)\). However, since the smallest eigenvalues of \(\tilde{K}\) will be of \(O(1/n)\) due to the normalisation, the quantum SVM algorithm truncates the eigenvalues which are below a certain threshold \(\delta_K\), s.t., \(\delta_K \leq |\lambda_i| \leq 1\), which results in an effective condition number \(\kappa_{\text{eff}} = 1/\delta_K\), thereby effectively implementing a form of spectral filtering.

The runtime of the quantum support vector machine is given by

\[O(\kappa_{\text{eff}}^3 \gamma^{-3} \text{polylog}(nd, \kappa, 1/\gamma)),\]
and outputs a state $|\tilde{w}_n\rangle$ that approximates the solution $w_n := [w_0, w]^H$, such that $\| |\tilde{w}_n\rangle - |w_n\rangle \| \leq \gamma$. Similar as for the least squares algorithm, we cannot retrieve the parameters without an overhead, and the quantum SVM therefore needs to perform immediate classification.

### 3.3 Analysis of quantum machine learning algorithms

The quantum algorithms we analyse throughout this chapter rely on a range of parameters, which include the input dimension $n$, which corresponds to the number of data points in a sample (the dimension of the individual data point is typically small so we focus on this part), the error of the algorithm with respect to the final prediction $\gamma$, and the condition number $\kappa$ of the input data matrix. Our main objective is to understand the performance of these algorithms if we want to achieve an overall generalisation error of $\Theta(n^{-1/2})$.

To start, we therefore first need to return to our previous assessment of the risk, and use in the following a standard error decomposition. Let $f$ be a hypothesis, and let $\mathcal{F}$ is the space of all measurable functions $f : X \mapsto Y$. We define $\mathcal{E}^* := \inf_{f \in \mathcal{F}} \mathcal{E}(f)$ the Bayes risk, and want to limit the distance $\mathcal{E}(f) - \mathcal{E}^*$. Let now $\mathcal{E}_H := \inf_{f \in \mathcal{H}} \mathcal{E}(f)$, i.e., the best risk attainable by any function in the hypothesis space $\mathcal{H}$, where we assume in the following for simplicity that $\mathcal{E}_H$ always admits a minimizer $f_\mathcal{H} \in \mathcal{H}$. Note, that it is possible to remove this assumption by leveraging regularisation. We then decompose the error as:

$$
\mathcal{E}(f) - \mathcal{E}^* = \underbrace{\mathcal{E}(f) - \mathcal{E}(\hat{f})}_{\text{Optimisation error}} + \underbrace{\mathcal{E}(\hat{f}) - \mathcal{E}_H}_{\text{Estimation error}} + \underbrace{\mathcal{E}_H - \mathcal{E}^*}_{\text{Irreducible error}}
$$

(3.22)

$$
= \xi + \Theta(1/\sqrt{n}) + \mu.
$$

(3.23)

The first term in Eq. 3.22 is the so-called optimisation error which indicates how good the optimisation procedure which generates $f$ is, with respect to the actual minimum (infimum) of the empirical risk. This error stems from the approximations...
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an algorithm typically makes, and relates to the $\gamma$ in previous sections. The optimisation error can result from a variety of approximations, such as a finite number of steps in an iterative optimisation process or a sample error introduced through a nondeterministic process. This error is discussed in detail in Section 3.3.1. The second term is the estimation error which is due to taking the empirical risk as a proxy for the true risk by using samples from the distribution $\rho$. This can be bound by the generalisation bound we discussed in Eq. 3.13. The last term is the irreducible error which measures how well the hypothesis space describes the problem. If the true solution is not in our hypothesis space, there will always be an irreducible error that we indicate with the letter $\mu$. If $\mu = 0$, i.e., irreducible error is zero, then we call $\mathcal{H}$ is universal. For simplicity, we assume here that $\mu = 0$, as it also will not impact the results of this paper much.

From the error decomposition in Eq. 3.22 we see that in order to achieve the best possible generalisation error overall, we need to make sure that the different error contributions are of the same order. We therefore in particular need to ensure that the optimisation error matches the scaling of the estimation error. Since for most known classical algorithms, with the exceptions of e.g., Monte-Carlo algorithms, the optimisation error typically scales with $O(\log(1/\epsilon))$ and matching the bounds is usually trivial. However, many quantum algorithms, including some of the quantum linear regression and least squares algorithms we discussed in the previous section (e.g. [14, 39]), have a polynomial dependency on the optimisation error. In the next section we discuss the implications of matching the bounds, and how they affect the algorithms computational complexity.

Notably, other quantum algorithms have only a polylogarithmic error dependency, such as [37], and therefore the error matching does not impose any critical slowdown. In these cases, however, we will see that quantum algorithms argument still cannot achieve a polylogarithmic runtime in the dimension of the training set due to the error resulting from the finite sampling process that is required to extract a classical output from a given quantum state.

Finally, to take into account all dependencies of the quantum algorithms, we
also analyse the condition number. Here, we show that with high probability the condition number has a polynomial dependency on the number of samples in the training set as well, which therefore indicates a certain scaling of the computational complexity.

We do the analysis in the following exemplary for the least squares case, and summarise the resulting computational complexities of a range of supervised quantum machine learning algorithms next to the classical ones then in Fig. 3.1.

### 3.3.1 Bound on the optimisation error

As previously mentioned, we will use the quantum least squares algorithms [38, 39, 40] as an example case to demonstrate how the matching of the error affects the algorithm. The results we obtain can easily be generalised to other algorithms and instances, and in particular hold for all kernel methods. As we try to remain general, we will do the analysis with a general algorithm with the computational complexity

\[
\Omega \left( n^\alpha \gamma^{-\beta} \kappa^c \log(n) \right)
\]  

(3.24)

We show that in order to have a total error that scales as \( n^{-1/2} \), the quantum algorithm will pick up a polynomial \( n \)-dependency.

The known quantum least squares algorithms have a \( \gamma \) error guarantee for the final output state \( |\tilde{w}\rangle \), i.e., \( \| |w\rangle - |\tilde{w}\rangle \|_2 \leq \gamma \), where \( |w\rangle \) is the true solution. The computational complexity (ignoring all but the error-dependency), is for all algorithms of the form \( O(\gamma^{-\beta}) \) for some \( \beta \), for example [39] with \( \beta = 3 \), or [58] with \( \beta = 4 \).

Since the quantum algorithms require the input data matrix to be either Hermitian or encoded in a larger Hermitian matrix, the dimensionality of the overall matrix is \( n + d \) for \( n \) data points in \( \mathbb{R}^d \). For simplicity, we here assume that the input matrix is a \( n \times n \) Hermitian matrix, and neglect this step. In order to achieve the best possible generalisation error, as discussed previously, we want to match the errors of the incomplete optimisation to the statistical ones. In the least squares setting, \( \tilde{w} = w_{\gamma,n} \) is the output of the algorithm corresponding to the optimal parameters fit-
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ted to the $S_n$ data points, which exhibits at most a $\gamma$-error. Therefore, $\tilde{w}$ corresponds to the estimator $f_{\gamma,n}$ in the previous notation that we saw in Eq. 3.22 (and Eq. 3.12). Concretely, we can see that the total error of an estimator $f_{\gamma,n}$ on $n$ data points with precision $\varepsilon$ is given by

$$
E(f_{\gamma,n}) - E(f_n) = 
\frac{\varepsilon}{n}
$$

where the first contribution is a result of Eq. 3.13, i.e., the generalisation performance, and the second comes from the error of the quantum algorithm, which we will show next. In order to achieve the best statistical performance, which means to achieve the lowest generalisation error, the algorithmic error must scale at worst as the worst statistical error. We will next show that the optimisation error of a quantum algorithm in terms of the prediction results in a $\gamma$ error, which is inherited from weights $|\tilde{w}\rangle$, which the quantum algorithm produces. Recalling, that in least squares classification is performed via the inner product, i.e.,

$$
y_{\text{pred}} := \tilde{w}^H x,
$$

for model $\tilde{w}$ and data point $x$ which corresponds to $f_{\gamma,n}^H(x)$ in the general notation. This then will result in the expected risk of the estimator $f_{\gamma,n}$ to be

$$
E_n(f_{\gamma,n}) = \frac{1}{n} \sum_{i=1}^{n} (\tilde{w}^H x_i - y_i)^2.
$$

Therefore, assuming the output of the quantum algorithm is a state $\tilde{w}$, while the exact minimizer of the empirical risk is $w$, s.t., $||\tilde{w}|| - ||w||_2 \leq \gamma$, and assuming that...
|X| and |Y| are bounded, then we find that

\[
|\mathcal{E}_n(f_{n,\gamma}) - \mathcal{E}_n(f_n)| \leq \frac{1}{n} \sum_{i=1}^{n} \left| (\tilde{w}^H x_i - y_i)^2 - (w^H x_i - y_i)^2 \right|
\]

\[
\leq \frac{1}{n} \sum_{i=1}^{n} L \left| (\tilde{w} - w)^H x_i \right|
\]

\[
\leq \frac{1}{n} \sum_{i=1}^{n} L \| \tilde{w} - w \|_2 \| x_i \|_2 \leq k \cdot \gamma = O(\gamma),
\]  

(3.28)

where \( k > 0 \) is a constant, and we used Cauchy-Schwartz, and the fact that that for the least-square it holds that

\[
|\ell_{LS}(f(x_i), y_i) - \ell_{LS}(f(x_j), y_j)| \leq L |(f(x_i) - y_i) - (f(x_j) - y_j)|,
\]

(3.29)

since |X|, and |Y| bounded.

A few remarks. In the learning setting the number of samples is fixed, and hence cannot be altered, i.e., the statistical error (generalisation error) is fixed to \( \Theta(1/\sqrt{n}) \), and the larger \( n \) is taken, the better the guarantees we are able to obtain for future tasks. Therefore, it is important to understand how we can reduce the other error contributions in Eq. 3.25 in order to guarantee that we have the lowest possible overall error, or accuracy.

To do so, we match the error bounds of the two contributions, so that the overall performance of the algorithm is maximised, which means that the optimisation error should not surpass the statistical error. We hence set \( \gamma = n^{-1/2} \), and see that the overall scaling of the algorithm will need be of the order \( O\left(n^{\beta/2}\right) \), ignoring again all other contributions. To take a concrete case, for the algorithm in [39] the overall runtime is then of at least \( O(n^{3/2}) \). The overall complexity of the algorithm then has the form

\[
\Omega \left(n^\alpha n^{\beta/2} \log(n) k^c\right)
\]

(3.30)

for some constant \( c, \beta, \alpha \)

This straightforward argument from above can easily be generalised to arbitrary kernels by replacing the input data \( x \) with feature vectors \( \phi(x) \), where \( \phi(\cdot) \) is a
chosen feature map.

We have so far only spoken about algorithms which naturally have a polynomial $1/\gamma$-dependency. However, as we previously mentioned, not all quantum algorithms have such an error. For algorithms which only depend polylogarithmically on $1/\gamma$, however, the quantum mechanical nature will incur another polynomial $n$ dependency as we will see next.

### 3.3.2 Bounds on the sampling error

So far we have ignored any error introduced by the measurement process. However, we will always need to compute a classical estimate of the output of the quantum algorithm, which is based on a repeated sampling of the output state. As this is an inherent process which we will need to perform for any quantum algorithm, the following analysis applies to any QML algorithm with classical output. Since we estimate the result by repeatedly measuring the final state of our quantum computation in a chosen basis, our resulting estimate for the desired output is a random variable. It is well known from the central limit theorem, that the sampling error for such a random variable scales as $O(1/\sqrt{m})$, where $m$ is the number of independent measurements. This is known as the standard quantum limit or the so-called shot-noise limit. Using so-called quantum metrology it is sometimes possible to overcome this limit and obtain an error that scales with $1/m$. This however poses the ultimate limit to measurement precision which is a direct consequence of the Heisenberg uncertainty principle [6, 7].

Therefore, any output of the quantum algorithm will have a measurement error $\tau$. Let us turn back to our least squares quantum algorithm. It produces a state $|\tilde{w}\rangle$ which is an approximation to the true solution $|w\rangle$. Using techniques such as quantum state tomography we can produce a classical estimate $\hat{v}$ of the vector $\tilde{w}$ with accuracy

$$||\tilde{w} - \hat{w}||_2 \leq \tau = \Omega(1/m),$$

(3.31)

where $m$ is the number of measurements performed. If $y = w^H x$ is the error-free (ideal) prediction, then we can hence only produce an approximation $\hat{y} = \hat{w}^H x$, such
that

\[ |y - \hat{y}| = |w^H x - \hat{w}^H x| \]

(3.32)

\[ \leq \|w - \hat{w} + \tau\| \|x\| \]

(3.33)

\[ \leq (\gamma + \tau) \|x\|, \]

(3.34)

using again Cauchy-Schwartz. Similar to the previous approach, we need to make sure that the contribution coming from the measurement error scales at most as the worst possible generalisation error, and hence set \( \tau = n^{-1/2} \). From this, we immediately see that any quantum machine learning algorithm which is to reach optimal generalisation performance, will require a number of \( m = \Omega(n^{1/2}) \) repetitions, which is hence a lower bound for all supervised quantum machine learning algorithms. For algorithms which do not take advantage of forms of advanced quantum metrology, this might even be \( \Omega(n) \).

Putting things together, we therefore have a scaling of any QML algorithm of

\[ \Omega \left( n^{\alpha + (1 + \beta)/2} \log(n) \kappa^c \right), \]

(3.35)

which for the state-of-the-art quantum algorithm for quantum least squares [37] result in

\[ \Omega \left( n^2 \kappa \log(n) \right). \]

(3.36)

In order to determine the overall complexity, we hence only have one parameter left: \( \kappa \). However, already now we observe that the computational complexity is similar or even worse compared to the best classical machine learning algorithms.

### 3.3.3 Bounds on the condition number

In the following we will do the analysis of the last remaining dependency of the quantum algorithms. The condition number. Let the condition number dependency of the QML algorithm again be given by \( \kappa^c \) for some constant \( c \in \mathbb{R}^+ \). Note that the best known result has a \( c = 1 \) dependency, ignoring logarithmic dependencies. We can think of the following three scenarios for the condition number.
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1. Best case scenario: In the best case setting, the condition number is one or sufficiently close to one. This is the lower bound and can only ever happen if the data is full rank and all the eigenvalues are of very similar size, i.e., \( \lambda_i \approx \lambda_j \) for all \( i, j \). However, for such cases, it would be questionable whether a machine learning algorithm would be useful, since this would imply that the data lacks any strong signal. In these cases the quantum machine learning algorithms could be very fast and might give a quantum advantage if the \( n \)-scaling due to the error-dependency is not too high.

2. Worst case scenario: On the other extreme, the condition number could be infinite, as could be the case for very badly conditioned matrices with smallest eigenvalues approaching 0. This can be the case if we have one or a few strong signals (i.e., eigenvalues which are closer to 1), and a small additional noise which results in the smallest eigenvalues being close to 0. Such ill conditioned systems do indeed occur in practice, but can generally be dealt with by using spectral-filtering or preconditioning methods, as for example discussed in [59]. Indeed, the quantum SVM [14] or the HHL algorithm [36] do or can readily make use of such methods. Concretely they do only invert eigenvalues which are above a certain threshold. This hence gives a new, effective condition number \( \kappa_{\text{eff}} = \sigma_{\text{max}} / \sigma_{\text{threshold}} \leq 1/\sigma_{\text{threshold}} \) which is typically way smaller compared to the actual \( \kappa \), and makes algorithms practically useful. However, it should be noted that quantum algorithms which perform such steps need to be compared against corresponding classical methods. Note, that such truncations (filters) typically introduce an error, which then needs to be taken into account separately. Having covered these two extreme scenarios, we can now focus on a typical case.

3. A plausible case: While the second case will appear in practice, these bounds give little insight into the actual performance of the quantum machine learning algorithms, since we cannot infer any scaling of \( \kappa \) from them. However, for kernel based methods, we can derive a plausible case which can give us some intuition of how bad the \( \kappa \)-scaling typically can be. We will in the
following show that with high probability, the condition number for a kernel method can have a certain $n$-dependency. Even though this result gives only a bound in probability, it is a plausible case with concrete $n$-dependency (the dimension of the input matrix) rather than the absolute worst case of $\kappa = \infty$, which gives an impractical upper bound. As a consequence, a quantum kernel method which scales as $O(\kappa^3)$ could pick up a factor of $O(n\sqrt{n})$ in the worst case which has the same complexity as the classical state of the art.

In the following, we now prove a lower bound for the condition number of a covariance or kernel matrix assuming that we have at least one strong signal in the data. The high level idea of this proof is that the sample covariance should be close to the true covariance with increasing number of samples, which we can show using concentration of measure. Next we use that the true covariance is known to have converging eigenvalues, as it constitutes a converging series. This means we know that the $k$-th eigenvalue of the true covariance must have an upper bound in terms of its size which is related to $k$. Since we also know that the eigenvalues of the two matrices will be close, and assuming that we have a few strong signals (i.e., $O(1)$ large eigenvalue), we can then bound the condition number as the ratio of the largest over the smallest eigenvalue.

For the following analysis, we will first need to recapitulate some well known results about Mercer’s kernels, which can be found e.g., in [47]. If $f \in L^2_{\nu}(X)$ is a function in the Hilbert space of square integrable functions on $X$ with Borel measure $\nu$, and $\{\phi_1, \phi_2, \ldots\}$ is a Hilbert basis of $L^2_{\nu}(X)$, $f$ can be uniquely written as $f = \sum_{k=1}^{\infty} a_k \phi_k$, and the partial sums $\sum_{k=1}^{N} a_k \phi_k$ converge to $f$ in $L^2_{\nu}(X)$. If this convergence holds in $C(X)$, the space of continuous functions on $X$, we say that the series converges uniformly to $f$. If furthermore $\sum_{k} |a_k|$ converges, then we say that the series $\sum_{k} a_k$ converges absolutely. Let now $K : X \times X \rightarrow \mathbb{R}$ be a continuous function. Then the linear map

$$L_K : L^2_{\nu}(X) \rightarrow C(X)$$
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given by the following integral transform

\[(L_K f)(x) = \int K(x, x') f(x') d\nu(x')\]

is well defined. It is well known that the integral operator and the kernel have the following relationship:

**Theorem 2** ([47][Theorem 1, p. 34; first proven in [60]).] Let \(\mathcal{X}\) be a compact domain or a manifold, \(\nu\) be a Borel measure on \(\mathcal{X}\), and \(K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}\) a Mercer kernel. Let \(\lambda_k\) be the \(k\)th eigenvalue of \(L_K\) and \(\{\phi_k\}_{k \geq 1}\) be the corresponding eigenvectors. Then, we have for all \(x, x' \in \mathcal{X}\)

\[K(x, x') = \sum_{k=1}^{\infty} \lambda_k \phi_k(x) \phi_k(x'),\]

where the convergence is absolute (for each \(x, x' \in \mathcal{X} \times \mathcal{X}\)) and uniform (on \(\mathcal{X} \times \mathcal{X}\)).

Note that the kernel here takes the form \(K = \Phi_\infty \Phi_\infty^H\), which for the linear Kernel has the form \(K = XX^H\). Furthermore, the kernel matrix must have a similar spectrum to the empirical or sample kernel matrix \(K_n = X_n X_n^H\), and indeed for \(\lim_{n \to \infty} K_n \to K\), where we use here the definition \(X_n \in \mathbb{R}^{d \times n}\), i.e., we have \(n\) vectors of dimension \(d\) and therefore \(\mathcal{X} = \mathbb{R}^d\). The function \(K\) is said to be the kernel of \(L_K\) and several properties of \(L_K\) follow from the properties of \(K\). Since we want to understand the condition number of \(K_n\), the sample covariance matrix, we need to study the behaviour of its eigenvalues. For this, we start by studying the eigenvalues of \(K\). First, from Theorem 2 the next corollary follows.

**Corollary 3** ([47], Corollary 3). The sum \(\sum_k \lambda_k\) is convergent, and

\[\sum_{k=1}^{\infty} \lambda_k = \int_X K(x, x) \leq \nu(X)C_K,\]  
(3.37)

where \(C_K = \sup_{x, x' \in X} |K(x, x')|\) is an upper bound on the kernel. Therefore, for all \(k \geq 1\), \(\lambda_k \leq \left(\frac{\nu(X)C_K}{k}\right)\).
As we see from Corollary 3, the eigenvalue $\lambda_k$ (or singular value, since $K$ is SPSD) of $L_K$ cannot decrease slower than $O(1/k)$, since for convergent series of real non-negative numbers $\sum_k \alpha_k$, it must holds that $\alpha_k$ must go to zero faster than $1/k$.

Recalling that $K$ is the infinite version of the kernel matrix $K_n = X_nX_n^H$ (or generally $K = \Phi\Phi^H$ for arbitrary kernels) we now need to relate the finite sized Kernel $K_n$ to the kernel $K$. Leveraging on concentration inequalities for random matrices, we will now show how $K_n \in \mathbb{R}^{d\times d}$ for $X_n \in \mathbb{R}^{d\times n}$ converges to $K$ as $n$ grows, and therefore the spectra (i.e., eigenvalues must match), which implies that the decay of the eigenvalues of $K_n$. Indeed, we will see that the smallest eigenvalue $\lambda_n = O(1/n)$ with high probability. From this we obtain immediately upper bounds on the condition number in high probability. This is summarised below.

**Theorem 4.** The condition number of a Mercer kernel $K$ for a finite number of samples $n$ is with high probability lower bounded by $\Omega(\sqrt{n})$.

**Proof.** We will in the following need some auxiliary results.

**Theorem 5 (Matrix Bernstein [61]).** Consider a finite sequence $\{X_k\}$ of independent, centered, random, Hermitian $d$-dimensional matrices, and assume that $\mathbb{E}X_k = 0$, and $\|X_k\| \leq R$, for all $k \in [n]$. Let $X := \sum_k X_k$ and $\mathbb{E}X = \sum_k \mathbb{E}X_k$, and let

$$
\sigma(X) = \max \left\{ \|\mathbb{E}[XX^H]\|, \|\mathbb{E}[X^HX]\| \right\} 
= \max \left\{ \left\| \sum_{k=1}^n \mathbb{E}[X_kX_k^H] \right\|, \left\| \sum_{k=1}^n \mathbb{E}[X^HX_k] \right\| \right\}. \quad (3.38)
$$

Then,

$$
\Pr[\|X\| \geq \epsilon] \leq 2d \exp \left( -\frac{\epsilon^2/2}{\sigma(X) + R\epsilon/3} \right), \forall \epsilon \geq 0, \quad (3.39)
$$

We can make use of this result to straightforwardly bound the largest eigenvalue of the sample covariance matrix, which is a well known result in the random matrix literature. As outlined above, the sample covariance matrix is given by

$$
K_n = \frac{1}{n} \sum_{k=1}^n x_k x_k^H, \quad (3.40)
$$
for \( n \) centred (zero mean) samples in \( \mathbb{R}^d \), and \( K := \mathbb{E}[xx^H] \in \mathbb{R}^{d \times d} \). We look in the following at the matrix, i.e., \( A := K_n - K \), and assume

\[
\|x_i\|_2^2 \leq r, \quad \forall i \in [n]
\]  

(3.41)
i.e., the sample norm is bounded by some constant \( r \). Typically data is sparse, and hence independent of the dimension, although both scenarios are possible. Here we assume a dependency on \( d \). Under this assumption, we let

\[
A_k := \frac{1}{n} (x_k x_k^H - K),
\]

(3.42)
for each \( k \) and hence \( A = \sum_{k=1}^{n} A_k \). With the assumption in Eq. 3.41 we obtain then

\[
\|K\| = \|\mathbb{E}[xx^H]\| \leq \mathbb{E}[\|xx^H\|] = \mathbb{E}\left[\|x\|^2\right] \leq r;
\]

(3.43)
using Jensen’s inequality. The matrix variance statistic \( \sigma(A) \) is therefore given by

\[
0 \leq \sigma(A) \leq \frac{R}{n} \|C_\infty\| \leq \frac{r^2}{n},
\]

(3.44)
which follows from straight calculation. Taking into account that \( \|A_k\| \leq \frac{r}{n} \), and by invoking Thm. 5, and using the above bounds. Assuming \( r = C \cdot d \) for some constant \( C \), i.e., the norm of the vector will be dependent on the data dimension \( d \) (which might not be the case for sparse data!), we hence obtain that

\[
\mathbb{E}[\|A\|] = \mathbb{E}[\|K_n - K\|] \leq O \left( \frac{d}{\sqrt{n}} + \frac{d}{n} \right) = O \left( \frac{d}{\sqrt{n}} \right).
\]

(3.45)
Note that this is essentially \( O(\sqrt{1/n}) \) for \( n \) the number of samples, assuming \( n \gg d \), and similarly for sparse data with sparsity \( s = O(1) \) the norm will not be proportional to \( d \).

We next need to relate this to the eigenvalues \( \lambda_{\min} \) and \( \lambda_{\max} \), for which we will need the following lemma.
Lemma 3. For any two bounded functions $f, g$, it holds that

$$|\inf_{x \in X} f(x) - \inf_{x \in X} g(x)| \leq \sup_{x \in X} |f(x) - g(x)|$$  \hspace{1cm} (3.46)

Proof. First we show that $|\sup_{X} f - \sup_{X} g| \leq \sup_{X} |f - g|$. For this, take

$$\sup_{X} (f \pm g) \leq \sup_{X} (f - g) + \sup_{X} g \leq |f - g| + \sup_{X} g,$$

and

$$\sup_{X} (g \pm f) \leq \sup_{X} (g - f) + \sup_{X} f \leq |g - f| + \sup_{X} f,$$

and the result follows. Next we can proof the Lemma by replacing $f = -f$ and $g = -g$ and using that $\inf_{X} f = \sup_{X} (-f)$, the claim follows. \hfill \Box

Using that with high probability $\|K_n - K\| \leq O \left( d / \sqrt{n} + d / n \right)$, and therefore

$$|\lambda_{\text{max}}(K_n) - \lambda_{\text{max}}(K)| \leq O \left( d / \sqrt{n} \right), \quad \text{and}$$

$$|\lambda_{\text{min}}(K_n) - \lambda_{\text{min}}(K)| \leq O \left( d / \sqrt{n} \right),$$

which follows from Lemma 3 by taking $f(x) = (x^H K_n x) / x^H x$ and $g(x) = (x^H K x) / x^H x$. Therefore, ignoring the data dimension dependency, and recalling that the Kernel matrices are positive semi-definite, we obtain that with high probability

$$\kappa(K_n) = \frac{\lambda_{\text{max}}(K_n)}{\lambda_{\text{min}}(K_n)} \geq \frac{\|K_n\|}{\lambda_{\text{min}}(K) + O(1 / \sqrt{n})}$$

$$= \frac{\|K_n\|}{O(1 / n) + O(1 / \sqrt{n})} = O(\|K_n\| \sqrt{n}),$$

where we used the bounds on the smallest eigenvalue in Corollary 3. Therefore, in high probability the condition number of the problem is at least $O(\|K_n\| \sqrt{n})$, and if we assume $\|K_n\| = 1$ this is $O(\sqrt{n})$ for any Kernel method. \hfill \Box

We hence can assume that an additional $\sqrt{n}$ dependency from $\kappa$ can appear as a plausible case. If we additionally take into account the other sources of errors,
which we discussed before, typical QML algorithms result in runtimes which are significantly worse than the classical counterpart. We hence learn from this analysis, that if we desire practically relevant QML algorithms with provable guarantees, we either need to reduce the condition number dependency (e.g., through preconditioning or filtering), or apply the quantum algorithm only to data sets for which we can guarantee that $\kappa$ is small enough. Since some quantum algorithms allow for spectral filtering methods, and therefore limit the condition number by $\kappa_{\text{eff}}$, we will not include the condition number scaling in the following analysis. We leave it open to the reader to apply this scaling to algorithms which exhibit a high $\kappa$-dependency. Notably, it would furthermore require a more involved analysis of the error since such a truncation immediately imposes an error, e.g., $\|A - F(A)\|_2^2$ for Hermitian $A = U\Sigma U^H$, and filter $F$, could result in an error $\|\Sigma - F(\Sigma)\|_2^2$. If the filter in the simplest form cuts of the eigenvalues below $\sigma_{\text{eff}}$ then the final error would be $\sigma_{\text{eff}}$, and it would then be a matter of the propagation of this error through the algorithm.

3.4 Analysis of supervised QML algorithms

Our analysis is based entirely on the dependency of the statistical guarantees of the estimator on the size of the data set. We leverage on the above discussed impacts on the algorithmic error and the measurement based error as well as the previously derived results in statistical learning theory. In particular, by using that the accuracy parameter of a supervised learning problem scales inverse polynomially with the number of samples which are used for the training of the algorithm, we showed that the errors of quantum algorithms will results in $\text{poly}(n)$ scalings. The runtimes for a range of quantum algorithms which we now derive based on these requirements indicate that these algorithms can therefore not achieve exponential speedups over their classical counterparts.

We note that this does not rule out exponential advantages for learning problems where no efficient classical algorithms are known, as there exist learning problems for which quantum algorithms have a superpolynomial advantage [62, 63]. One nice feature of our results is that they are independent of the model of access
to the training data, which means that the results hold even if debated access such as quantum random access memory is used. Finally, we note that our results do not assume any prior knowledge on the function to be learned, which allows us to make statements on virtually every possible learning algorithm, including neural networks. Under stronger assumptions (e.g., more knowledge of the target function) the dependency of the accuracy in terms of samples can be derived.

We summarise the results of our analysis in Table 3.1. We omit the $\kappa$ dependency which would generally decrease the performance of the quantum algorithms further. Notably, while this is classically not an issue due to preconditioning, no efficient general quantum preconditioning algorithm exists. We note that [11] introduced a SPAI preconditioner, however without providing an efficient quantum implementation for its construction and without any performance analysis. We additionally note that recently [64] proposed a different mechanism for constructing efficient preconditioners, called fast inversion. The main idea is based on the fact that fast inversion of 1-sparse matrices can be done efficiently on a quantum computer. The algorithm works for matrices of the form $A + B$, where $\|B\| = \|A^{-1}\| = \|(A + B)^{-1}\| = O(1)$, and $A$ can be inverted fast. It results in a condition number of the QLSA of $\kappa(M(A + B)) = \kappa(I + A^{-1}B)$ once the preconditioner $M = A^{-1}$ is applied.

### 3.5 Conclusion

Quantum machine learning algorithms promise to be exponentially faster than their classical counter parts. In this chapter, we showed by relying on standard results from statistical learning theory that such claims are not well founded, and thereby rule out QML algorithms with polylogarithmic time complexity in the input dimensions. As any practically-used machine learning algorithms have polynomial runtimes, our results effectively rule out the possibility of exponential advantages for supervised quantum machine learning. Although this holds for polynomial runtime classical algorithms, we note that our analysis does not rule out an exponential advantage over classical algorithms with superpolynomial runtime. Furthermore,
Figure 3.1: Summary of time complexities for training and testing of different classical and quantum algorithms when statistical guarantees are taken into account. We omit polylog($n, d$) dependencies for the quantum algorithms. We assume $\varepsilon = \Theta(1/\sqrt{n})$ and count the effects of measurement errors. The acronyms in the table refer to: least square support vector machines (LS-SVM), kernel ridge regression (KRR), quantum kernel least squares (QKLS), quantum kernel linear regression (QKLR), and quantum support vector machines (QSVM). Note that for quantum algorithms the state obtained after training cannot be maintained or copied and the algorithm must be retrained after each test round. This brings a factor proportional to the train time in the test time of quantum algorithms. Because the condition number may also depend on $n$ and for quantum algorithms this dependency may be worse, the overall scaling of the quantum algorithms may be slower than the classical.

since we do not make any assumptions on the hypothesis space $H$ of the learning problem, we note that generally faster error rates are possible if more prior knowledge exists. It is hence possible to obtain faster convergence rates than $1/\sqrt{n}$, which would imply a potential quantum advantage for such problems.

As future directions, it is worth mentioning that it may be possible strengthen our results by analysing the $n$ dependency of the condition number. Previous results in this direction are discussed in [47, 60].
Chapter 4

**randomised Numerical Linear Algebra**

The research question we answer in this chapter is the following:

**Research Question 2** (QML under the lens of RandNLA). *Under the assumption of efficient sampling processes for the data for both classical and quantum algorithms, what is the comparative advantage of the latter?*

We will show how the requirement of a fast memory model can hide much of the computational power of an algorithm. In particular, by allowing a classical algorithm to sample according to a certain probability distribution, we can derive classical algorithms with computational complexities which are independent of the input dimensions, and therefore only polynomially slower compared to the best known quantum algorithm for the same task. We use such Monte Carlo algorithms to construct fast algorithms for Hamiltonian simulation, and also connect our research to the recent so-called *quantum-inspired* or *dequatisation* results [17].

We start by defining a range of memory models, which are used in quantum algorithms, randomised numerical linear algebra, and quantum-inspired algorithms. We continue by introducing the main ideas of Monte Carlo methods for numerical linear algebra, and as an exemplary case study the randomised matrix multiplication algorithm to grasp the main ideas of such approximate methods. For a detailed introduction and overview, we refer the reader to the review of David Woodruff [69].
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We then show that such a memory structure immediately leads to faster simulation algorithms for dense Hamiltonians in Sec. 4.4.4.

In the next step, we then use these ideas in Sec. 4.4.5 to construct symmetric matrices which are approximations for the Hamiltonian and use these to perform fast classical Hamiltonian simulation. We do so by first finding a randomised low-rank approximation $H_k$ of the Hamiltonian $H$, and then applying a form of approximation to the series expansion of the time evolution operator $\exp(-iH_k t)$.

We thereby show that the ability to sample efficiently from such matrices immediately allows for faster classical algorithms as well.

Finally we briefly discuss how our results relate to the recent stream of dequantisation results, and show that indeed we can achieve exponentially faster algorithms if we make similar assumptions.

4.1 Introduction

In general, there exist two different approaches to performing approximate numerical linear algebra operations, and a closer inspection shows that there are many parallels between them. The first stream is based on random sampling, also called sub-sampling, while the second stream is based on so-called random projections. Random projections are themselves based on the John-Lindenstrauss transformation, which allow us to embed vectors in a lower dimensional subspace while preserving certain distance metrics. Roughly speaking, random projections correspond to uniform sampling in randomly rotated spaces. The main differences between different approaches are the resulting error bounds, where the best known ones are multiplicative relative-error bounds.

Taking as example the problem of a randomised low-rank approximation, based on the randomised projector $\hat{P}_k$, which projects into some rank-$k$ subspace of a matrix, and denoting with $P_k$ the projector into the subspace with containing the best rank-$k$ approximation of $A$ (e.g., the left eigenspace of the top $k$ singular values of $A$), then we define additive-error bounds to be of the form

$$\|A - \hat{P}_k A\|_F \leq \|A - P_k A\|_F + \epsilon \|A\|_F,$$
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In computer science, many different models for data access and storage are used. Here we briefly recapitulate a number of memory models, which are common in randomised numerical linear algebra, quantum algorithms, and quantum inspired (or dequantised) algorithms. We will introduce the different memory structures, and define their properties. Next, we will introduce the basic ideas behind numerical linear algebra on the example of matrix multiplication.

4.2.1 The pass efficient model

Traditionally, in randomised numerical linear algebra, the so-called pass-efficient model was used to describe memory access. In this model, the only access an algorithm has to the data is via a so-called pass, which is a sequential read of the entire input data set. An algorithm is then called pass-efficient if it uses only a small or a constant number of passes over the data, while it can additionally use RAM space and additional computation sublinear with respect to the data stream to compute the solution.

The data storage can take several forms, as for example one could store only the index-data pairs as a sparse-unordered representations of the data, i.e., \((i, j), A_{ij}\) for all non-zero entries of the matrix \(A\). In practice, these types of storage are
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for example implemented in the Intel MKL compressed sparse row (CSR) format, which is specified by four arrays (values, columns, pointer 1, and pointer 2).

Stronger results, however, can sometimes be obtained in different input models, yet these memory models are generally inaccessible and hence should be used with care.

In order to efficiently sample from the data set using this memory model, we need to be able to select random samples in a pass-efficient manner. In order to do so, we can rely on the so-called SELECT algorithm, which is presented below.

**Algorithm 1** The SELECT Algorithm [70]

**INPUT:** \{a_1, \ldots, a_n\}, a_i \geq 0, i.e., one sequential read over the data.

**OUTPUT:** \(i^*, a_{i^*}\).

1. \(D = 0\)
2. for \(i = 1 \text{ to } n\) do
3. \(D = D + a_i\)
4. With probability \(a_i/D\), let \(i^* = i\) and let \(a_{i^*} = a_i\).
5. end for
6. return \(i^*, a_{i^*}\).

The SELECT algorithm has then the following properties.

**Lemma 4** ([71]). Suppose that \(\{a_1, \ldots, a_n\}, a_i \geq 0\), are read in one pass, then the SELECT algorithm returns the index \(i^*\) with probability \(P[i^* = i] = a_i/\sum_{j=1}^{n} a_j\), and requires \(O(1)\) additional storage space.

**Proof.** The proof is by induction. For the base case we have that the first element \(a_1\) with \(i^* = 1\) is selected with probability \(a_1/a_1 = 1\). The induction step is then performed by letting \(D_k = \sum_{j=1}^{k} a_j\), i.e., the first \(k\) elements have been read, and the algorithm reads the element \(k + 1\). Hence the probability to have selected any prior \(i^* = i\) is \(P[i^* = i] = a_i/D_k\). Then the algorithm selects the index \(i^* = k + 1\) with probability \(a_{k+1}/D_{k+1}\), and retains the previous selection otherwise, which is done for \(i \in [k]\) with probability \(P[i^* = i] = P(\text{Entry was selected prior}) \times P(\text{Current entry was not selected})\). Since by the induction hypothesis it holds that the any entry prior was selected with \(P[i^* = i] = \frac{a_i}{D_k}\) and the probability that the new
entry was not selected is \( \left( 1 - \frac{a_k + 1}{D_{k+1}} \right) \), hence we have \( P[i^* = i] = \frac{a_i}{D_k} \left( 1 - \frac{a_k + 1}{D_{k+1}} \right) = \frac{a_i}{D_{k+1}} \). By induction this result holds for all \( i \) and hence \( l + 1 = n \). The storage space is limited to the space for keeping track of the sum, which is \( O(1) \), and hence concludes the proof.

It is important to note that we can therefore use the SELECT algorithm to perform importance sampling according to distributions over the rows \( A_i \) or columns \( A^T \) of a matrix \( A \), as for example if we want to sample according to the probabilities

\[
P[i^* = i] = \frac{\|A_i\|_2^2}{\|A\|_F^2}.
\]

We will use this sampling scheme to demonstrate how we can already obtain very fast algorithms in randomised linear algebra. In particular, we will use it to derive one of the most fundamental randomised algorithms in Section 4.3: The basic matrix multiplication algorithm.

### 4.2.2 Quantum random access memory

A classical random-access memory (RAM) is a device that stores the content of a memory location in a memory array. A random-access memory importantly allows data items to be read or written in almost the same amount of time irrespective of the physical location of data inside the memory. Practically this is due to a binary tree which allows the bus to traverse the memory consisting of \( N \) elements in \( \log(N) \) computational steps by traversing the tree. Quantum random access memory (qRAM) in a similar fashion allows us to access and load data in superposition from all the memory sites. qRAMs with \( n \)-bit addresses can therefore access \( 2^n \) memory sites and hence require \( O(2^n) \) two-bit logic gates. Note that we, with abuse of previous notation, define therefore the dimensions of a Hermitian matrix in this chapter with \( N \), unlike in previous chapters. We do this to comply with the standard notation in the quantum computing literature. Using, e.g., the so-called bucket brigade architecture the number of two-qubit physical interactions during each qRAM call can then in principle reduced to \( O(n) \) [6, 7], which is hence polylogarithmic in the input dimension, assuming a data array of size \( N = 2^n \).
A variety of different qRAM architectures have been proposed, and we will here mainly focus on the specific architecture introduced by Kerenidis and Prakash [16]. We will use this algorithm later on in context of Hamiltonian simulation for dense Hamiltonians on a quantum computer. In the next subsection, we will also show that such a memory model has a powerful classical correspondence which can be used to construct much faster randomised algorithms for numerical linear algebra. In the following, we introduce an adaptation of the architecture proposed in [16], which is suitable for the application that we will mainly study in this chapter, namely Hamiltonian simulation. Notably, while most quantum memory structures store the squares of the entries (e.g., of the matrix or data in general), the here presented one stores the absolute values only.

**Definition 2** (Quantum Data Structure). Let $H \in \mathbb{C}^{N \times N}$ be a Hermitian matrix (where $N = 2^n$), $\|H\|_1$ being the maximum absolute row-sum norm, and $\sigma_j := \sum_k |H_{jk}|$. Each entry $H_{jk}$ is represented with $b$ bits of precision. Define $D$ as an array of $N$ binary trees $D_j$ for $j \in \{0, \ldots, N-1\}$. Each $D_j$ corresponds to the row $H_j$, and its organization is specified by the following rules.

1. The leaf node $k$ of the tree $D_j$ stores the value$^1$ $H^*_jk$ corresponding to the index-entry pair $(j,k,H_{jk})$.

2. For the level immediately above the bottom level, i.e., the leaves, and any node level above the leaves, the data stored is determined as follows: suppose the node has two children storing data $a$, and $b$ respectively (note that $a$ and $b$ are complex numbers). Then the entry that is stored in this node is given by $(|a| + |b|)$.

We show an example of the above data structure in Fig. 4.1. As we immediately see from the Definition 2, while each binary tree $D_j$ in the data structure contains a real number in each internal (non-leaf) node, the leaf nodes store a complex number. The root node of each tree $D_j$ then store the absolute column norm, i.e., the value $\sum_{k=0}^{N-1} |H^*_jk|$, and we can therefore calculate the value $\|H\|_1 - \sigma_j$ in constant time.

$^1$Note that the conjugation here is necessary. See Eq. (4.26).
Furthermore, the $\|H\|_1$ can be obtained as the maximum among all the roots of the binary trees, which can be done during the construction of the data structure, or through another binary search through the tree structure which ends in the $D_j$’s.

![Figure 4.1: An example of the data structure that allows for efficient state preparation using a logarithmic number of conditional rotations.](image)

With this data structure, we can efficiently perform a state preparation which we will require in the Hamiltonian simulation algorithm in Sec. 4.4.4. Notably, as we will see in the next subsection, such a fast quantum memory has a classical equivalent which allows us to sample very efficiently from the data.

There are several challenges with such a memory architecture, including a large overhead from the controlled operations, and possible challenges from decoherence. For a discussion of some caveats of such qRAM architectures, we point the reader to the reviews [72] or [5]. An important notion that we want to mention here is the separation between quantum algorithms which use quantum data (i.e. data which is accessible in superposition) and ones which are operating on classical data which needs to be accessed efficiently to allow polylogarithmic runtimes.

In general most quantum algorithms are discussed in the so-called query model, i.e., the computational complexity is given in terms of numbers of queries of an oracle. The actual oracle could then be another quantum algorithm, or a memory model such as qRAM. The computational time is then given by the query complexity times the time for each query call, which could for example be $T_{\text{query}} \times \log(N)$ if we call the qRAM $T_{\text{query}}$ times. If a quantum algorithm requires qRAM or a similar solution, then we need to understand the associated limitations and assumptions.
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and assess these with care. Particularly, the superiority w.r.t. classical algorithms is here in question when comparing to classical PRAM machines [73]. Results that consider error probabilities in certain quantum RAM architectures further indicate that a fully-error-corrected quantum RAM is necessary to maintain speedups, which might result in huge overheads and questionable advantages [74, 75].

4.2.3 Quantum inspired memory structures

Recent quantum inspired algorithms rely on a data structure which is very similar to the qRAM used in many QML algorithms. While QML algorithms rely on qRAM or 'quantum access' to data in order to allow for state preparation with linear gate count but polylogarithmic depth, quantum inspired algorithms achieve their polylogarithmic complexities through sampling and query access of the data via a dynamic data structure [21].

The Sampling and query access model can be thought of as a classical analogue of the above introduced qRAM model for state preparation. The ability to prepare a state $|v\rangle$ which is proportional to some input vector $v \in \mathbb{C}^N$ (such as a column of $H \in \mathbb{C}^{N \times M}$) from memory is equivalent to the ability to make the following queries:

1. Given an index $i \in [N]$, output the corresponding entry $v_i$ of the vector $v$.
2. Sample the index $j \in [N]$ with probability $|v_j|^2 / \|v\|_2^2$.
3. Output the spectral norm of the vector $\|v\|_2$.

For a matrix $H \in \mathbb{C}^{M \times N}$ this extends to the ability to perform the following queries:

1. Sample and query access for each vector $H_i$, i.e., for all rows $i \in [N]$ we can output each entry, sample indices with probability proportional to the magnitude of the entry, and output its spectral norm.
2. Sample and query access to the vector $h$ with $h_i = \|H_i\|$, i.e., the vector of row norms.

Notably, if the input data is given in a classical form, classical algorithms can be run efficiently in the sampling and query model whenever the corresponding quantum algorithms require qRAM access to the data, and both all state preparations
can be performed efficiently (i.e., be performed in logarithmic time in the input dimensions).

The classical data structure which enables such sampling and query access to the data is similar to the one described in Fig. 4.1. It stores a matrix $H \in \mathbb{C}^{M \times N}$, again in form of a set of binary trees, where each tree contains the absolute values (or to be precise, the square of the absolute values) of the entries of one row or column of the input matrix $H$. The (time) cost of a query to any entry in $H$ is then $O(1)$ and sampling can be performed in time $O(\log(MN))$ for any entry $H \in \mathbb{C}^{M \times N}$. We summarise this data structure below in Definition 3.

**Definition 3 (Classical Data Structure).** Let $H \in \mathbb{C}^{N \times M}$ be a Hermitian matrix (where $N = 2^n$), $\|H\|_F$ being the Frobenius norm, and $h_i = \|H_i\|_2$ being the spectral norm of row $i$ of $H$. Each entry $H_{jk}$ is represented with $b$ bits of precision. Define $D$ as an array of $N$ binary trees $D_j$ for $j \in \{0, \ldots, N-1\}$. Each $D_j$ corresponds to the row $H_j$, and its organization is specified by the following rules.

1. The leaf node $k$ of the tree $D_j$ stores the value $\frac{H_{jk}}{|H_{jk}|}$ corresponding to the index-entry pair $(j,k,H_{jk})$.

2. For the level immediately above the bottom level, i.e., the leaves, the entry $k$ of the tree $D_j$ is given by $|H_{jk}|^2$

3. For any node level above the leaves, the data stored is determined as follows: suppose the node has two children storing data $a$, and $b$ respectively (note that $a$ and $b$ are squares values of complex numbers). Then the entry that is stored in this node is given by $(a + b)$.

The root nodes of the binary tree $D_j$ is then given by $h_j$, and the memory structure is completed by applying the same tree structure where now the leaves $j$ of the tree are now given by the root nodes of $D_j$.

Figure 4.2 demonstrates an example of this structure.

Although we do not explicitly rely on such a data structure for the results of section 4.4.5, since we use a less restrictive requirement which we call row-
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In this section we will introduce some of the main concepts from randomised numerical linear algebra on the example of the randomised matrix multiplication algorithm.

We will denote the $i$-th column of some matrix $A$ by $A^i$ and the $j$-th row of $A$ by $A_j$. Let in the following $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{n \times p}$. With this notation, recall that $(AB)_{ij} = \sum_{j=1}^{n} A_{ij} B_{jk} = A_i B^j$, and that we can write the product $AB = \sum_{i=1}^{n} A^i B_i$ via the sum of outer products, i.e., a sum of rank-1 matrices, where $A^i B_i \in \mathbb{R}^{m \times p}$.

The representation of the product $AB$ into the sum of outer products implies that $AB$ could be decomposed into a sum of random variables, which, if appropriately chosen, would in expectation result in the product $AB$. This suggests that we could sample such terms to approximate the product, specifically we could use an approx-

Figure 4.2: An example of the classical (dynamic) data structure that enables efficient sample and query access for the example of $H \in \mathbb{C}^{2 \times 4}$. Computability and row-searchability. However, the data structure in Def. 3 immediately allows us to perform these operations. We will in this thesis just refer to this requirement as query and sample access, since it has been established as the commonly used term in the dequantisation literature and suffices in practice. There are generally exceptions, for example, since row-computability and row-searchability can also be achieved through structural properties of the matrix which would not require the memory structure.

4.3 Basic matrix multiplication

In this section we will introduce some of the main concepts from randomised numerical linear algebra on the example of the randomised matrix multiplication algorithm.

We will denote the $i$-th column of some matrix $A$ by $A^i$ and the $j$-th row of $A$ by $A_j$. Let in the following $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{n \times p}$. With this notation, recall that $(AB)_{ij} = \sum_{j=1}^{n} A_{ij} B_{jk} = A_i B^j$, and that we can write the product $AB = \sum_{i=1}^{n} A^i B_i$ via the sum of outer products, i.e., a sum of rank-1 matrices, where $A^i B_i \in \mathbb{R}^{m \times p}$.

The representation of the product $AB$ into the sum of outer products implies that $AB$ could be decomposed into a sum of random variables, which, if appropriately chosen, would in expectation result in the product $AB$. This suggests that we could sample such terms to approximate the product, specifically we could use an approx-
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approximation of the form

\[ AB = \sum_{i=1}^{n} A^i B_i \approx \sum_{c}^{c} A^i B_i \approx CR, \]  

(4.1)

where \( \{p_i\}_{i=1}^{n} \) are the sampling probabilities. We could do this via random uniform sampling, but this would lead to a very high variance. Hence we will further optimally like to optimise the sampling probabilities to obtain a good result.

In general, instead of working with probabilities, it is easier to work with matrices, and we can define a standardized matrix notation called sampling matrix formalism according to [71]. Notably, we can treat many other approaches in the framework of matrix-multiplication, and will therefore also rely on it in the following. For this we let \( S \in \mathbb{R}^{n \times c} \) be a matrix such that

\[ S_{ij} := \begin{cases} 1 & \text{if the } i\text{-th column of } A \text{ is chosen in the } j\text{-th independent trial} \\ 0 & \text{otherwise,} \end{cases} \]  

(4.2)

and let \( D \in \mathbb{R}^{c \times c} \) be a diagonal matrix such that

\[ D_{ii} = 1/\sqrt{c p_i}. \]  

(4.3)

Using this, we can write the output of the sampling process described in Eq. 4.1 via the simplified notation

\[ CR = ASD(SD)^T B \approx AB. \]  

(4.4)

The matrix multiplication algorithm is given below in Algorithm 2, and below we will next give a proof of its correctness.

In the following analysis we will use the fact that for rank-1 matrices it holds that \( \|A^i B_i\|_2 = \|A^i\|_2 \|B_i\|_2 \). In order to see why this is the case observe that

\[ \|A^i B_i\|_2 = \sqrt{(A^i B_i)^T A^i B_i} = \sqrt{B_i^T (A^i)^T A^i B_i}. \]
Algorithm 2 The BASIC-MATRIX-MULTIPLICATION Algorithm [70]

**INPUT:** $A \in \mathbb{R}^{m \times n}$, $B \in \mathbb{R}^{n \times p}$, integer $c > 0$ and sampling probabilities $\{p_i\}_{i=1}^n$.

**OUTPUT:** $C$ and $R$ s.t. $CR \approx AB$.

1: $C, R$ as all-zeros matrices.
2: for $i=1$ to $c$ do
3: Sample an index $i_t \in \{1, \ldots, n\}$ w. prob. $P[i_t = k] = p_k$, i.i.d with replacement.
4: Set $C^t = A^t / \sqrt{c p_i}$ and $R_t = B_{i_t} / \sqrt{c p_i}$.
5: end for
6: return $C$ and $R$.

but this is simply the inner product and hence

$$\sqrt{\sigma_{\text{max}}(\|B\|_2^2 \|A\|_2^2)} = \sqrt{\|B\|_2^2 \|A\|_2^2} = \|B\|_2 \|A\|_2.$$

We now prove a Lemma that states that $CR$ is an unbiased estimator for $AB$, element-wise, and calculate the variance of that estimator. This variance is strongly dependent on the sampling probabilities. Based on this, we can then derive optimal sampling probabilities which minimise the variance. In practice these will not be accessible and one typically needs to find approximations for these. In practice, we therefore use other distributions, such as the row or column norms, or so-called leverage scores [71, 69].

**Lemma 5** ([70]). Given two matrices $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{n \times p}$, construct matrices $C$ and $R$ with the matrix multiplication algorithm from above. Then,

$$\begin{align*}
\mathbb{E}[(CR)_{ij}] &= (AB)_{ij}, \quad (4.5) \\
\text{Var}[(CR)_{ij}] &= \frac{1}{c} \sum_{k=1}^{n} \frac{A^2_{ik} B^2_{kj}}{p_k} - \frac{1}{c} (AB)_{ij}^2, \quad (4.6)
\end{align*}$$

**Proof.** Fix an index-pair $(i, j)$ and define the random variable $X_t = \left( \frac{A^t_{i} B^t_{j}}{c p_t} \right)_{ij}$, and observe that $(CR)_{ij} = \sum_{t=1}^{c} X_t$. Then we have that $\mathbb{E}[X_t] = \sum_{k=1}^{n} p_k \frac{A^t_{ik} B^t_{kj}}{c p_k} = \frac{1}{c} (AB)_{ij}$, and $\mathbb{E}[X_t^2] = \sum_{k=1}^{n} \frac{A^2_{ik} B^2_{kj}}{c^2 p_k}$. Furthermore we just need to
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sum up in order to obtain $E[(CR)_{ij}]$, and hence obtain

$$E[(CR)_{ij}] = \sum_{t=1}^{c} E[X_t] = (AB)_{ij},$$

and $\text{Var}[(CR)_{ij}] = \sum_{t=1}^{c} \text{Var}[X_t]$, where we can determine the variance of $X_t$ easily from $\text{Var}[X_t] = E[X_t^2] - [E[X_t]]^2$, and the lemma follows.

We can use this directly to establish the expected error in terms of the Frobenius norm, i.e., $E[\|AB - CR\|_F^2]$, by observing that we can treat this as a sum over each of the individual entries, i.e.,

$$E[\|AB - CR\|_F^2] = \sum_{i=1}^{m} \sum_{j=1}^{p} E[(AB - CR)_{ij}^2].$$

Doing so, we obtain the following result.

**Lemma 6** (Basic Matrix Multiplication [70]). Given matrices $A$ and $B$, construct matrices $C$ and $R$ with the matrix multiplication algorithm from above. Then it holds that,

$$E[\|AB - CR\|_F^2] = \sum_{k=1}^{n} \frac{\|A_k\|_2^2 \|B_k\|_2^2}{c p_k} - \frac{1}{c} \|AB\|_F^2. \quad (4.7)$$

Furthermore, if

$$p_k = p_k^{\text{optimal}} = \frac{\|A_k\|_2 \|B_k\|_2}{\sum_{k'} \|A_{k'}\|_2 \|B_{k'}\|_2},$$

are the sampling probabilities used, then

$$E[\|AB - CR\|_F^2] = \left(\sum_{k=1}^{n} \frac{\|A_k\|_2 \|B_k\|_2}{c} \right)^2 - \frac{1}{c} \|AB\|_F^2. \quad (4.8)$$

**Proof:** As mentioned above, first note that

$$E[\|AB - CR\|_F^2] = \sum_{i=1}^{m} \sum_{j=1}^{p} E[(AB - CR)_{ij}^2].$$

Observe that the squared terms give $(AB - CR)_{ij}^2 = (AB)_{ij}^2 - (AB)_{ij}(CR)_{ij} - (CR)_{ij}(AB)_{ij} + (CR)_{ij}^2$, and using the results for $E[(CR)_{ij}]$ from Lemma 5 and
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since $E[(ABCR)_{ij}] = (AB)_{ij}^2$, we have


Therefore we have $E[\|AB - CR\|_F^2] = \sum_{i=1}^n \sum_{j=1}^p \text{Var}[(CR)_{ij}]$. Using the result from Lemma 5 again for the variance, we then directly obtain the result by using that $(\sum_i A_{ik}^2) = \|A^k\|_2^2$ and $(\sum_j B_{kj}^2) = \|B_k\|_2^2$

The sampling probabilities that we have used here are optimal in the sense that they minimize the expected error. To show this we can define the function

$$f(\{p_i\}_{i=1}^n) = \sum_{k=1}^n \frac{\|A^k\|_2^2 \|B_k\|_2^2}{p_k},$$

which captures the $p_k$-dependent part of the error. In order to find the optimal probabilities we minimise this with the constraint that $\sum_k p_k = 1$, i.e., we define the function $g = f(\{p_i\}_{i=1}^n) + \lambda (\sum_k p_k - 1)$. Setting the derivative of this function w.r.t. the $p_k$ to zero and correctly normalising them then gives the probabilities in Lemma 6. Note a few important points about this result.

- Note the results depends strongly on $\{p_k\}_{k=1}^n$. In particular we need a strategy to obtain these probabilities.

- With Markov’s inequality we can remove the expectation (using the assumption that $p_k \geq \beta * p_k^{\text{optimal}}$). To do this we reformulate Eq. 4.8 and incorporate the second term such that we obtain for some $1 \geq \beta > 0$ and hence nearly optimal probabilities for $\beta$ sufficiently close to 1,

$$E[\|AB - CR\|_F^2] = \frac{(\sum_{k=1}^n \|A^k\|_2 \|B_k\|_2)^2}{\beta c} - \frac{1}{c} \|AB\|_F^2 \leq \frac{1}{\beta c} \|A\|_F^2 \|B\|_F^2,$$

(4.9)

where we neglect the last term and used the Cauchy-Schwarz inequality, i.e.,

$$\left(\sum_{k=1}^n \|A^k\|_2 \|B_k\|_2\right)^2 \leq \sum_{k=1}^n \|A^k\|_2^2 \sum_{k=1}^n \|B_k\|_2^2.$$
Now we can apply Jensen’s inequality such that $E[\|AB-CR\|_F] \leq \frac{1}{\sqrt{\beta c}}\|A\|_F\|B\|_F$. Hence if we take the number of samples $c \geq 1/(\beta \epsilon^2)$, then we obtain a bound of the error $E[\|AB-CR\|_F] \leq \epsilon \|A\|_F\|B\|_F$. We can now use Markov’s inequality to remove the expectation from this bound, and in some cases this will be good enough. Let

$$\mathbb{P}\left[\|AB-CR\|_F > \frac{\alpha}{\sqrt{\beta c}}\|A\|_F\|B\|_F\right],$$

we obtain using Markov’s inequality that

$$\delta \leq \frac{E[\|AB-CR\|_F]}{\alpha} \frac{\|A\|_F\|B\|_F}{\sqrt{\beta c}} \leq \frac{1}{\alpha}.$$

And hence with probability $\geq 1 - \delta$ if $c \geq \beta/\delta^2 \epsilon^2$ we have that $\|AB-CR\|_F \leq \epsilon \|A\|_F\|B\|_F$.

While the above bounds are already good, if we desire a small failure probability $\delta$, the number of samples grow too rapidly to be useful in practice. However, the above results can be exponentially improved using much stronger Chernoff-type bounds. These indeed allow us to reduce the number of samples to $O(\log(1/\delta))$, rather than $\text{poly}(1/\delta)$, and therefore lead to much more practically useful bounds.

We do not go into much detail here, as we believe the main ideas are covered above and the details are beyond the scope of this thesis. Next, we first use the quantum random access memory from Def. 2 to derive a fast quantum algorithm for Hamiltonian simulation, and then show how randomised numerical linear algebra can be used to design fast classical algorithms for the same task.

### 4.4 Hamiltonian Simulation

In this section, we will now derive two results. First, we will derive a quantum algorithm for Hamiltonian simulation, which is based on the qRAM model that we described above in Def. 2. Next, we will design a classical version for Hamiltonian simulation which is independent of the dimensionality which depends on the Frobe-
nious norm, and therefore on the spectral norm and the rank of the input Hamiltonian. The classical algorithms relies on the classical data structure 3.

### 4.4.1 Introduction

Hamiltonian simulation is the problem of simulating the dynamics of quantum systems, i.e., how a quantum system evolves over time. Using quantum computers to describe these dynamics was the original motivation by Feynman for quantum computers [76, 77]. It has been shown that quantum simulation is BQP-hard, and therefore it was conjectured that no classical algorithm can solve it in polynomial time, since such an algorithm would be able to efficiently solve any problem which can be solved efficiently with a quantum algorithm, including integer factorization [78].

One important distinction between the quantum algorithm which we present in this thesis, and quantum algorithms which have been traditionally developed is the input model. A variety of input models have been considered in previous quantum algorithms for simulating Hamiltonian evolution. The local Hamiltonian model is defined by a number of local terms of a given Hamiltonian. On the other hand, the sparse-access model for a Hamiltonian \(H\) with sparsity \(s\), i.e., the number of non-zero entries per row or column, is specified by the following two oracles:

\[ O_S |i, j\rangle |z\rangle \mapsto |i, j\rangle |z \oplus S_{i,j}\rangle, \text{ and } \]
\[ O_H |i, j\rangle |z\rangle \mapsto |i, j\rangle |z \oplus H_{i,j}\rangle, \]

for \(i, j \in [N]\), where \(S_{i,j}\) is the \(j\)-th nonzero entry of the \(i\)-th row of \(H \in \mathbb{R}^{N \times N}\) and \(\oplus\) denotes the bit-wise XOR. Note that \(H\) is a Hermitian matrix, and therefore square.

The linear combination of unitaries (LCU) model decomposes the Hamiltonian into a linear combination of unitary matrices and we are given the coefficients and access to an implementation of each unitary.

The first proposal for an implementation of Hamiltonian simulation on a quantum computer came from Lloyd [8], and was based on local Hamiltonians. Later, Aharonov and Ta-Shma described an efficient algorithm for an arbitrary sparse Hamiltonian [79], which was only dependent on the sparsity instead of the di-
mension $N$. Subsequently, a wide range of algorithms have been proposed, each improving the runtime [80, 81, 82, 83, 84, 85, 86, 87, 88, 89]. Most of these algorithms have been defined in the sparse-access model, and have lead to optimal dependence on all (or nearly all) parameters for sparse Hamiltonians over the recent years [90, 91, 92].

The above-mentioned input models are highly relevant when we want to simulate a physical system, for example to obtain the ground state energy of a small molecule. However, these models are not generally used in modern machine learning or numerical linear algebra algorithms, as we have seen above. Here it can be more convenient to work with access to a quantum random access memory (qRAM) model, which we have described in Def. 2. In this model, we assume that the entries of a Hamiltonian are stored in a binary tree data structure [16], and that we have quantum access to the memory. Here, quantum access implies that the qRAM is able to efficiently prepare quantum states corresponding to the input data. The use of the qRAM model has been successfully demonstrated in many applications such as quantum principal component analysis [13], quantum support vector machines [14], and quantum recommendation systems [16], among many other quantum machine learning algorithms.

In contrast to prior work, we consider the qRAM model in order to simulate not necessarily sparse Hamiltonians. The qRAM allows us to efficiently prepare states that encode the rows of the Hamiltonian. Using the combination of this ability to prepare states in combination with a quantum walk [90], we derive the first Hamiltonian simulation algorithm in the qRAM model whose time complexity has $\tilde{O}(\sqrt{N})$ dependence, where $\tilde{O}()$ hides all poly-logarithmic factors, for non-sparse Hamiltonians of dimensionality $N$. Our results immediately imply [93] a quantum linear system algorithm in the qRAM model with square-root dependence on dimension and poly-logarithmic dependence on precision, which exponentially improves the precision dependence of the quantum linear systems algorithm by [94].

The main hurdle in quantum-walk based Hamiltonian simulation is to efficiently prepare the states which allow for a quantum walk corresponding to
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$e^{-iH/\|H\|_1}$. These states are substantially different to those which have been used in previous quantum algorithms [16, 81, 90]. Concretely, the states required in previous algorithms, such as [90] allow for a quantum walk corresponding to $e^{-iH/(s\|H\|_{\text{max}})}$, where $s$ is the row-sparsity of $H$. These states can be prepared with $O(1)$ queries to the sparse-access oracle. However, the states we are required to prepare for the non-sparse Hamiltonian simulation algorithm cannot use structural features such as sparsity of the Hamiltonian, and it is not known how to prepare such state efficiently in the sparse-access model. In the qRAM model on the other hand, we are able to prepare such states with time complexity (circuit depth) of $O(\text{polylog}(N))$, as we will demonstrate below.

Using the efficient state preparation procedure in combination with a linear combination of quantum walks, we are able to simulate the time evolution for non-sparse Hamiltonians with only poly-logarithmic dependency on the precision. The main result of this chapter is summarised in the following theorem, which we prove in Sec. 4.4.4.

**Theorem 6** (Non-sparse Hamiltonian Simulation). Let $H \in \mathbb{C}^{N \times N}$ (with $N = 2^n$ for a $n$ qubit system) be a Hermitian matrix stored in the data structure as specified in Definition 2. There exists a quantum algorithm for simulating the evolution of $H$ for time $t$ and error $\varepsilon$ with time complexity (circuit depth)

$$O\left( t \|H\|_1 n^2 \log^{5/2}(t \|H\|_1 / \varepsilon) \frac{\log(t \|H\|_1 / \varepsilon)}{\log \log(t \|H\|_1 / \varepsilon)} \right).$$

Here $\|\cdot\|_1$ denotes the induced 1-norm (i.e., maximum absolute row-sum norm), defined as $\|H\|_1 = \max_j \sum_{k=0}^{N-1} |H_{jk}|$. $\|\cdot\|$ denotes the spectral norm. In the following we will also need the max norm $\|\cdot\|_{\text{max}}$, defined by $\|H\|_{\text{max}} = \max_{i,j} |H_{ij}|$.

Since it holds that $\|H\|_1 \leq \sqrt{N} \|H\|$ (see [95]), we immediately obtain the following corollary.

**Corollary 7.** Let $H \in \mathbb{C}^{N \times N}$ (where $N = 2^n$) be a Hermitian matrix stored in the data structure as specified in Definition 2. There exists a quantum algorithm for simulating the evolution of $H$ for time $t$ and error $\varepsilon$ with time complexity (circuit}
depth)

\[ O\left( t\sqrt{N}\|H\| n^2 \log^{5/2} (t\sqrt{N}\|H\| / \varepsilon) \frac{\log(t\|H\| / \varepsilon)}{\log \log(t\|H\| / \varepsilon)} \right). \quad (4.13) \]

Remarks:

1. As we can see from Corollary 7, the circuit depth scales as \( \tilde{O}(\sqrt{N}) \). However, the gate complexity can in principle scale as \( O(N^{2.5} \log^2(N)) \) due to the addressing scheme of the qRAM, as defined in Definition 2. For structured Hamiltonians \( H \), the addressing scheme can of course be implemented more efficiently.

2. If the Hamiltonian \( H \) is \( s \)-sparse, i.e., \( H \) has at most \( s \) non-zero entries in each row or column, then the time complexity (circuit depth) of the algorithm is given by

\[ O\left( t\sqrt{s}\|H\| n^2 \log^{5/2} (t\sqrt{s}\|H\| / \varepsilon) \frac{\log(t\|H\| / \varepsilon)}{\log \log(t\|H\| / \varepsilon)} \right). \quad (4.14) \]

To show this, we need the following proposition.

**Proposition 1.** If \( H \in \mathbb{C}^{N \times N} \) has at most \( s \) non-zero entries in any row, it holds that \( \|A\|_1 \leq \sqrt{s} \|A\| \).

**Proof.** First observe that \( \|A\|^2 \leq \sum \lambda_i (A^H A) = \text{Tr}(A^H A) = \|A\|^2_F \), and furthermore we have that \( \|A\|_1 \leq \sqrt{s} \|A\|_1 \) for a \( s \)-sparse \( A \). By [96, Theorem 5.6.18], we have that \( \|A\|_1 \leq C_M(1, \ast) \|A\| \) for \( C_M(1, \ast) = \max_{A \neq 0} \frac{\|A\|}{\|A\|_1} \) and using the above we have \( C_M(1, \ast) \leq \sqrt{s} \). Therefore we find that \( \|A\|_1 \leq \sqrt{s} \|A\| \) as desired. \( \square \)

The result then immediately follows since \( \|A\|_1 \leq \sqrt{N} \|A\| \) for dense \( A \), i.e., using \( \|H\|_1 \leq \sqrt{s} \|H\| \) from Proposition 1 with \( s = N \), and the result from Theorem 6.

3. We note that we could instead of qRAM also rely on the sparse-access model in order to prepare the states given in Eq. (4.17). The time complexity of the
state preparation for the states in Eq. (4.17) in the sparse-access model results in an additional \(O(s)\) factor (for computing \(\sigma_j\)) compared to the qRAM model, and therefore in a polynomial slowdown. Therefore, in order to simulate \(H\) for time \(t\) in the sparse-access model, the time complexity of the algorithm in terms of \(t, d,\) and \(\|H\|\) results in \(O(ts^{1.5}\|H\|)\) as \(\|H\|_1 \leq \sqrt{s}\|H\|\), which implies that the here presented methods do not give any advantage over previous results in the sparse-access model.

Similarly to the quantum algorithm, we have also designed a fast classical algorithm for Hamiltonian simulation which indeed also only depends on the sparsity of the matrix and the norm. Our classical algorithm requires \(H\) to be row-searchable and row-computable, which we will define later. In short, these requirements are both fulfilled if we are given access to the memory structure described in Definition 3. Informally our results can be summarised as follows:

**Theorem 8** (Hamiltonian Simulation With The Nyström Method (Informal version of Theorem 11)). Let \(H \in \mathbb{C}^{N \times N}\) be a Hermitian matrix, which is stored in the memory structure given in Definition 3 and at most \(s\) non-zero entries per row, and if \(\psi \in \mathbb{C}^N\) is an \(n\)-qubit quantum state with at most \(q\) entries. Then, there exists an algorithm that, with probability of at least \(1 - \delta\), approximates any chosen amplitude of the state \(e^{iHt}\psi\) in time

\[
O \left( sq + \frac{t^9 \|H\|_F^4 \|H\|_7^7}{\varepsilon^4} \left( n + \log \frac{1}{\delta} \right)^2 \right),
\]

up to error \(\varepsilon\) in spectral norm, where \(\|\cdot\|_F\) is the Frobenius norm, \(\|\cdot\|\) is the spectral norm, \(s\) is the maximum number of non-zero elements in the rows or columns of \(H\), and \(q\) is the number of non-zero elements in \(\psi\).

Our algorithm is efficient in the low-rank and sparse regime, so if we compare our algorithm to the best quantum algorithm in the sparse-input model or the black-box Hamiltonian simulation model, only a polynomial slowdown occurs. A result which was recently published [21] is efficient when \(H\) is only low-rank and in comparison their time complexity scales as \(\text{poly}(t, \|H\|_F, 1/\varepsilon)\), where \(\|H\|_F\) is
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the Frobenius norm of $H$. Notably, our algorithm has therefore stricter requirements, such as the sparsity of the Hamiltonian and the sparsity of the input state $|\psi\rangle$, however we achieve much lower polynomial dependencies.

By analysing the dependency of the runtime on the Frobenius norm we can determine under which conditions we can obtain efficient (polylogarithmic runtime in the dimensionality). Hamiltonian simulations. Informally, we obtain:

**Corollary 9** (Informal). If $H$ is a Hamiltonian on $n$ qubits with at most $s = O(\text{polylog}(N))$ entries per row such that $\|H\|_F^2 - \frac{1}{N} \text{Tr}(H)^2 \leq O(\text{polylog}(N))$, and if $\psi$ is an $n$-qubit quantum state with at most $q = O(\text{polylog}(N))$ entries, then there exists an efficient algorithm that approximates any chosen amplitude of the state $e^{iHt}\psi$.

While these results have ruled out the possibility of exponential speedups of our quantum algorithm in the low-rank regime, we note that the complexity of the quantum algorithm has a much lower degree in the polynomials compared to the classical algorithms. The quantum algorithm has hence still a large polynomial speedup over the classical algorithm (for low-rank Hamiltonians and dense Hamiltonians).

4.4.2 Related work

As already discussed earlier, there are a range of previous results. Many of these are given in different data access models so we will in the following briefly discuss the main results in the respective access model.

**Hamiltonian simulation with $\|H\|$ dependence.** The black-box model for Hamiltonian simulation is a special case of the sparse-access model. It is suitable for non-sparse Hamiltonians and allows the algorithm to query the oracle with an index-pair $|i, j\rangle$, which then returns the corresponding entry of the Hamiltonian $H$, i.e., $O_H$ defined in Eq. (4.11). Given access to a Hamiltonian in the black-box model allows to simulate $H$ with error $\epsilon$ with query complexity

$$O((\|H\| t)^{3/2} N^{3/4} / \sqrt{\epsilon})$$
for dense Hamiltonians [81]. Empirically, the authors of [81] additionally observed, that for several classes of Hamiltonians, the actual number of queries required for simulation even reduces to
\[ O(\sqrt{N}\log(N)) \].

However, this \( \tilde{O}(\sqrt{N}) \) dependence does not hold provably for all Hamiltonians, and was therefore left as an open problem. After the first version of this work was made public, this open problem was almost resolved by Low [92], who proposed a quantum algorithm for simulating black-box Hamiltonians with time complexity
\[ O((t\sqrt{N}\|H\|)^{1+o(1)}/\varepsilon^{o(1)}) \].

We note that the qRAM model is stronger than the black-box model, and therefore the improvements could indeed stem from the input model. However, our model to date gives the best performance for quantum machine learning applications, and therefore might overall allow us to achieve superior performance in terms of computational complexity.

**Hamiltonian simulation with \( \|H\|_{\text{max}} \) dependence.** As previously noted, the qRAM model is stronger than the black-box model and the sparse-access model. One immediate implication of this is that prior quantum algorithms such as [81, 90] can immediately be used to simulate Hamiltonians in the qRAM model. Using black-box Hamiltonian simulation for a \( s \)-sparse Hamiltonian, the circuit depth is then given by \( \tilde{O}(ts\|H\|_{\text{max}}) \) [81, 90]. For non-sparse \( H \), this implies a scaling of \( \tilde{O}(tN\|H\|_{\text{max}}) \). Since \( \|H\| \leq \sqrt{N}\|H\|_{\text{max}} \) implies \( \tilde{O}(t\sqrt{N}\|H\|_{\text{max}}) = \tilde{O}(tN\|H\|_{\text{max}}) \), our results do not give an advantage if the computational complexity is expressed in form of the \( \|H\|_{\text{max}} \). However, we can express the computational complexity in terms of the \( \|H\| \), which plays a crucial role in solving linear systems [36, 93], and black-box unitary implementation [81]. In this setting, we achieve a quadratic improvement w.r.t. the dimensionality dependence, as the inequality \( \|H\|_{\text{max}} \leq \|H\| \) implies \( \tilde{O}(tN\|H\|_{\text{max}}) = \tilde{O}(tN\|H\|) \).
Hamiltonian simulation in the qRAM model. Shortly after the first version of our results were made available, Chakraborty, Gilyén, and Jeffery [37] independently proposed a quantum algorithm for simulating non-sparse Hamiltonians. Their algorithm makes use of a qRAM input model similar to the one proposed by Kerenidis [16], and achieved the same computational complexity as our result. However, their work is also generalising our results since it uses a more general input model, namely, the block-encoding model in which it first frames the results. This was first proposed in [87], and it assumes that we are given a unitary \( \left( H / \alpha \right) \) that contains the Hamiltonian \( H / \alpha \) (where we want to simulate \( H \)) in its upper-left block. The time evolution \( e^{-iHt} \) is then performed in \( \tilde{O}(\alpha \| H \| t) \) time. Using the sparse-access model for \( s \)-sparse Hamiltonian \( H \), a block-encoding of \( H \) with \( \alpha = d \) can be efficiently implemented, implying an algorithm for Hamiltonian simulation with time complexity [87]

\[
\tilde{O}(s \| H \| t).
\]

The main result for Hamiltonian simulation described in [37] then takes the qRAM model for a \( s \)-sparse Hamiltonian \( H \), and shows that a block-encoding with \( \alpha = \sqrt{s} \) can be efficiently implemented. This yields an algorithm for Hamiltonian simulation with time complexity

\[
\tilde{O}(\sqrt{s} \| H \| t).
\]

We note that the techniques introduced in [37] have been generalised in [97] to a quantum framework for implementing singular value transformation of matrices. Furthermore, [37] gives a detailed analysis which applies their results to the quantum linear systems algorithm, which we have omitted in our analysis.

Quantum-inspired classical algorithms for Hamiltonian simulation. The problem of applying functions of matrices has been studied intensively in numerical linear algebra. The exponential function is one application which has received particular interest in the literature [98, 99, 100, 101]. For arbitrary Hermitian matrices, at this point in time, no known algorithm exists that exhibits a runtime logarithmic in the dimension of this input matrix. However, such runtimes are required if we
truly want to simulate the time evolution of quantum systems, as the dimensions of
the matrix that governs the evolution scale exponentially with the number of quan-
tum objects (such as atoms or orbitals) in the system.

More recently, the field of randomised numerical linear algebra techniques,
from which we have previously seen the example of randomised matrix multiplica-
tion (c.f. Section 4.3) has enabled new approaches to such problems. These meth-
ods, along with results from spectral graph theory, have culminated in a range of
new classical algorithms for matrix functions. In particular, they have also recently
given new algorithms for approximate matrix exponentials \[70, 102, ?, 69, 55\]. Pre-
vious results typically hold for matrices, which offer some form of structure. For
example, Orrecchia et al. \[103\] combined function approximations with the spectral
sparsifiers of Spielmann and Teng \[104, 105\] into a new algorithm that can approx-
imate exponentials of strictly diagonally dominant matrices in time almost linear in
the number of non-zero entries of \(H\). A standard approach is to calculate low-rank
approximations of matrices, and then use these within function-approximations to
implement fast algorithms for matrix functions \[106\]. Although these methods have
many practical applications, they are not suitable to the application at hand, i.e.,
Hamiltonian simulation, since they produce sketches that do not generally preserve
the given symmetries of the input matrix.

For problems where the symmetry of the sketched matrix is preserved, alter-
native methods such as the Nyström method have been proposed. The Nyström
method has originally been developed for the approximation of kernel matrices
in statistical learning theory. Informally, Nyström methods construct a lower-
dimensional, symmetric, positive semidefinite approximation of the input matrix
by sampling from the input columns. More specifically, let \(A \in \mathbb{R}^{N \times N}\) be a
symmetric, rank \(r\), positive semidefinite matrix, \(A^j\) the \(j\)-th column vector of \(A\),
and \(A_i\) the \(i\)-th row vector of \(A\), with singular value decomposition
\(A = U \Sigma U^H\)
\((\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r))\), and Moore-Penrose pseudoinverse
\(A^+ = \sum_{t=1}^r \sigma_t^{-1} U_i (U^i)^H\).
The Nyström method then finds a low-rank approximation for the input matrix \(A\)
which is close to \(A\) in spectral norm (or Frobenius norm), which also preserves the
symmetry and positive semi-definiteness property of the matrix. Let $C$ denote the $n \times l$ matrix formed by (uniformly) sampling $l \ll n$ columns of $A$, $W$ denote the $l \times l$ matrix consisting of the intersection of these $l$ columns with the corresponding $l$ rows of $A$, and $W_k$ denote the best rank-$k$ approximation of $W$, i.e.,

$$W_k = \arg\min_{V \in \mathbb{R}^{l \times l}, \text{rank}(V) = k} \|V - W\|_F.$$

The Nyström method therefore returns a rank-$k$ approximation $\tilde{A}_k$ of $A$ for $k < n$ defined by:

$$\tilde{A}_k = CW_k^+ C^T \approx A.$$

The running time of the algorithm is $O(nkl)$ [107]. There exist many ways of sampling from the initial matrix $A$ in order to create the approximation $\tilde{A}_k$, and in particular non-uniform sampling schemes enable us to improve the performance, see for example Theorem 3 in [108]. The Nyström method results in particularly good approximations for matrices which are approximately low rank. The first applications it was developed for were regression and classification problems based on Gaussian processes, for which Williams and Seeger developed a sampling-based algorithm [54, 54, 109]. Since the technique exhibit similarities to a method for solving linear integral equations which was developed by Nyström [110], they denoted their result as Nyström method. Other methods, which have been developed more recently include the Nyström extension, which has found application in large-scale machine learning problems, statistics, and signal processing [54, 109, 111, 112, 113, 107, 114, 115, 116, 117, 118, 111, 119].

After the here presented quantum algorithm and our Nyström algorithm for Hamiltonian simulation which can use the memory model from Def. 3 have been made public, a general framework was proposed to perform such quantum-inspired classical algorithms which are based on the classical memory structure from Def. 3 [21], namely sampling and query access. Notably, this memory structure was first proposed by Tang [17]. Although their framework generalises all quantum-inspired algorithm using the input model from Def. 3, our classical al-
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Algorithm does not require the specified input model. Furthermore our algorithm achieves significantly lower polynomial dependencies. While the time complexity of their algorithm has a 36-th power dependency on the Frobenius norm of the Hamiltonian, our algorithm scales with a 4-th power. This however comes at the cost of a sparsity requirement on the Hamiltonian and the input state, which can be restrictive in practical cases, i.e., in non-sparse but low-rank cases. Therefore, the results by [21] might generally better suitable for dense Hamiltonians. A big difference is that the algorithm of Tang and others are solving the same problem as the quantum algorithm that we developed, i.e., it allows us to sample from the output distribution of the time evolution. Taking this into account, we believe our classical Nyström based algorithm can be translated into this framework as well by using rejection sampling approaches similar to the ones introduced in [17]. However, we leave this as an open question for future work.

Summary of related results. To summarise this subsection, we provide Table 4.3 for state-of-the-art algorithms for Hamiltonian simulation which include quantum and classical ones.

4.4.3 Applications

In the following, we also lay out a few applications of Hamiltonian simulation. Since the main focus of this thesis is quantum machine learning we in particular refer to applications in this area. For this, we will discuss the quantum linear systems algorithm, which is a key subroutine in most of the existing quantum machine learning algorithms with an acclaimed exponential speedup. Of course, other applications such as the estimation of properties such as ground state energies of chemical systems exist [120].

Unitary implementation. One application which follows directly from the ability to simulate non-sparse Hamiltonians is the ability to approximately implement an arbitrary unitary matrix, the so-called unitary implementation problem: given access to the entries of a unitary $U$ construct a quantum circuit $\tilde{U}$ such that $\|U - \tilde{U}\| \leq \varepsilon$ for some fixed $\varepsilon$. Unitary implementation can be reduced to Hamiltonian simulation as shown by Berry and others [81, 121]. For this, consider the
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<table>
<thead>
<tr>
<th>Model</th>
<th>State-of-the-art</th>
<th>Advantage of our quantum algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sparse-access with $|H|_{\text{max}}$ dependence</td>
<td>$\tilde{O}(ts|H|_{\text{max}})$ [90]</td>
<td>No advantage</td>
</tr>
<tr>
<td>Sparse-access with $|H|_{\text{dependence}}$</td>
<td>$O((t\sqrt{s}|H|)^{1+o(1)}/\epsilon^{o(1)})$ [92]</td>
<td>Subpolynomial improvement in $t,s$; exponential improvement in $\epsilon$</td>
</tr>
<tr>
<td>qRAM</td>
<td>$\tilde{O}(t\sqrt{s}|H|)$ [37]</td>
<td>Same result</td>
</tr>
<tr>
<td>Classical sampling and query access</td>
<td>$\text{poly}(t,|H|_{F},1/\epsilon)$ [21]</td>
<td>Polynomial speedup</td>
</tr>
<tr>
<td>Classical sampling and query access, sparse input</td>
<td>$\text{poly}(s,t,|H|_{F},1/\epsilon)$, [Thm.8]</td>
<td>Polynomial speedup</td>
</tr>
</tbody>
</table>

**Figure 4.3:** Comparing our result $O(t\sqrt{d}\|H\|\text{ polylog}(t,d,\|H\|,1/\epsilon))$ with other quantum and classical algorithms for different models. Since the qRAM model is stronger than the sparse-access model and the classical sampling and query access model, we consider the advantage of our algorithm against others when they are directly applied to the qRAM model.

Hamiltonian of the form

$$H = \begin{pmatrix} 0 & U \\ U^H & 0 \end{pmatrix}.$$  \hspace{1cm} (4.15)

By performing the time evolution according to $e^{-iH\pi/2}$ on the state $|1\rangle|\psi\rangle$, we are able to implement the operation $e^{-iH\pi/2}|1\rangle|\psi\rangle = -i|0\rangle U|\psi\rangle$, which means that we can apply $U$ to $|\psi\rangle$. If the entries of $U$ are stored in a data structure similar to Definition 2, using our Hamiltonian simulating algorithm we can implement the unitary $U$ with time complexity (circuit depth) $O(\sqrt{N}\text{ polylog}(N,1/\epsilon))$.

**Quantum linear systems solver.** As previously mentioned, one of the major subroutines of the quantum linear systems algorithm is Hamiltonian simulation. Hamiltonian simulation, in particular in combination with the phase estimation [122] algorithm is used to retrieve the eigenvalues of the input matrix, which can then be inverted to complete the matrix inverse. Assuming here for simplicity that $|b\rangle$ is
entirely in the column-space of $A$, then the linear systems algorithm solves a linear system of the form $Ax = b$ and outputs an approximation to the normalised solution $|x\rangle = |A^{-1}b\rangle$. For $s$-sparse matrices [93] showed that $A^{-1}$ can be approximated as a linear combination of unitaries of the form $e^{-iAt}$. Notably for non-Hermitian $A$, we can just apply the same ideas to the Hamiltonian

$$H = \begin{pmatrix} 0 & A \\ A^H & 0 \end{pmatrix},$$

(4.16)

which is Hermitian by definition, and due to the logarithmic runtimes results in only a factor 2 overhead. In order to implement these unitaries we can then use any Hamiltonian simulation algorithm, such as [90], which results in an overall (gate) complexity of $O(s\kappa^2 \text{polylog}(N, \kappa/\epsilon))$. For a non-sparse input matrix $A$, the algorithm however scales as $\tilde{O}(N)$ (again ignoring logarithmic factors). In some of our earlier results, we used a similar data structure to Definition 2 to design a quantum algorithm for solving linear systems for non-sparse matrices [94] which resulted in a time complexity (circuit depth) of $O(\kappa^2 \sqrt{N} \text{polylog}(N)/\epsilon)$. Using again this data structure, similarly to [16, 94], our new Hamiltonian simulation algorithm, and the linear combinations of unitaries (LCU) decompositions from [93], we can describe a quantum algorithm for solving linear systems for non-sparse matrices with time complexity (circuit depth)

$$O(\kappa^2 \sqrt{N} \text{polylog}(\kappa/\epsilon)),$$

which is an exponential improvement in the error dependence compared to our previous result [94]. Notably, one drawback of our implementation, which has been resolved by [37] and subsequent works is the high condition number dependency of our algorithm which seems restrictive for practical applications.

### 4.4.4 Hamiltonian Simulation for dense matrices

We now show how we can use the data structure from Definition 2 to derive a fast quantum algorithm for non-sparse Hamiltonian simulation. We will in particular
proof the results from Theorem 6.

We prove the result in multiple steps. First, we show how to use the data structure to prepare a certain state. Next, we use the state preparation to perform a quantum walk. In the final step, we show how the quantum walk can be used to implement Hamiltonian simulation. This then leads to the main result.

**State Preparation.** Using the data structure from Definition 2, we can efficiently perform the mapping described in the following technical lemma for efficient state preparation.

**Lemma 7 (State Preparation).** Let $H \in \mathbb{C}^{N \times N}$ be a Hermitian matrix (where $N = 2^n$ for a $n$ qubit Hamiltonian) stored in the data structure as specified in Definition 2. Each entry $H_{jk}$ is represented with $b$ bits of precision. Then the following holds

1. Let $\|H\|_1 = \max_j \sum_{k=0}^{N-1} |H_{jk}|$ as before. A quantum computer that has access to the data structure can perform the following mapping for $j \in \{0, \ldots, N-1\}$,

$$
|j\rangle |0^{\log N}\rangle |0\rangle \mapsto \frac{1}{\sqrt{\|H\|_1}} |j\rangle \sum_{k=0}^{N-1} |k\rangle \left( \sqrt{H_{jk}^*} |0\rangle + \sqrt{\frac{\|H\|_1 - \sigma_j}{N}} |1\rangle \right),
$$

(4.17)

with time complexity (circuit depth) $O(n^2 b^{5/2} \log b)$, where $\sigma_j = \sum_k |H_{jk}|$, and the square-root satisfies $\sqrt{\Pi_{jk}} (\sqrt{H_{jk}^*})^* = H_{jk}$.

2. The size of the data structure containing all $N^2$ complex entries is $O(N^2 \log^2 N)$.

In order to perform this mapping, we will need the following Lemma. We will use it in order to efficiently implement the conditional rotations of the qubits with complex numbers.

**Lemma 8.** Let $\theta, \phi_0, \phi_1 \in \mathbb{R}$ and let $\tilde{\theta}, \tilde{\phi}_0, \tilde{\phi}_1$ be the $b$-bit finite precision representation of $\theta, \phi_0$, and $\phi_1$, respectively. Then there exists a unitary $U$ that performs the
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following mapping:

\[ U : |\tilde{\phi}_0\rangle |\tilde{\phi}_1\rangle |\tilde{\theta}\rangle |0\rangle \mapsto |\tilde{\phi}_0\rangle |\tilde{\phi}_1\rangle |\tilde{\theta}\rangle (e^{i\tilde{\phi}_0 \cos(\tilde{\theta})} |0\rangle + e^{i\tilde{\phi}_1 \sin(\tilde{\theta})} |1\rangle) \] \hspace{1cm} (4.18)

Moreover, \( U \) can be implemented with \( O(b) \) 1- and 2-qubit gates.

Proof. Define \( U \) as

\[
U = \left( \sum_{\tilde{\phi}_0 \in \{0,1\}^b} |\tilde{\phi}_0\rangle \langle \tilde{\phi}_0| \otimes e^{ij(0)|0\rangle \langle \tilde{\phi}_0|} \right) \left( \sum_{\tilde{\phi}_1 \in \{0,1\}^b} |\tilde{\phi}_1\rangle \langle \tilde{\phi}_1| \otimes e^{i(1)|1\rangle \langle \tilde{\phi}_1|} \right) \left( \sum_{\tilde{\theta} \in \{0,1\}^b} |\tilde{\theta}\rangle \langle \tilde{\theta}| \otimes e^{-iY\tilde{\theta}} \right),
\]

where \( Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \) is the Pauli \( Y \) matrix.

To implement the operator \( \sum_{\tilde{\theta} \in \{0,1\}^b} |\tilde{\theta}\rangle \langle \tilde{\theta}| \otimes e^{-iY\tilde{\theta}} \), we use one rotation controlled on each qubit of the first register, with the rotation angles halved for each successive bit. The other two factors of \( U \) can be implemented in a similar way. Therefore, \( U \) can be implemented with \( O(b) \) 1- and 2-qubit gates.

Before proving Lemma 7, we first describe the construction and the size of the data structure. Readers may refer to [16] for more details.

- The data structure is built from \( N \) binary trees \( D_i, i \in \{0, \ldots, N-1\} \) and we start with an empty tree.

- When a new entry \((i,j,H_{ij})\) arrives, we create or update the leaf node \( j \) in the tree \( D_i \), where the adding of the entry takes \( O(\log(N)) \) time, since the depth of the tree for \( H \in \mathbb{C}^{N \times N} \) is at most \( \log(N) \). Since the path from the root to the leaf is of length at most \( \log(N) \) (under the assumption that \( N = 2^n \)), we have furthermore to update at most \( \log(N) \) nodes, which can be done in \( O(\log(N)) \) time if we store an ordered list of the levels in the tree.

- The total time for updating the tree with a new entry is given by \( \log(N) \times \log(N) = \log^2(N) \).
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- The memory requirements for \( k \) entries are given by \( O(k \log^2(N)) \) as for every entry \((j,k,H_{jk})\) at least \( \log(N) \) nodes are added and each node requires at most \( O(\log(N)) \) bits.

Now we are ready to prove Lemma 7.

**Proof of Lemma 7.** With this data structure, we can perform the mapping specified in Eq. (4.17), with the following steps. For each \( j \), we start from the root of \( D_j \).
Starting with the initial state \(|j\rangle|0^{\log N}\rangle|0\rangle\), first apply the rotation (according to the value stored in the root node and calculating the normalisation in one query) on the last register to obtain the state

\[
\frac{1}{\sqrt{\|H\|_1}} |0\rangle|0^{\log N}\rangle \left( \sum_{k=0}^{N-1} H^*_{jk} |0\rangle + \sqrt{\|H\|_1 - \sigma_j} |1\rangle \right), \quad (4.20)
\]

which is normalised since \( \sigma_j = \sum_k |H_{jk}|^2 \), and we have by definition that \( \sqrt{\sum_{k=0}^{N-1} |H^*_{jk}|^2} = \sum_k |H_{jk}| = \sigma_j \). Then a sequence of conditional rotations is applied on each qubit of the second register to obtain the state as in Eq. (4.17). At level \( \ell \) of the binary tree \( D_j \), a query to the data structure is made to load the data \( c \) (stored in the node) into a register in superposition, the rotation to perform is proportional to \( \left( \sqrt{c}, \sqrt{\left( \|H\|_1 - \sigma_j \right)/2^{\ell}} \right) \) (assuming at the root, \( \ell = 0 \), and for the leaves, \( \ell = \log N \)). Then the rotation angles will be determined by calculating the square root and trigonometric functions on the output of the query: this can be implemented with \( O(b^{5/2}) \) 1- and 2-qubit gates using simple techniques based on Taylor series and long multiplication as in [90], where the error is smaller than that caused by truncating to \( b \) bits. Then the conditional rotation is applied by the circuit described in Lemma 8, and the cost for the conditional rotation is \( O(b) \).

There are \( n = \log(N) \) levels, so the cost excluding the implementation of the oracle is \( O(nb^{5/2}) \). To obtain quantum access to the classical data structure, a quantum addressing scheme is required. One addressing scheme described in [6] can be used. Although the circuit size of this addressing scheme is \( \tilde{O}(N) \) for each \( D_j \), its circuit depth is \( O(n) \). Therefore, the time complexity (circuit depth) for preparing
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the state in Eq. (4.17) is $O(n^2 b^{5/2} \log n)$.

We use the following rules to determine the sign of the square-root of a complex number: if $H_{jk}$ is not a negative real number, we write $H_{jk} = re^{i\phi}$ (for $r \geq 0$ and $-\pi \leq \phi \leq \pi$) and take $\sqrt{H_{jk}^*} = \sqrt{r}e^{-i\phi/2}$; when $H_{jk}$ is a negative real number, we take $\sqrt{H_{jk}^*} = \text{sign}(j-k)i\sqrt{|H_{jk}|}$ to avoid the sign ambiguity. With this recipe, we have $\sqrt{H_{jk}}(\sqrt{H_{jk}^*})^* = H_{jk}$.

In order to convey the working of the data structure better, we give in the following a example of the state preparation procedure based on the data structure in Fig. 4.1. For the sake of comprehensibility and simplicity, we only take an example with 4 leaves $\{c_1, c_2, c_3, c_4\}$, and hence $H = [c_1 \; c_2 \; c_3 \; c_4]^T$. The initial state (omitting the first register) is $|00\rangle |0\rangle$. Let $\sigma = |c_0\rangle + |c_1\rangle + |c_2\rangle + |c_3\rangle$. Apply the first rotation, we obtain the state

$$
\frac{1}{\sqrt{\|H\|_1}} |00\rangle \left( \sqrt{|c_0\rangle + |c_1\rangle + |c_2\rangle + |c_3\rangle} |0\rangle + \sqrt{\|H\|_1 - \sigma} |1\rangle \right) = 
\frac{1}{\sqrt{\|H\|_1}} |00\rangle \left( \sqrt{\sigma} |0\rangle + \sqrt{\|H\|_1 - \sigma} |1\rangle \right) =
\frac{1}{\sqrt{\|H\|_1}} \left( \sqrt{\sigma} |00\rangle |0\rangle + \sqrt{\|H\|_1 - \sigma} |00\rangle |1\rangle \right).
$$

(4.21)

Then, apply a rotation on the first qubit of the first register conditioned on the last register, we obtain the state

$$
\frac{1}{\sqrt{\|H\|_1}} \left( \left( \sqrt{|c_0\rangle + |c_1\rangle} |00\rangle + \sqrt{|c_2\rangle + |c_3\rangle} |10\rangle \right) |0\rangle 
+ \left( \sqrt{\|H\|_1 - \sigma} \right) \frac{1}{2} (|00\rangle + |10\rangle) |1\rangle \right).
$$

(4.22)

Next, apply a rotation on the second qubit of the first register conditioned on the
first qubit of the first register and last register, we obtain the desired state:

\[
\frac{1}{\sqrt{\|H\|_1}} \left( \sqrt{c_0} |00\rangle |0\rangle + \sqrt{c_1} |01\rangle |0\rangle + \sqrt{c_2} |10\rangle |0\rangle + \sqrt{c_3} |11\rangle |0\rangle \\
+ \sqrt{\frac{\|H\|_1 - \sigma_j}{4}} |00\rangle |1\rangle + \sqrt{\frac{\|H\|_1 - \sigma_j}{4}} |01\rangle |1\rangle \\
+ \sqrt{\frac{\|H\|_1 - \sigma_j}{4}} |10\rangle |1\rangle + \sqrt{\frac{\|H\|_1 - \sigma_j}{4}} |11\rangle |1\rangle \right)
\]

\[
= \frac{1}{\sqrt{\|H\|_1}} \left( |00\rangle \left( \sqrt{c_0} |0\rangle + \frac{\|H\|_1 - \sigma_j}{4} |1\rangle \right) \\
+ |01\rangle \left( \sqrt{c_1} |0\rangle + \frac{\|H\|_1 - \sigma_j}{4} |1\rangle \right) \\
+ |10\rangle \left( \sqrt{c_2} |0\rangle + \frac{\|H\|_1 - \sigma_j}{4} |1\rangle \right) \\
+ |11\rangle \left( \sqrt{c_3} |0\rangle + \frac{\|H\|_1 - \sigma_j}{4} |1\rangle \right) \right). \tag{4.23}
\]

**The Quantum Walk Operator.** Based on the data structure specified in Definition 2 and the efficient state preparation in Lemma 7, we construct a quantum walk operator for \(H\) as follows. First define the isometry \(T\) as

\[
T = \sum_{j=0}^{N-1} \sum_{b \in \{0,1\}} \left( |j\rangle \langle j| \otimes |b\rangle \langle b| \otimes |\varphi_{jb}\rangle \right), \tag{4.24}
\]

with \(|\varphi_{j1}\rangle = |0\rangle |1\rangle\) and

\[
|\varphi_{j0}\rangle = \frac{1}{\sqrt{\|H\|_1}} \sum_{k=0}^{N-1} |k\rangle \left( \sqrt{H_{jk}^*} |0\rangle + \frac{\|H\|_1 - \sigma_j}{N} |1\rangle \right), \tag{4.25}
\]

where \(\sigma_j = \sum_{k=0}^{N-1} |H_{jk}|\). Let \(S\) be the swap operator that maps \( |j_0\rangle |b_0\rangle |j_1\rangle |b_1\rangle \) to \( |j_1\rangle |b_1\rangle |j_0\rangle |b_0\rangle \), for all \(j_0, j_1 \in \{0, \ldots, N - 1\}\) and \(b_0, b_1 \in \{0, 1\}\). We observe that

\[
\langle j | \langle 0 | T^H S T | k \rangle | 0 \rangle = \frac{\sqrt{H_{jk}^*}}{\|H\|_1} = \frac{H_{jk}}{\|H\|_1}, \tag{4.26}
\]
where the second equality is ensured by the choice of the square-root as in the proof of Lemma 7. This implies that

\[(I \otimes \langle 0 |) T^H ST (I \otimes | 0 \rangle) = \frac{H}{\|H\|_1}.\] (4.27)

The quantum walk operator \(U\) is defined as

\[U = iS(2TT^H - I).\] (4.28)

A more general characterization of the eigenvalues of quantum walks is presented in [123]. Here we give a specific proof on the relationship between the eigenvalues of \(U\) and \(H\) as follows.

**Lemma 9.** Let the unitary operator \(U\) be defined as in Eq. (4.28), and let \(\lambda\) be an eigenvalue of \(H\) with eigenstate \(|\lambda\rangle\). It holds that

\[U |\mu_{\pm}\rangle = \mu_{\pm} |\mu_{\pm}\rangle,\] (4.29)

where

\[|\mu_{\pm}\rangle = (T + i\mu_{\pm}ST) |\lambda\rangle |0\rangle,\] (4.30)

\[\mu_{\pm} = \pm e^{i \arcsin(\lambda/\|H\|_1)},\] (4.31)

**Proof.** By the fact that \(T^H T = I\) and \((I \otimes \langle 0 |) T^H ST (I \otimes | 0 \rangle) = H / \|H\|_1,\) and \((I \otimes \langle 1 |) T^H ST (I \otimes | 0 \rangle) = 0,\) we have

\[U |\mu_{\pm}\rangle = \mu_{\pm} T |\lambda\rangle |0\rangle + i \left(1 + \frac{2\lambda i}{\|H\|_1} \mu_{\pm}\right) ST |\lambda\rangle |0\rangle.\] (4.32)

In order for this state being an eigenstate, it must hold that

\[1 + \frac{2\lambda i}{\|H\|_1} \mu_{\pm} = \mu_{\pm}^2,\] (4.33)
and the solution is
\[
\mu_\pm = \frac{\lambda i}{\|H\|_1} \pm \sqrt{1 - \frac{\lambda^2}{\|H\|_1^2}} = \pm e^{\pm i \arcsin(\lambda/\|H\|_1)},
\]
(4.34)

**Linear combination of unitaries and Hamiltonian simulation.** Next, we need to convert the quantum walk operator \( U = iS(2TT^H - I) \) into an operator for Hamiltonian simulation. For this, we consider the generating functions for the Bessel functions, denoted by \( J_m(\cdot) \). From [124, (9.1.41)], we know that it holds that
\[
\sum_{m=-\infty}^{\infty} J_m(z) \mu_\pm^m = \exp \left( \frac{z}{2} \left( \mu_\pm - \frac{1}{\mu_\pm} \right) \right) = e^{izH/\|H\|_1},
\]
(4.35)

where the second equality follows from Eq. (4.31) and the fact that \( \sin(x) = (e^{ix} - e^{-ix})/2i \). This leads to the following linear combination of unitaries:
\[
V_\infty = \sum_{m=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} J_m(z) J_j(z) U^m = \sum_{m=-\infty}^{\infty} J_m(z) U^m = e^{izH/\|H\|_1},
\]
(4.36)

where the second equality follows from the fact that \( \sum_{j=-\infty}^{\infty} J_j(z) = 1 \).

Since we cannot in practice implement the infinite sum, we will in the following find an approximation to \( e^{-izH/\|H\|_1} \) by truncation the sum in Eq. (4.36):
\[
V_k = \sum_{m=-k}^{k} \frac{J_m(z)}{\sum_{j=-k}^{k} J_j(z)} U^m.
\]
(4.37)

Here the coefficients are normalised by \( \sum_{j=-k}^{k} J_j(z) \) so that they sum to 1. This will minimize the approximation error (see the proof of Lemma 10), and the normalisation trick was originated in [90]). The eigenvalues of \( V_k \) are
\[
\sum_{m=-k}^{k} \frac{J_m(z)}{\sum_{j=-k}^{k} J_j(z)} \mu_\pm^m.
\]
(4.38)

Note that each eigenvalue of \( V_k \) does not depend on \( \pm \) as \( J_{-m}(z) = (-1)^m J_m(z) \).

To bound the error in this approximation, we require the following technical
lemma.

**Lemma 10.** Let $V_k$ and $V_\infty$ be defined as above. There exists a positive integer $k$ satisfying $k \geq |z|$ and

$$k = O \left( \frac{\log(\|H\| / (\|H\|_1 \epsilon))}{\log \log(\|H\| / (\|H\|_1 \epsilon))} \right),$$

(4.39)
such that

$$\|V_k - V_\infty\| \leq \epsilon.$$

(4.40)

**Proof.** The proof outlined here follows closely the proof of Lemma 8 in [90]. Recalling the definition of $V_k$ and $V_\infty$, we define the weights in $V_k$ by

$$\alpha_m := \frac{J_m(z)}{C_k},$$

(4.41)

where $C_k = \sum_{l=-k}^{k} J_l(z)$. The normalisation here is chosen so that $\sum_m \alpha_m = 1$ which will give the best result [90].

Since

$$\sum_{m=-\infty}^{\infty} J_m(z) = \sum_{m=[-\infty,-k-1:;k+1:;\infty]} J_m(z) + \sum_{m=-k}^{k} J_m(z) = 1,$$

(4.42)

observe that we have two error sources. The first one comes from the truncation of the series, and the second one comes from the different renormalisation of the terms which introduces an error in the first $|m| \leq k$ terms in the sum. We therefore start by bounding the normalisation factor $C_k$. For the Bessel-functions for all $m$ it holds that $|J_m(z)| \leq \frac{1}{|m|!} \left| \frac{z}{2} \right|^{|m|}$, since $J_{-m}(z) = (-1)^m J_m(z)$ [124, (9.1.5)]. For $|m| \leq k$ we can hence find the following bound on the truncated part

$$\sum_{m=[-\infty,-k-1:;k+1:;\infty]} |J_m(z)| = 2 \sum_{m=k+1}^{\infty} |J_m(z)| \leq 2 \sum_{m=k+1}^{\infty} \frac{|z/2|^m}{m!}$$

$$= 2 \frac{|z/2|^{k+1}}{(k+1)!} \left( 1 + \frac{|z/2|}{k+2} + \frac{|z/2|^2}{(k+2)(k+3)} + \cdots \right)$$

$$< 2 \frac{|z/2|^{k+1}}{(k+1)!} \sum_{m=k+1}^{\infty} \left( \frac{1}{2} \right)^{m-k-1} = 4 \frac{|z/2|^{k+1}}{(k+1)!}.$$

(4.43)
Since $\sum_m J_m(z) = 1$, based on the normalisation, we hence find that
\[
\sum_{m=-k}^{k} J_m(z) \geq \left( 1 - \frac{4|z/2|^{k+1}}{(k+1)!} \right),
\]
which is a lower bound on the normalisation factor $C_k$. Since $a_m = \frac{J_m(z)}{C_k}$, the correction is small, which implies that
\[
a_m = J_m(z) \left( 1 + O\left( \frac{|z/2|^{k+1}}{(k+1)!} \right) \right),
\]
and we have a multiplicative error based on the renormalisation.

Next we want to bound the error in the truncation before we join the two error sources.

From Eq. (4.35) we know that
\[
e^{iz\lambda/\Lambda} - 1 = \sum_{m=-\infty}^{\infty} J_m(z) (\mu_m^m - 1),
\]
by the normalisation of $\sum_m J_m(z)$. From this we can see that we can hence obtain a bound on the truncated $J_m(z)$ as follows.
\[
\sum_{m=-k}^{k} J_m(z) (\mu_m^m - 1) = e^{iz\lambda/\Lambda} - 1 - \sum_{m=-\infty:-(k+1); (k+1):\infty} J_m(z) (\mu_m^m - 1).
\]
Therefore we can upper bound the left-hand side in terms of the exact value of $V_\infty$, i.e. $e^{iz\lambda/\Lambda}$ if we can bound the right-most term in Eq. (4.47). Using furthermore the bound in Eq. (4.45) we obtain
\[
\sum_{m=-k}^{k} a_m(z) (\mu_m^m - 1) = \left( e^{iz\lambda/\Lambda} - 1 - \sum_{m=-\infty:-(k+1); (k+1):\infty} J_m(z) (\mu_m^m - 1) \right)
\]
\[
\left( 1 + O\left( \frac{|z/2|^{k+1}}{(k+1)!} \right) \right),
\]
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which reduced with \(2^{2iz\lambda/\Lambda} - 1 \leq z\lambda/\Lambda\) and \(|z| \leq k\) to

\[
\sum_{m=-k}^{k} a_m(z)(\mu^m_{\pm} - 1) = e^{iz\lambda/\Lambda} - O\left(\sum_{m=-\infty}^{-(k+1)} J_m(z)(\mu^m_{\pm} - 1) \right). \tag{4.49}
\]

We can then obtain the desired bound \(\|V_\infty - V_k\|\) by reordering the above equation, and using that \(\sum_{m=-k}^{k} a_m(z) = 1\) such that we have

\[
\|V_\infty - V_k\| = \left| \sum_{m=-k}^{k} a_m\mu^m_{\pm} - e^{iz\lambda/\Lambda} \right| = O\left(\sum_{m=-\infty}^{-(k+1)} J_m(z)(\mu^m_{\pm} - 1) \right). \tag{4.50}
\]

We hence only need to bound the right-hand side.

For \(\mu_+\) we can use that \(|\mu^m_{\pm} - 1| \leq 2|m\lambda/\Lambda| =: 2|m\nu|\) and obtain the bound

\[
2\frac{|\nu|}{k!} \left| z \right|^{k+1} \tag{90}. \]

For the \(\mu_-\) case we need to refine the analysis and will show that the bound remains the same. Let \(\nu := \lambda/\Lambda\) as above. First observe that

\[
J_m(z)\mu^m_+ + J_m(z)\mu^m_- = J_m(z)\mu^m_- + J_m(z)\mu^m_+ \tag{4.51}
\]

and it follows that

\[
\sum_{m=-\infty}^{-(k+1)} J_m(z)(\mu^m_- - 1) + \sum_{m=k+1}^{\infty} J_m(z)(\mu^m_- - 1) = \sum_{m=-\infty}^{-(k+1)} J_m(z)(\mu^m_+ - 1) + \sum_{m=k+1}^{\infty} J_m(z)(\mu^m_+ - 1). \tag{4.51}
\]
Therefore we only need to treat the $\mu_+$ case.

$$\left| \sum_{m=\left[-\infty;-(k+1)\right];(k+1);\infty} J_m(z)(\mu_+^m - 1) \right| \leq 2 \sum_{m=k+1}^{\infty} |J_m(z)| |\mu_+^m - 1|$$

$$= 2 \sum_{m=k+1}^{\infty} \frac{1}{m!} \left| \frac{z}{2} \right|^m |\mu_+^m - 1|$$

$$\leq 4 \sum_{m=k+1}^{\infty} \frac{1}{m!} \left| \frac{z}{2} \right|^m m|\nu|$$

$$\leq \frac{8|\nu|}{(k+1)!} \left| \frac{z}{2} \right|^{k+1} (k+2). \quad (4.52)$$

Using this bound, we hence obtain from Eq. (4.50),

$$\|V_\infty - V_k\| = \left| \sum_{m=-k}^{k} a_m \mu_\pm^m - e^{iz\lambda/A} \right| \leq O \left( \frac{\lambda}{k! \Lambda} \left| \frac{z}{2} \right|^{k+1} \right) = O \left( \frac{\|H\| (z/2)^{k+1}}{\Lambda k!} \right). \quad (4.53)$$

In order for the above equation being upper-bounded by $\epsilon$, it suffices to choose some $k$ that is upper bounded as claimed.

As we can see from the above discussion, we can hence use the operator $V_k$ to implement the time evolution according to $e^{-izH/\|H\|_1}$. We can also immediately see from this, that $V_k$ is a linear combination of unitaries (LCU). We proceed now to implement this LCU by using some well-known results.

In the following, we provide technical lemmas for implementing linear combination of unitaries. Suppose we are given the implementations of unitaries $U_0, U_1, \ldots, U_{m-1}$, and coefficients $\alpha_0, \alpha_1, \ldots, \alpha_{m-1}$. Then the unitary

$$V = \sum_{j=0}^{m-1} \alpha_j U_j \quad (4.54)$$

can be implemented probabilistically by the technique called linear combination of unitaries (LCU) [125]. Provided $\sum_{j=0}^{m-1} |\alpha_j| \leq 2$, $V$ can be implemented with success probability $1/4$. To achieve this, we define the multiplexed-$U$ operation, which is
denoted by multi-\(U\), as

\[
\text{multi-}U \ket{j} \ket{\psi} = \ket{j} U_j \ket{\psi}.
\] (4.55)

The probabilistic implementation of \(V\) is summarised in the following lemma.

**Lemma 11.** Let multi-\(U\) be defined as above. If \(\sum_{j=0}^{m-1} |\alpha_j| \leq 2\), then there exists a quantum circuit that maps \(\ket{0} \ket{0} \ket{\psi}\) to the state

\[
\frac{1}{2} \ket{0} \ket{0} \left( \sum_{j=0}^{m-1} \alpha_j U_j \ket{\psi} \right) + \frac{\sqrt{3}}{2} \ket{\Phi^\perp},
\] (4.56)

where \((\ket{0} \bra{0} \otimes \ket{0} \bra{0} \otimes I) \ket{\Phi^\perp} = 0\). Moreover, this quantum circuit uses \(O(1)\) applications of multi-\(U\) and \(O(m)\) 1- and 2-qubit gates.

**Proof.** Let \(s = \sum_{j=0}^{m-1} |\alpha_j|\). We first define the unitary operator \(B\) to prepare the coefficients:

\[
B \ket{0} \ket{0} = \left( \sqrt{\frac{s}{2}} \ket{0} + \sqrt{1 - \frac{s}{2}} \ket{1} \right) \otimes \frac{1}{\sqrt{s}} \sum_{j=0}^{m-1} \sqrt{\alpha_j} \ket{j}.
\] (4.57)

Define the unitary operator \(W\) as \(W = (B^H \otimes I)(I \otimes \text{multi-}U)(B \otimes I)\). We claim that \(W\) performs the desired mapping, as

\[
W \ket{0} \ket{0} \ket{\psi} = (B^H \otimes I)(I \otimes \text{multi-}U)(B \otimes I) \ket{0} \ket{0} \ket{\psi}
\]

\[
= \frac{1}{\sqrt{2}} \left( B^H \otimes I \right) \ket{0} \sum_{j=0}^{m-1} \sqrt{\alpha_j} \ket{j} U_j \ket{\psi}
\]

\[
+ \sqrt{\frac{2-s}{2s}} \left( B^H \otimes I \right) \ket{1} \sum_{j=0}^{m-1} \sqrt{\alpha_j} \ket{j} U_j \ket{\psi}
\]

\[
= \frac{1}{2} \left( \sum_{j=0}^{m-1} \alpha_j U_j \ket{\psi} + \sqrt{\gamma} \ket{\Phi^\perp} \right),
\] (4.58)

where \(\ket{\Phi^\perp}\) is a state satisfying \((\ket{0} \bra{0} \otimes \ket{0} \bra{0} \otimes I) \ket{\Phi^\perp} = 0\), and \(\gamma\) is some normalisation factor.

The number of applications of multi-\(U\) is constant, as in the definition of \(W\).
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To implement the unitary operator $B$, $O(m)$ 1- and 2-qubit gates suffice.

Let $W$ be the quantum circuit in Lemma 11, and let $P$ be the projector defined as $P = |0\rangle \langle 0| \otimes |0\rangle \langle 0| \otimes I$. We have

$$PW |0\rangle |0\rangle |\psi\rangle = \frac{1}{2} |0\rangle |0\rangle \sum_{j=0}^{m-1} \alpha_j U_j |\psi\rangle.$$  \hfill (4.59)

If $\sum_{j=0}^{m-1} \alpha_j U_j$ is a unitary operator, one application of the oblivious amplitude amplification operator $-W(1 - 2P)W^H(1 - 2P)W$ implements $\sum_{j=0}^{m-1} U_j$ with certainty [82]. However, in our application, the unitary operator $\tilde{W}$ implements an approximation of $V_\infty$ in the sense that

$$P\tilde{W} |0\rangle |0\rangle |\psi\rangle = \frac{1}{2} |0\rangle |0\rangle \tilde{V} |\psi\rangle.$$  \hfill (4.60)

with $\|V_k - V_{\infty}\| \leq \epsilon$. The following lemma shows that the error caused by the oblivious amplitude amplification is bounded by $O(\epsilon)$.

**Lemma 12.** Let the projector $P$ be defined as above. If a unitary operator $\tilde{W}$ satisfies $P\tilde{W} |0\rangle |0\rangle |\psi\rangle = \frac{1}{2} |0\rangle |0\rangle \tilde{V} |\psi\rangle$ where $\|\tilde{V} - V\| \leq \epsilon$. Then $\| -\tilde{W}(I - 2P)\tilde{W}^H(I - 2P)\tilde{W} |0\rangle |0\rangle |\psi\rangle - |0\rangle |0\rangle V |\psi\rangle \| = O(\epsilon)$.

**Proof.** We have

$$-\tilde{W}(I - 2P)\tilde{W}^H(I - 2P)\tilde{W} |0\rangle |0\rangle |\psi\rangle$$

$$= (\tilde{W} + 2P\tilde{W} - 4\tilde{W}P\tilde{W}^H P\tilde{W}) |0\rangle |0\rangle |\psi\rangle$$

$$= (\tilde{W} + 2P\tilde{W} - 4\tilde{W}P\tilde{W}^H PP\tilde{W}) |0\rangle |0\rangle |\psi\rangle$$

$$= \tilde{W} |0\rangle |0\rangle |\psi\rangle + |0\rangle |0\rangle \tilde{V} |\psi\rangle - \tilde{W} \left( |0\rangle |0\rangle \tilde{V}^H \tilde{V} |\psi\rangle \right)$$  \hfill (4.61)

Because $\|\tilde{V} - V\| \leq \epsilon$ and $V$ is a unitary operator, we have $\|\tilde{V}^H\tilde{V} - I\| = O(\epsilon)$. Therefore, we have

$$\| -\tilde{W}(I - 2P)\tilde{W}^H(I - 2P)\tilde{W} |0\rangle |0\rangle |\psi\rangle - |0\rangle |0\rangle \tilde{V} |\psi\rangle \| = O(\epsilon).$$  \hfill (4.62)
Thus

\[ \left\| -\tilde{W}(I - 2P)\tilde{W}^H(I - 2P)\tilde{W}|0\rangle|\psi\rangle - |0\rangle|0\rangle V|\psi\rangle \right\| = O(\varepsilon). \]  (4.63)

Now we are ready to prove Theorem 6.

**Proof of Theorem 6.** The proof we outline here follows closely the proof given in [90]. The intuition of this algorithm is to divide the simulation into \(O(t \|H\|_1)\) segments, with each segment simulating \(e^{-iH/2}\). To implement each segment, we use the LCU technique to implement \(V_k\) defined in Eq. (4.37), with coefficients \(\alpha_m = J_m(z)/\sum_{j=-k}^k J_j(z)\). When \(z = -1/2\), we have \(\sum_{j=-k}^k |\alpha_j| < 2\). Actually, this holds for all \(|z| \leq 1/2\) because

\[ \sum_{j=-k}^k |\alpha_j| \leq \sum_{j=-k}^k \frac{|J_j(z)|}{1 - 4\frac{|z/2|^{k+1}}{(k+1)!}} \leq \sum_{j=-k}^k \frac{|z/2|^{|j|}}{|j|!} \left(1 - \frac{4|z/2|^{k+1}}{(k+1)!}\right)^{-1} \]

\[ < \frac{8}{7} + 16 \sum_{j=1}^\infty \frac{1}{4^j j!} = \frac{8}{7} + \frac{16}{7} (\sqrt{\varepsilon} - 1) < 2, \]  (4.64)

where the first inequality follows from the fact that \(\sum_{j=-k}^k J_j(z) \geq 1 - 4|z/2|^{k+1}/(k+1)!\) (see [90]), the second inequality follows from the fact that \(|J_m(z)| \leq |z/2|^{|m|}/|m|!\) (see [124, (9.1.5)]), and the third inequality uses the assumption that \(|z| \leq 1/2\). Now, Lemmas 11 and 12 can be applied. By Eq. (4.35) and using Lemma 10, set

\[ k = O\left( \frac{\log(\|H\|/(\|H\|_1 \varepsilon'))}{\log \log(\|H\|/(\|H\|_1 \varepsilon'))} \right), \]  (4.65)

and we obtain a segment that simulates \(e^{-iH/2\|H\|_1}\) with error bounded by \(O(\varepsilon')\). Repeat the segment \(O(t \|H\|_1)\) times with error \(\varepsilon' = \varepsilon/(t \|H\|_1)\), and we obtain a simulation of \(e^{-iHt}\) with error bounded by \(\varepsilon\). It suffices to take

\[ k = O\left( \frac{\log(t \|H\|/\varepsilon)}{\log \log(t \|H\|/\varepsilon)} \right). \]  (4.66)

By Lemma 11, each segment can be implemented by \(O(1)\) application of
multi-\(U\) and \(O(k)\) 1- and 2-qubit gates, as well as the cost for computing the coefficients \(\alpha_m\) for \(m \in \{-k, \ldots, k\}\). The cost for each multi-\(U\) is \(k\) times the cost for implementing the quantum walk \(U\). By Lemma 7, the state in Eq. (4.25) can be prepared with time complexity (circuit depth) \(O(n^2 b^{5/2})\), where \(b\) is the number of bit of precision. To achieve the overall error bound \(\epsilon\), we choose \(b = O(\log(t \|H\|_1 / \epsilon))\). Hence the time complexity for the state preparation is \(O(n^2 \log^{5/2}(t \|H\|_1 / \epsilon))\), which is also the time complexity for applying the quantum walk \(U\). Therefore, the time complexity for one segment is

\[
O \left( n^2 \log^{5/2}(t \|H\|_1 / \epsilon) \frac{\log(t \|H\| / \epsilon)}{\log \log(t \|H\| / \epsilon)} \right).
\] (4.67)

Considering \(O(t \|H\|_1)\) segments, the time complexity is as claimed. \(\square\)

Note that the coefficients \(\alpha_{-k}, \ldots, \alpha_k\) (for \(k\) defined in Eq. (4.65)) in Lemma 11 can be classically computed using the methods in [126, 127], and the cost is \(O(k)\) times the number of bits of precision, which is \(O(\log(t \|H\| / \epsilon))\). This is no larger than the quantum time complexity.

**Discussion.** We have hence seen that we can design a quantum Hamiltonian simulation algorithm which has time complexity \(\tilde{O}(\sqrt{N})\) even for non-sparse Hamiltonians. The algorithm relies heavily on the access to a seemingly powerful input model. While it is questionable that it is even possible to implement such a data structure physically due to the exponential amount of quantum resources [43, 72, 5], and this requirement might even be further increased through a potentially strong requirements in terms of the error rate per gate of \(O(1/\text{poly}(N))\) to retain a feasible error rate for applications [75], for us there is an even more important question: How fast can classical algorithms be if they are given a similarly powerful data structure? We investigate this question in the next section, where we use the so-called Nyström approach to simulate a Hamiltonian on a classical computer.

### 4.4.5 Hamiltonian Simulation with the Nyström method

In this section, we derive a classical, randomised algorithm for the strong simulation of quantum Hamiltonian dynamics which is based on the Nyström method that we
introduced in Section 4.4.2. We particularly prove the results in Theorem 8, and the Corollary 9. For this, we develop an algorithm for so-called strong quantum simulation, where our objective is to obtain an algorithm which can compute the amplitude of a particular outcome and hence the entries of the final state after the evolution for time $t$. This is in contrast to the weak simulation, where we require the algorithm to only be able to sample from the output distribution of a quantum circuit. Informally, in the one case we are hence able to query the algorithm with an index $i$, and the algorithm will be able to return $\psi[i]$ (or more precisely the projection of the state vector in the $i$-th element of the computational basis) while in the other case we can only obtain the basis state $i$ with probability $|\psi[i]|^2$. Strong simulation is known to have unconditional and exponential lower bounds [128]. This implies that it is therefore in general hard for both classical and quantum computers. On the other hand, weak simulation can be performed efficiently by a quantum computer (for circuits of polynomial size). From the perspective of computational complexity, we are therefore attempting to solve a stronger problem compared to the Hamiltonian simulation that the quantum algorithm performs, since the latter can only sample from the probability distribution induced by measurements on the output state. Surprisingly, we are still able to find cases in which the time evolution can be simulated efficiently. Our algorithm is able to efficiently perform the Hamiltonian simulation and output the the requested amplitude (c.f., Theorem 8) if we grant it access to a memory structure which fulfills the following requirements. Note that these are in principle more general than the assumption of the classical memory structure from Definition 3 but the memory structure immediately fulfills these requirements. On the other hand, we also require input and row sparsity in order to perform the simulation efficiently (i.e., in $O(\log(N))$ time for a $n$-qubit system with dimension $N = 2^n$. We next discuss these requirements in more detail.

**Input Requirements** We assume throughout the chapter that the input matrix and state are sparse, i.e., we assume that every row of $H$ has at most $s$ non-zero entries, and that the input state $\psi$ has at most $q$ non-zero entries. In order for algorithm to
work, we then require the following assumptions:

1. We require $H$ to be row-computable, i.e., there exists a classical efficient algorithm that, given a row-index $i$, outputs a list of the non-zero entries (and their indices) of the row. If we are not having access to a memory structure such as described in Def. 3 or a structured Hamiltonian, then this condition is in general only fulfilled if every row of $H$ has at most a number $s = O(\text{polylog}(N))$ of non-zero entries.

2. We require that the entries of the initial state $\psi$ are row-computable, i.e., there exists a classical efficient algorithm that outputs a list of the non-zero entries similar as above. In order for this to be generally valid, we require the state to have at most $q = O(\text{polylog}(N))$ non-zero entries. However, we can also use the data structure given in Def. 3 or a structured input.

3. We require $H$ to be efficiently row-searchable. This condition informally states that we can efficiently sample randomly selected indices of the rows of $H$ in a way proportional to the norm of the row (general case) or the diagonal element of the row (positive semidefinite case). This is fundamentally equivalent to the sample-and-query access discussed earlier, and indeed, the data structure allows us to immediately perform this operation as well. We will show this relationship later on.

While the notion of row-searchability is commonly assumed to hold in the randomised numerical linear algebra literature (e.g., [129][Section 4]), in the context of quantum systems this is not given in general, since we are dealing with exponentially sized matrices. It is of course reasonable to assume that for a polynomially sized matrix we are indeed able to evaluate all the row-norms efficiently in a time (number of steps) proportional to the number of non-zero entries.

In order to obtain an efficient algorithm (i.e., one which only depends logarithmically on the dimension $N = 2^n$ for a $n$-qubit system), we require sparsity of the Hamiltonian $H$ and the input state $\psi$. In general we therefore require
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\[ s = q = O(\text{polylog}(N)) \] for the non-zero entries in order for the algorithm to be efficient.

**High-level description of the algorithm** The algorithm proceeds by performing a two steps approximation. First, we approximate the Hamiltonian \( H \) in terms of a low rank operator \( \hat{H} \) which is small, and therefore more amendable for the computations which we perform next. We obtain \( \hat{H} \) by sampling the rows with a probability proportional to the row norm, and hence do rely on a Nyström scheme. Second, we approximate the time evolution of the input state \( e^{i\hat{H}t} \psi \) via a truncated Taylor expansion of the matrix exponential. This can be efficiently performed since we can use the small operator \( \hat{H} \) and the spectral properties of the truncated exponential.

As an addition, we separately consider the case of a generic Hamiltonian \( H \) and the restricted case of positive semidefinite Hamiltonians. As is the case in general, for the more restricted case of the PSD Hamiltonian, we are able to derive tighter bounds.

We will briefly discuss the sampling scheme to obtain \( \hat{H} \) to give the reader an idea of the overall procedure before going into the detailed proofs.

In both cases, our algorithm leverages on a low-rank approximation of the Hamiltonian \( H \) to efficiently approximate the matrix exponential \( e^{iHt} \) which are obtained by randomly sampling \( M = O(\text{polylog}(N)) \) rows according to the magnitude of the row norms, and then collating them in a matrix \( A \in \mathbb{C}^{M \times N} \). Let now \( A \in \mathbb{C}^{M \times N} \) be the matrix obtained by sub-sampling \( M \) rows of \( H \), and \( B \in \mathbb{C}^{M \times M} \) the matrix obtained by selecting the columns of \( A \) whose indices correspond to those \( M \) indices for the rows of \( H \).

For SPD \( H \), we then use an approximation of the form \( \hat{H} = AB^+A^H \), where \( B^+ \) is the pseudoinverse of the SPD matrix \( B \).

Next, in order to perform the time evolution \( e^{i\hat{H}t} \psi \) by truncating the Taylor series expansion of the matrix exponential function after the \( K \)-th order. In order to apply the individual terms in the truncated Taylor series, we then make use of the structure of \( \hat{H} \), and formulate the operator only in terms of linear operations involving the matrices \( A^HA, B^+ \) and \( B \) and the vector \( A^H \psi \). Under the above assumptions
(Paragraph 4.4.5 [Input Requirements]), and for $s = q = O(\text{polylog}(N))$ all these operations can be performed efficiently.

In the general Hermitian setting, we form $A$ by first sampling the rows of $H$ and then rescale the sampled rows according to their sampling probability. Unlike in the case of SPD $H$, we approximate the Hamiltonian by the approximation $\hat{H}^2 := AA^H$ to approximate $H^2$. This approximation is useful here, since we decompose the matrix exponential into two auxiliary functions, and then for each of these evaluate its truncated Taylor series expansion. By doing so, we can formulate the final approximation solely in terms of linear operations involving $A^H A$ and $A^H \psi$. These operations can then again be performed efficiently under the initial assumptions on $H$ and $\psi$.

**Row-searchability implies efficient row-sampling** As we see in the assumptions, all our algorithms require the Hamiltonian to be row-searchable. In this section we describe an efficient algorithm for sampling rows of a row-searchable Hamiltonians according to some probability distribution. Let $n \in \mathbb{N}$. We first introduce a binary tree of subsets spanning $\{0, 1\}^n$. In the following, with abuse of notation, we identify binary tuples with the associated binary number. Let $L$ be a binary string with $|L| \leq n$, where $|L|$ denotes the length of the string. We denote with $S(L)$ the set

$$S(L) = \{L\} \times \{0, 1\}^{n-|L|} = \{(L_1, \ldots, L_{|L|}, v_1, \ldots, v_{n-|L|}) \mid v_1, \ldots, v_{n-|L|} \in \{0, 1\}\}.$$  

(4.68)

We are now ready to state the row-searchability property for a matrix $H$.

**Definition 4** (Row-searchability). Let $H$ be a Hermitian matrix of dimension $2^n$, for $n \in \mathbb{N}$. $H$ is row-searchable if, for any binary string $L$ with $|L| \leq n$, it is possible to compute the following quantity in $O(\text{poly}(n))$

$$w(S(L)) = \sum_{i \in S(L)} h(i, H_{:, i}),$$  

(4.69)

where $h$ is the function computing the weight associated to the $i$-th column $H_{:, i}$. For positive semidefinite $H$ we use $h(i, H_{:, i}) = H_{i, i}$, i.e. the diagonal element $i$ while for
4.4. Hamiltonian Simulation

general Hermitian $H$ we use $h(i, H_{:,i}) = ||H_{:,i}||^2$.

Row-searchability intuitively works as follows: We are working with the following binary tree corresponding to a Hamiltonian $H$. We start at the leaves of the tree, which contain the individual probabilities according to which we want to sample from $H$. The parents at each level are then given (and computed) by the marginals over their children nodes, i.e., the sum over the probabilities of the children (assuming discrete probabilities). Using this tree, we can for a randomly sampled number in $[0, 1]$ traverse through the levels of the tree in $\log(N)$ time to find the leave node that is sampled, i.e. the indices of the column of $H$. More specifically, row-searchability then requires the evaluation of $w(S(L))$ as defined in Eq. (4.69) which computes marginals of the diagonal of $H$ or the norm $||H_{:,i}||^2$ in the general case, where the co-elements, i.e. the elements where we are not summing over, are defined by the tuple $L$. Hence, for empty $L$, $w(S(L)) = \text{Tr}(H)$. Note that this assumption is obviously closely related to the data structure given in Definition 3, and indeed we can use this data structure to immediately perform these operations.

**Algorithm 3** MATLAB code for the sampling algorithm

**Input:** $wS(L)$ corresponds to the function $w(S(L))$ defined in Eq. 4.69.

**Output:** $L$ is the sampled row index

```matlab
L = []; q = rand()*wS(L);
for i=1:n
    if q >= wS([L 0])
        L = [L 0];
    else
        L = [L 1];
        q = q - wS([L 0]);
    end
end```

Note that the function $h$ that we described above is indeed related to leverage score sampling, which is a widely used sampling process in randomised numerical linear algebra [?, 69]. Leverage scores allow us to efficiently obtain sample prob-
abilities which have a sufficiently low variance to obtain fast algorithms with low error.

Alg. 3 describes an algorithm, that, given a row-searchable $H$, is able to sample an index with probability $p(j) = h(j,H:j)/w(\{0,1\}^n)$. Let $q$ be a random number uniformly sampled in $[0,T]$, where $T = w(\{0,1\}^n)$ is the sum of the weights associated to all the rows. The algorithm uses logarithmic search, starting with $L$ empty and adding iteratively 1 or 0, to find the index $L$ such that $w(\{0,\ldots,L-1\}) \leq q \leq w(\{0,\ldots,L\})$. The total time required to compute one index, is $O(nQ(n))$ where $Q(n)$ is the maximum time required to compute a $w(S(L))$ for $L \in \{0,1\}^n$. Note that if $w(S(L))$ can be computed efficiently for any $L \in \{0,1\}^n$, then $Q(n)$ is polynomial and the cost of the sampling procedure will be polynomial.

**Remark 1** (Row-searchability more general than sparsity). Note that if $H$ has a polynomial number of non-zero elements, then $w(S(L))$ can be always computed in polynomial time. Indeed given $L$, we go through the list of elements describing $H$ and select only the ones whose row-index starts with $L$ and then compute $w(S(L))$, both step requiring polynomial time. However $w(S(L))$ can be computed efficiently even for Hamiltonians that are not polynomially sparse. For example, take the diagonal Hamiltonian defined by $H_{ii} = 1/i$ for $i \in [2^n]$. This $H$ is not polynomially sparse and in particular it has an exponential number of non-zero elements, but still $w(S(L))$ can be computed in polynomial time, here in particular in $O(1)$. As it turns out, the data structure from Definition 3, which was first proposed by Tang [17] to do a similar sampling process efficiently, also allows us to perform this operation efficiently with the difference, that this holds then true for arbitrary Hamiltonians.

**Algorithm for PSD row-searchable Hermitian matrices** Given a $2^n \times 2^n$ (i.e., $N \times N$) matrix $H \succeq 0$, the algorithm should output an approximation for the state given by the time evolution

$$\psi(t) = \exp(iHt)\psi.$$ (4.70)
The algorithm will do this through an expression of the form \( \hat{\exp}(i\hat{H}t)\psi \), where \( \hat{\exp} \) and \( \hat{H} \) are an approximation of the exponential function and the low rank approximation of \( H \) respectively.

The first algorithm we describe here applies for \( H \succeq 0 \). We will then generalise this result in the following section to arbitrary Hermitian \( H \). All our results hold under the row-searchability condition, i.e. if condition 4 is fulfilled.

Let \( h \) be the diagonal of the positive semidefinite \( H \) and let \( t_1, \ldots, t_M \), with \( M \in \mathbb{N} \) be indices i.i.d. sampled with repetition from \( \{1, \ldots, 2^n\} \) according to the probabilities

\[
p(q) = \frac{h_q}{\sum_i h_i}, \tag{4.71}
\]
e.g. via Alg. 3. Then, let \( B \in \mathbb{C}^{M \times M} \) where \( B_{i,j} = H_{t_i,t_j} \), for \( 1 \leq i, j \leq M \). Let furthermore \( A \in \mathbb{C}^{2^n \times M} \) be the matrix with \( A_{i,j} = H_{i,t_j} \) for \( 1 \leq i \leq 2^n \) and \( 1 \leq j \leq M \). We then define the approximation for \( H \) by \( \hat{H} = AB^+A^H \), where \((\cdot)^+ \) denotes again the pseudoinverse. We now define a function \( g(x) = (e^{itx} - 1)/x \). We can reformulate this, and immediately have \( e^{itx} = 1 + g(x)x \), and note that \( g \) is an analytic function, i.e., it has a series expansion

\[
g(x) = \sum_{k \geq 1} \frac{(it)^k}{k!} x^{k-1}.
\]

Then

\[
e^{i\hat{H}t} = I + g(\hat{H})\hat{H} = I + g(AB^+A^H)AB^+A^H = I + Ag(B^+A^H)B^+A^H, \tag{4.72}
\]

where the last step is due to the fact that for any analytic function \( q(x) = \sum_{k \geq 0} \alpha_k x^k \), it holds that

\[
q(AB^+A^H)AB^+A^H = \sum_{k \geq 1} \alpha_k (AB^+A^H)^k AB^+A^H = A \sum_{k \geq 1} \alpha_k (B^+A^HA)^k B^+A^H = Aq(B^+A^HA)B^+A^H.
\]
By writing $D = B^+ A^H A$, the algorithm then performs the operation

$$\hat{\psi}_M(t) = \psi + Ag(D)B^+ A^H \psi.$$ 

Next, in order to make the computation feasible, we truncate the series expansion after a finite number of terms. To do this, we hence approximate $g$ with $g_K(x)$, which limits the series defining $g$ to the first $K$ terms, for $K \in \mathbb{N}$. Moreover, we can evaluate the function $g_K(D)B^+(A^H \psi)$ in an iterative fashion, and for this chose

$$b_j = \frac{(it)^{K-j}}{(K-j)!}v + Db_{j-1}, \quad v = B^+(A^H \psi),$$

where $b_0 = \frac{(it)^K}{K!}v$ and so $b_{K-1} = g(D)B^+ A^H \psi$. Then, the new approximate state is given by

$$\hat{\psi}_{K,M}(t) = \psi + Ab_{K-1}. \quad (4.73)$$

We summarise the algorithm in form of a MATLAB implementation in Alg. 4.

Next, we analyse the cost of this algorithm. Let the row sparsity $s$ of $H$ be of order $\text{poly}(n)$. Then the total cost of applying this operator is given by $O(M^2\text{poly}(n) + KM^2 + M^3)$ time complexity, where the terms $M^3$ and $M^2\text{poly}(n)$ are resulting from the calculation of $D$ and the inverse. To compute the total cost in terms of space/memory, note that we do not have to save $H$ or $A$ in memory, but only $B, D$ and the vectors $v, b_j$, which requires a total cost of $O(M^2)$. Indeed $D$ can be computed in the following way: Assuming, without loss of generality, to have $2^n/M \in \mathbb{N}$, then

$$D = B^{-1}\sum_{i=1}^{2^n/M} A^H_{M(i-1)+1:Mt}A_{M(i-1)+1:Mt},$$

where $A_{a:b}$ is the submatrix of $A$ containing the rows from $a$ to $b$. A similar reasoning holds for the computation of the vector $v$. In the above computation we have assumed that we can efficiently sample from the matrix $H$ according to the probabilities in Eq. 4.71. In order to do this, we are relying on the sampling algorithm which is summarised in Algorithm 3.
Algorithm 4 MATLAB code for approximating Hamiltonian dynamics when $H$ is PSD

**Input:** $M$, $T = t_1, \ldots, t_M$ list of indices computed via Alg. 3. The function compute_H_subMatrix, given two lists of indices, computes the associated submatrix of $H$. compute_psi_subVector, given a list of indices, computes the associated subvector of $\psi$.

**Output:** vector $b$, s.t. $b = e^{iHt}\psi$.

```
B = compute_H_subMatrix(T, T);

D = zeros(M, M);
v = zeros(M, 1);
for i=1:(2^n/M)
    E = compute_H_subMatrix((i-1)*M+1:M*i, T);
    D = D + E'*E;
    v = v + E'*compute_Psi_subVector((i-1)*M+1:M*i);
end
u = D\D;
b = zeros(M, 1);
for j=1:K
    b = (1i*t)^(K-j)/factorial(K-j) * v + D*b;
end
```

We next analyse the errors and complexity of the algorithm in more detail, i.e., we derive bounds on $K$ and $M$ for a concrete approximation error $\varepsilon$. The results are summarised in the following theorem, which hold for the SPD case of $H$.

**Theorem 10** (Algorithm for simulating PSD row-searchable Hermitian matrices).

Let $\varepsilon, \delta \in (0, 1]$, let $K, M \in \mathbb{N}$ and $t > 0$. Let $H$ be positive semidefinite, where $K$ is the number of terms in the truncated series expansions of $g(H)$ and $M$ the number of samples we take for the approximation. Let $\psi(t)$ be the true evolution (Eq. 4.70) and let $\hat{\psi}_{K,M}(t)$ be the output of our Alg. 4 (Eq. 4.73). When

$$K \geq et \|H\| + \log \frac{2}{\varepsilon}, \quad M \geq \max \left(405\text{Tr}(H), \frac{72\text{Tr}(H)t}{\varepsilon} \log \frac{36\text{Tr}(H)t}{\varepsilon\delta}\right),$$

(4.74)
then the following holds with probability $1 - \delta$,

$$\|\psi(t) - \hat{\psi}_{K,M}(t)\| \leq \epsilon.$$

Note that with the result above, we have that $\hat{\psi}_{K,M}(t)$ in Eq. (4.73) (Alg. 4) approximates $\psi(t)$, with error at most $\epsilon$ and with probability at least $1 - \delta$, requiring a computational cost that is $O\left(\frac{\alpha^2 \text{Tr}(H)^2}{\epsilon^4} \log^2 \frac{1}{\delta}\right)$ in time and $O\left(\frac{\alpha^2 \text{Tr}(H)^2}{\epsilon^4} \log^2 \frac{1}{\delta}\right)$ in memory.

In the following we now prove the first main result of this work. To prove Theorem 10 we decompose the error into multiple contributions. Lemma 13 performs a basic decomposition of the error in terms of the distance between $H$ and the approximation $\hat{H}$ as well as in terms of the approximation $g_K$ with respect to $g$. Lemma 14 then provides an analytic bound on the distance between $H$ and $\hat{H}$, expressed in terms of the expectation of eigenvalues or related matrices which are then concentrated in Lemma 15.

**Lemma 13.** Let $K, M \in \mathbb{N}$ and $t > 0$, then

$$\|\psi(t) - \hat{\psi}_{K,M}(t)\| \leq t \left\| H - \hat{H} \right\| + \left( t \left\| \hat{H} \right\| \right)^{K+1} \frac{1}{(K+1)!}.$$

Proof. By definition we have that $e^{ixt} = 1 + g(x)x$ with $g(x) = \sum_{k \geq 1} x^{k-1} (it)^k / k!$ and $g_K$ is the truncated version of $g$. By adding and subtracting $e^{i\hat{H}t}$, we have

$$\left\| e^{iHt}\psi - (I + g_K(\hat{H})\hat{H})\psi \right\| \leq \|\psi\| \left( \left\| e^{iHt} - e^{i\hat{H}t} \right\| + \left\| e^{i\hat{H}t} - (I + g_K(\hat{H})\hat{H}) \right\| \right).$$

(4.75)

By [130],

$$\left\| e^{iHt} - e^{i\hat{H}t} \right\| \leq t \left\| H - \hat{H} \right\|,$$

(4.76)

moreover, by [131], and since $\hat{H}$ is Hermitian and hence all the eigenvalues are real,
we have
\[
\left\| e^{i\hat{H}t} - (I + gK\hat{H}) \right\| \leq \left( \frac{t\hat{H}}{(K+1)!} \right)^{K+1} \sup_{t \in [0,1]} \left\| e^{i\hat{H}t} \right\| \leq \left( \frac{t\hat{H}}{(K+1)!} \right)^{K+1}.
\]
(4.77)

Finally note that \( \|\psi\| = 1 \).

To study the norm \( \| H - \hat{H} \| \) note that, since \( H \) is positive semidefinite, there exists an operator \( S \) such that \( H = SS^H \), so \( H_{i,j} = s_i^H s_j \) with \( s_i, s_j \) the \( i \)-th and \( j \)-th row of \( S \). Denote with \( C \) and \( \tilde{C} \) the operators
\[
C = S^H S, \quad \tilde{C} = \frac{1}{M} \sum_{j=1}^{M} \frac{\text{Tr}(H)}{h_{ij}} s_i s_j^H.
\]

We then obtain the following result.

**Lemma 14.** The following holds with probability 1. For any \( \tau > 0 \),
\[
\left\| H - \hat{H} \right\| \leq \frac{\tau}{1 - \beta(\tau)}, \quad \beta(\tau) = \lambda_{\text{max}} ((C + \tau I)^{-1/2}(C - \tilde{C})(C + \tau I)^{-1/2}),
\]
(4.78)

moreover \( \| \hat{H} \| \leq \| H \| \).

**Proof.** Define the selection matrix \( V \in \mathbb{C}^{M \times 2^n} \), that is always zero except for one element in each row which is \( V_{j,t_j} = 1 \) for \( 1 \leq j \leq M \). Then we have that
\[
A = HV^H, \quad B = VHV^H,
\]
i.e., \( A \) is again given by the rows according to the sampled indices \( t_1, \ldots, t_M \) and \( B \) is the submatrix obtained from taking the rows and columns according to the same indices. In particular by denoting with \( \tilde{P} \) the operator \( \tilde{P} = S^H V^H (VSS^HV^H)^+ V S \), and recalling that \( H = SS^H \) and \( C = S^H S \), we have
\[
\tilde{H} = AB^+ A^H = SS^H V^H (VSS^HV^H)^+ V SS^H = \tilde{P} S^H.
\]

By definition \( \tilde{P} \) is an orthogonal projection operator, indeed it is symmetric and, by
definition $Q^+Q^+ = Q^+$, for any matrix $Q$, then

\[
\hat{P}^2 = S^H V^H [(VSS^H V^H)^+ (VSS^H V^H)] V S = S^H V^H (VSS^H V^H)^+ V S = \hat{P}.
\] (4.79)

Indeed this is a projection in the row space of the matrix $R := S^H V^H$, since with the singular value decomposition $R := U_R \Sigma_R V_R^H$ we have

\[
\hat{P} = R^H (R^H R)^+ R = V_R \Sigma_R U_R^H U_R \Sigma_R^{-2} U_R^H U_R \Sigma_R V_R^H = V_R V_R^H.
\] (4.80)

which spans the same space as $R$. Finally, since $(I - \hat{P}) = (I - \hat{P})^2$, and $\|Z^H Z\| = \|Z\|^2$, we have

\[
\|H - \hat{H}\| = \|S(I - \hat{P}) S^H\| = \|S(I - \hat{P})^2 S^H\| = \|(I - \hat{P}) S^H\|^2.
\] (4.81)

Note that $\tilde{C}$ can be rewritten as $\tilde{C} = S^H V^H L V S$, with $L$ a diagonal matrix, with

\[L_{jj} = \frac{\text{Tr}(H)}{M h_{t_j}}.\]

Moreover $t_j$ is sampled from the probability $p(q) = h_q / \text{Tr}(H)$, so $h_{t_j} > 0$ with probability 1, then $L$ has a finite and strictly positive diagonal, so $\tilde{C}$ has the same range of $\hat{P}$. Now, with $C = S^H S$, we are able to apply Proposition 3 and Proposition 7 of [55], and obtain

\[
\|S(I - \hat{P}) S^H\|^2 \leq \frac{\tau}{1 - \beta(\tau)}, \quad \beta(\tau) = \lambda_{\max}((C + \tau I)^{-1/2}(C - \tilde{C})(C + \tau I)^{-1/2}).
\] (4.82)

Finally, note that, since $\hat{P}$ is a projection operator we have that $\|\hat{P}\| = 1$, so

\[
\|\hat{H}\| = \|S \hat{P} S^H\| \leq \|\hat{P}\| \|S\|^2 \leq \|S\|^2 = \|H\|,
\]

where the last step is due to the fact that $H = S S^H$.

\[\square\]

**Lemma 15.** Let $\delta \in (0, 1]$ and $\tau > 0$. When

\[
M \geq \max \left(405 \text{Tr}(H), 67 \text{Tr}(H) \log \frac{\text{Tr}(H)}{2 \delta} \right), \quad \tau = \frac{9 \text{Tr}(H)}{M} \log \frac{M}{2 \delta},
\] (4.83)
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then with probability $1 - \delta$ it holds that

$$
\lambda_{\text{max}}((C + \tau I)^{-1/2}(C - \tilde{C})(C + \tau I)^{-1/2}) \leq \frac{1}{2}.
$$

Proof. Define the random variable $\zeta_j = \sqrt{\frac{\text{Tr}(H)}{h_j}} s_j$, for $1 \leq j \leq M$. Note that

$$
\|\zeta_j\| \leq \sqrt{\frac{\text{Tr}(H)}{h_j}} \|s_j\| \leq \sqrt{\text{Tr}(H)},
$$

almost surely. Moreover,

$$
\mathbb{E} \zeta_j^H = \sum_{q=1}^{2^n} p(q) \frac{\text{Tr}(H)}{h_q} s_q s_q^H = \sum_{q=1}^{2^n} s_q s_q^H = S^H S = C.
$$

By definition of $\zeta_j$, we have

$$
\tilde{C} = \frac{1}{M} \sum_{j=1}^{M} \zeta_j \zeta_j^H.
$$

Since $\zeta_j$ are independent for $1 \leq j \leq M$, uniformly bounded, with expectation equal to $C$, and with $\zeta_j^H (C + \tau I)^{-1} \zeta_j \leq \|\zeta_j\|^2 \tau^{-1} \leq \text{Tr}(H) \tau^{-1}$, we can apply Proposition 8 of [55], that uses non-commutative Bernstein inequality for linear operators [132], and obtain

$$
\lambda_{\text{max}}((C + \tau I)^{-1/2}(C - \tilde{C})(C + \tau I)^{-1/2}) \leq \frac{2\alpha}{3M} + \sqrt{\frac{2\alpha}{M\delta}},
$$

with probability at least $1 - \delta$, with $\alpha = \log \frac{4\text{Tr}(C)}{\delta \tilde{C}}$. Since

$$
\text{Tr}(C) = \text{Tr}(S^H S) = \text{Tr}(SS^H) = \text{Tr}(H),
$$

by Remark 1 of [55], we have that

$$
\lambda_{\text{max}}((C + \tau I)^{-1/2}(C - \tilde{C})(C + \tau I)^{-1/2}) \leq \frac{1}{2},
$$
with probability $1 - \delta$, when $M \geq \max(405\kappa^2, 67\kappa^2\log \frac{\kappa^2}{2\delta})$ and $\tau$ satisfies
\[
\frac{9\kappa^2}{M} \log \frac{M}{2\delta} \leq \tau \leq \|C\| (\text{note that } \|C\| = \|H\|),
\]
where $\kappa^2$ is a bound for the following quantity
\[
\inf_{\tau > 0} \left[ (\|C\| + \tau) \left( \sup_{\iota} \tau^\iota (C + \tau I)^{-1} \zeta_{\iota} \right) \right] \leq \text{Tr}(H) \inf_{\tau > 0} \frac{\|H\| + \tau}{\tau} \leq \text{Tr}(H) := \kappa^2,
\]
where $\sup$ here denotes the essential supremum.

Now we are ready to prove Theorem 10.

**Proof of Theorem 10.** By Lemma 13, we have
\[
\left\| e^{iH\tau} \psi - (I + gK(\hat{H})\hat{H})\psi \right\| \leq \tau \left\| H - \hat{H} \right\| + \frac{(\tau \left\| \hat{H} \right\|)^{K+1}}{(K+1)!}.
\]

Let $\tau > 0$. By Lemma 14, we know that $\left\| \hat{H} \right\| \leq \|H\|$ and that
\[
\left\| H - \hat{H} \right\| \leq \frac{\tau}{1 - \beta(\tau)},
\]
\[
\beta(\tau) = \lambda_{\text{max}}((C + \tau I)^{-1/2}(C - \tilde{C})(C + \tau I)^{-1/2}),
\]
with probability 1. Finally by Lemma 15, we have that the following holds with probability $1 - \delta$,
\[
\lambda_{\text{max}}((C + \tau I)^{-1/2}(C - \tilde{C})(C + \tau I)^{-1/2}) \leq \frac{1}{2},
\]
when
\[
M \geq \max \left( 405\text{Tr}(H), 67\text{Tr}(H)\log \frac{\text{Tr}(H)}{2\delta} \right)
\]
and
\[
\tau = \frac{9\text{Tr}(H)}{M} \log \frac{\text{Tr}(H)}{2\delta}.
\]
So we have

\[
\left\| e^{iHt} \psi - (I + g_K(\hat H)\hat H) \psi \right\| \leq \frac{18 \text{Tr}(H)t}{M} \log \frac{M}{2\delta} + \left( \frac{\|H\|}{(K + 1)!} \right)^{K+1},
\]

with probability \(1 - \delta\).

Now we select \(K\) such that \(\frac{\|H\|}{(K+1)!} \leq \frac{\epsilon}{2}\). Since, by the Stirling approximation, we have

\[
(K + 1)! \geq \sqrt{2\pi}(K + 1)^{K+3/2}e^{-K-1} \geq (K + 1)^{K+1}e^{-K-1}.
\]

Since

\[
(1+x)\log(1/(1+x)) \leq -x,
\]

for \(x > 0\) we can select \(K = et \|H\| + \log \frac{2}{\epsilon} - 1\), such that we have

\[
\log \left( \frac{\|H\|}{(K+1)!} \right) \leq (K+1) \log \frac{et \|H\|}{K+1} \leq et \|H\|\left(1 + \frac{\log \frac{2}{\epsilon}}{et \|H\|}\right) \log \frac{1}{1 + \frac{\log \frac{2}{\epsilon}}{et \|H\|}} \leq \log \frac{\epsilon}{2}.
\]

Finally we require \(M\), such that

\[
\frac{18 \text{Tr}(H)t}{M} \log \frac{M}{2\delta} \leq \frac{\epsilon}{2},
\]

and select

\[
M = \frac{72 \text{Tr}(H)t}{\epsilon} \log \frac{36 \text{Tr}(H)t}{\epsilon \delta}.
\]

Then we have that

\[
\frac{18 \text{Tr}(H)t}{M} \log \frac{M}{2\delta} \leq \frac{\epsilon}{2} \frac{\log \frac{36 \text{Tr}(H)t}{\epsilon \delta}}{2} + \log \frac{36 \text{Tr}(H)t}{\epsilon \delta} \leq \frac{\epsilon}{2}.
\]

\(\square\)
Next, we generalise this results to arbitrary Hermitian matrices under the assumption that these are row-searchable, i.e. assuming the ability to sample according to some leverage of the rows. This will lead to our second result for classical Hamiltonian simulation with the Nyström method.

**Algorithm for row-searchable Hermitian matrices** As mentioned, in this section we now generalise our previous result and derive an algorithm for simulating arbitrary Hermitian matrices. We again provide guarantees on the runtime and errors of the algorithm, generally under the assumption that $H$ is row-searchable. Our algorithm for the general case has slightly worse guarantees compared to the SPD case, which is to be expected. Let in the following again $s$ be the maximum number of non-zero elements in any of the rows of $H$, $\varepsilon$ be the error in the approximation of the output states of the algorithm w.r.t. the ideal $\psi(t)$, and $t$ the evolution time of the simulation. Let further $K$ be the order of the truncated series expansions and $M$ the number of samples we take for the approximation.

In the following we again start by describing the algorithm, and then derive bounds on the runtime and error.

For arbitrary matrices $H$ we will use the following algorithm. Sample $M \in \mathbb{N}$ independent indices $t_1, \ldots, t_M$, with probability $p(i) = \frac{\|h_i\|_2^2}{\|H\|_F^2}$, $1 \leq i \leq 2^n$, where $h_i$ is the $i$-th row of $H$ (sample via Alg. 3). Let $A \in \mathbb{C}^{2^n \times M}$ be the matrix defined by

$$A = \left[ \frac{1}{\sqrt{M p(t_1)}} h_{t_1}, \ldots, \frac{1}{\sqrt{M p(t_M)}} h_{t_M} \right].$$

We then approximate $H$ via the matrix $\hat{H}^2 = AA^H$.

Next, we again define two functions that we will use to approximate the exponential $e^{ix}$,

$$f(x) = \frac{\cos(\sqrt{x}) - 1}{x}, \quad g(x) = \frac{\sin(\sqrt{x}) - \sqrt{x}}{x \sqrt{x}},$$

and denote with $f_K$ and $g_K$ the $K$-truncated Taylor expansions of $f$ and $g$, for $K \in \mathbb{N}$, i.e.,

$$f_K(x) = \sum_{j=0}^{K} \frac{(-1)^{j+1} x^j}{(2j+2)!}, \quad g_K(x) = \sum_{j=0}^{K} \frac{(-1)^{j+1} x^j}{(2j+3)!}.$$
In particular note that
\[ e^{ix} = 1 + ix + f(x^2)x^2 + ig(x^2)x^3. \]

Similar in spirit to the previous approach for SPD \( H \), we hence approximate \( e^{ix} \) via the functions \( f_K \) and \( g_K \). The final approximation is then given by
\[
\hat{\psi}_{K,M}(t) = \psi + itu + t^2Af_K(t^2A^HA)v + it^3Ag_K(t^2A^HA)z,
\]
where \( u = \hat{H}\psi, \ v = A^H\psi, \ z = A^Hu. \) The products \( f_K(A^HA)v \) and \( Ag_K(A^HA)z \) are done by again exploiting the Taylor series form of the two functions and performing only matrix vector products similar to Alg. 4. Recall that \( s \) is the maximum number of non-zero elements in the rows of \( H \), and \( q \) the number of non-zero elements in \( \psi \). The algorithm then requires \( O(sq) \) in space and time to compute \( u \), \( O(M\min(s,q)) \) in time and \( O(M) \) in space to compute \( v \) and \( O(Ms) \) in time and space to compute \( z \). We therefore obtain a total computational complexity of
\[
\begin{align*}
time & : \ O(sq + M\min(s,q) + sMK), \\
\text{space} & : \ O(s(q + M)).
\end{align*}
\]

Note that if \( s > M \) is it possible to further reduce the memory requirements at the cost of more computational time, by computing \( B = A^HA \), which can be done in blocks and require \( O(sM^2) \) in time and \( O(M^2) \) in memory, and then compute
\[
\hat{\psi}_{K,M}(t) = \psi + itu + t^2Af_K(t^2B)v + it^3Ag_K(t^2B)z.
\]
In this case the computational cost would be
\[
\begin{align*}
time & : \ O(sq + M\min(s,q) + M^2(s + K)), \\
\text{space} & : \ O(sq + M^2).
\end{align*}
\]

The properties of the this algorithm are summarised in the following theorem, which
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Theorem 11 (Algorithm for simulating row-samplable Hermitian matrices). Let $\delta, \varepsilon \in (0, 1]$. Let $t > 0$ and $K, M \in \mathbb{N}$, where $K$ is the number of terms in the truncated series expansions of $g(\hat{H})$ and $M$ the number of samples we take for the approximation, and let $t > 0$. Let $\psi(t)$ be the true evolution (Eq. 4.70) and let $\hat{\psi}_{K,M}(t)$ be computed as in Eq. 4.87. When

$$M \geq \frac{256t^4(1 + t^2 \|H\|_F^2) \|H\|_F^2 \|H\|_F^2}{\varepsilon^2 \delta \|H\|_F^2},$$

(4.92)

$$K \geq 4t \sqrt{\|H\|_F^2 + \varepsilon + \log \frac{4(1 + t \|H\|_F)}{\varepsilon}},$$

(4.93)

then

$$\|\hat{\psi}_{K,M}(t) - \psi(t)\| \leq \varepsilon,$$

with probability at least $1 - \delta$.

Note that with the result above, we have that $\hat{\psi}_{K,M}(t)$ in Eq. (4.87) approximates $\psi(t)$, with error at most $\varepsilon$ and with probability at least $1 - \delta$, requiring a computational cost that is $O\left(sq + M \min(s, q) + M^2(s + K)\right)$ in time and $O\left(sq + M^2\right)$ in memory.

Combining Eq. 4.90 and 4.91 with Eq. 4.92 and 4.93, the whole computational complexity of the algorithm described in this section, is

$$\text{time} : O\left(sq + \frac{t^9 \|H\|_F^4 \|H\|_F^7}{\varepsilon^4} \left(n + \log \frac{1}{\delta}\right)^2\right),$$

(4.94)

$$\text{space} : O\left(sq + \frac{t^8 \|H\|_F^4 \|H\|_F^6}{\varepsilon^4} \left(n + \log \frac{1}{\delta}\right)^2\right),$$

(4.95)

where the quantity $\log \frac{4\|H\|_F^2}{\delta \|H\|_F^2}$ in Eq. 4.92 was bounded using the following inequality

$$\log \frac{\|H\|_F^2}{\|H\|_F^2} \leq \log \frac{2^n \lambda_{\text{MAX}}^2}{\lambda_{\text{MAX}}^2} = n,$$
where $\lambda_{\text{MAX}}$ is the biggest eigenvalue of $H$.

Observe now that simulation of the time evolution of $\alpha I$ does only change the phase of the time evolution, where $I \in \mathbb{C}^{N \times N}$ is the identity matrix and $\alpha$ some real parameter. We can hence perform the time evolution of $\tilde{H} := H - \alpha I$, since for any efficient classical description of the input state we can apply the time evolution of the diagonal matrix $e^{-i\alpha t}$. We can then optimise the parameter $\alpha$ such that the Frobenius norm of the operator $\tilde{H}$ is minimized, i.e.

$$\alpha = \arg\min_{\alpha} \|\tilde{H}\|_F^2 = \arg\min_{\alpha} \|H - \alpha I\|_F^2,$$

from which we obtain the condition $\alpha = \frac{\text{Tr}(H)}{2N}$. Since, in order for the algorithm to be efficient, we require that $\|\tilde{H}\|_F$ is bounded by $\text{polylog} N$. Using the spectral theorem, and the fact that the Frobenius norm is unitarily invariant, this in turn gives us after a bit of algebra the condition

$$\|H\|_F^2 - \frac{1}{N} \text{Tr}(H)^2 \leq O(\text{polylog}(N)),$$

for which we can simulate the Hamiltonian $H$ efficiently.

We now prove the second main result of this work and establish the correctness of the above results.

**Proof of Theorem 11.** Denote with

$$\tilde{Z}_K(H_t, At) = I + itH + t^2 Af_K(t^2 A^H A)A^H + it^3 Ag_K(t^2 A^H A)A^H H,$$

$$\tilde{Z}(H_t, At) = I + itH + t^2 Af(t^2 A^H A)A^H + it^3 Ag(t^2 A^H A)A^H H.$$

By definition of $\tilde{\psi}_{K,M}(t)$ and the fact that $\|\psi\| = 1$, we have

$$\|\tilde{\psi}_{K,M}(t) - \psi(t)\| \leq \|\tilde{Z}_K(At, Ht) - e^{iHt}\| \|\psi\|$$

$$\leq \|\tilde{Z}_K(At, Ht) - \tilde{Z}(Ht, At)\| + \|\tilde{Z}(Ht, At) - e^{iHt}\|.$$

We first study $\|\tilde{Z}(Ht, At) - e^{iHt}\|$. Define $I(x) = f(x)x$ and $M(x) = g(x)x$. Note that,
by the spectral theorem, we have

\[ \hat{Z}(Ht, At) = I + itH + t^2 A f(t^2 A H) A^H + it^3 A g(t^2 A H) A^H H \]
\[ = I + itH + t^2 f(t^2 A H) A A^H + it^3 g(t^2 A H) A A^H \]
\[ = I + itH + t(l^2 A A^H) + itm(t^2 A A^H) H. \]

Since

\[ e^{ixt} = 1 + ixt + l(t^2 x^2) + itm(t^2 x^2) x, \]

we have

\[ \| \hat{Z}(Ht, At) - e^{iHt} \| = \| l(t^2 A A^H) - l(t^2 H^2) + itm(t^2 A A^H) H - itm(t^2 H^2) H \|
\leq \| l(t^2 A A^H) - l(t^2 H^2) \| + t \| m(t^2 A A^H) - m(t^2 H^2) \| \| H \| . \]

To bound the norms in \( l, m \) we will apply Thm. 1.4.1 of [133]. The theorem states that if a function \( f \in L^\infty(\mathbb{R}) \), i.e. \( f \) is in the function space which elements are the essentially bounded measurable functions, it is entirely on \( \mathbb{C} \) and satisfies \( |f(z)| \leq e^{\sigma|z|} \) for any \( z \in \mathbb{C} \). Then \( \|f(A) - f(B)\| \leq \sigma \|f\|_{L^\infty(\mathbb{R})} \|A - B\| \). Note that

\[ |l(z)| = \left| \sum_{j=1}^{\infty} \frac{(-1)^j z^j}{(2j)!} \right| \leq \sum_{j=1}^{\infty} \frac{|z|^j}{(2j)!} \leq \sum_{j=1}^{\infty} \frac{|z|^j}{j!} \leq e^{|z|}, \]
\[ |l(z)| = \left| \sum_{j=1}^{\infty} \frac{(-1)^j z^j}{(2j+1)!} \right| \leq \sum_{j=1}^{\infty} \frac{|z|^j}{(2j+1)!} \leq \sum_{j=1}^{\infty} \frac{|z|^j}{j!} \leq e^{|z|}. \]

Moreover it is easy to see that \( \|l\|_{L^\infty(\mathbb{R})} \cdot \|m\|_{L^\infty(\mathbb{R})} \leq 2. \) So

\[ \| \hat{Z}(Ht, At) - e^{iHt} \| \leq 2(1 + t \|H\|) \| l^2 A A^H - t^2 H^2 \|
\leq 2t^2(1 + t \|H\|) \| A A^H - H^2 \|. \]
Now note that, by defining the random variable \( \zeta_i = \frac{1}{p(q)} \left( p(t_i) - \frac{1}{p(t_i)} \right) \), we have that

\[
AA^H = \frac{1}{M} \sum_{i=1}^{M} \zeta_i,
\]

\[
\mathbb{E}[\zeta_i] = \sum_{q=1}^{2^n} p(q) \frac{1}{p(q)} h_i h_i^H = H^2, \quad \forall i.
\]

Let \( \tau > 0 \). By applying Thm. 1 of [134] (or Prop. 9 in [55]), for which

\[
\|AA^H - H^2\| \leq \sqrt{\frac{\|H\|_F^2}{M} \|H\|^2 \tau} + 2 \frac{\|H\|_F^2}{M} \|H\|^2 \tau,
\]

with probability at least \( 1 - 4 \frac{\|H\|_F^2}{\|H\|^2} \tau/(e^\tau - \tau - 1) \). Now since

\[
1 - 4 \frac{\|H\|_F^2}{\|H\|^2} \tau/(e^\tau - \tau - 1) \geq 1 - e^\tau,
\]

when \( \tau \geq e \), by selecting

\[
\tau = 2 \log \frac{4 \|H\|_F^2}{\|H\|_F^2},
\]

we have that the equation above holds with probability at least \( 1 - \delta \).

Let \( \eta > 0 \), by selecting

\[
M = 4 \eta^{-2} \|H\|_F^2 \|H\|^2 \tau,
\]

we then obtain

\[
\|AA^H - H^2\| \leq \eta,
\]

with probability at least \( 1 - \delta \).

Now we study \( \|\hat{Z}_K(At, Ht) - \hat{Z}(Ht, At)\| \). Denote with \( a, b \) the functions \( a(x) = l(x^2), b(x) = m(x^2) \) and with \( a_K, b_K \) the associated \( K \)-truncated Taylor expansions. Note that \( a(x) = \cos(x) - 1 \), while \( b(x) = (\sin(x) - x)/x \). Now by definition
of $\hat{Z}_K$ and $\hat{Z}$, we have

$$\left\| \hat{Z}_K(At, Ht) - \hat{Z}(Ht, At) \right\| \leq \left\| a_K(t \sqrt{AA^H}) - a(t \sqrt{AA^H}) \right\| + t \| H \| \left\| b_K(t \sqrt{AA^H}) - b(t \sqrt{AA^H}) \right\|.$$

Note that, since

$$\sum_j x^{2j}/(2j)! = \cosh(x) \leq 2e^{\| x \|},$$

and

$$|(a_K - a)(x)| = \left| \sum_{j=K+2} (-1)^j \frac{x^{2j}}{(2j)!} \right| \leq \frac{|x|^{2K+4}}{(2K+4)!} \sum_{j=0} (2j)! \frac{(2j+2K+4)!}{(2j+2K+4)!} = \frac{2|x|^{2K+4}e^{\| x \|}}{(2K+4)!},$$

$$|(b_K - b)(x)| = \left| \sum_{j=K+2} (-1)^j \frac{x^{2j}}{(2j+1)!} \right| \leq \frac{|x|^{2K+4}}{(2K+4)!} \sum_{j=0} (2j)! \frac{(2j+2K+5)!}{(2j+2K+5)!} \leq \frac{2|x|^{2K+4}e^{\| x \|}}{(2K+4)!}.$$

Let $R > 0, \beta \in (0, 1]$. Now note that, by Stirling approximation, $c! \geq e^{\log c}$, so by
selecting $K = \frac{e^2}{2} R + \log \left( \frac{1}{\beta} \right)$, we have for any $|x| \leq R$,

$$
\log \left( \frac{2|x|^{2K+4} e^{|x|}}{(2K+4)!} \right) \leq |x| + (2K + 4) \log \frac{e^{|x|}}{2K+4}
$$

$$
\leq R + (2K + 4) \log \frac{eR}{2K+4}
$$

$$
\leq R - \left( e^2 R + 4 + \log \frac{1}{\beta} \right) \log \left( e + 4 + \log \frac{1}{\beta} \right)
$$

$$
\leq R - \left( e^2 R + 4 + \log \frac{1}{\beta} \right)
$$

$$
\leq -(e^2 - 1) R - 4 - \log \frac{1}{\beta}
$$

$$
\leq -\log \frac{1}{\beta}.
$$

So, by choosing $K \geq \log \frac{1}{\beta} + e^2 R/2$, we have $|a_K(x) - a(x)|, |b_K(x) - b(x)| \leq \beta$.

With this we finally obtain

$$
\left\| \hat{Z}_K(At, Ht) - \hat{Z}(Ht, At) \right\| \leq 2(1 + t \|H\|) \beta,
$$

when $K \geq e^2 t \|A\| / 2 + \log \frac{1}{\beta}$, and therefore we have

$$
\left\| \hat{\psi}_{K,M}(t) - \psi(t) \right\| \leq 2t^2 (1 + t \|H\|) \eta + 2(1 + t \|H\|) \beta,
$$

with probability at least $1 - \delta$, when

$$
M \geq 8 \eta^{-2} \|H\|^2 \|H\|^2 \log \frac{4 \|H\|^2}{\|H\|^2 \delta}, \quad K \geq 4t \|A\| + \log \frac{1}{\beta}.
$$

In particular, by choosing $\eta = \epsilon / (4t^2 (1 + t \|H\|))$ and $\beta = \epsilon / (4(1 + t \|H\|))$, we have

$$
\left\| \hat{\psi}_{K,M}(t) - \psi(t) \right\| \leq \epsilon,
$$

with probability at least $1 - \delta$.

With this result in mind note that, in the event where $\|AA^H - H^2\| \leq \epsilon$, we
have that
\[ \| AA^H - H \|^2 \leq \| AA^H - H \|_2^2 \leq \epsilon, \]
and therefore, \( \| A \| \leq \sqrt{\| H \|_2^2 + \epsilon}. \)

### 4.4.6 Beyond the Nyström method

While the Nyström method has been applied very successful over the past decade or so, in recent years, it also has been improved upon using better approximations for symmetric matrices. The results of [135] indicated that the Nyström method has advantages over the random feature method [136], the closest competitor, both theoretically and empirically. However, as it has recently been established, even the Nyström method does not attain high accuracy in general. A model which improves the accuracy of the Nyström method, is the so-called prototype model [137, 138].

The prototype model performs first a random sketch on the input matrix \( H \), i.e., \( C = HS \), where \( S \) is a sketching or sampling matrix which samples \( M \) rows of \( H \), and then computes the intersection matrix \( U^* \) as

\[
U^* := \arg\min_U \| H - CUC^H \|_F^2 = C^+ H (C^+)^H \in \mathbb{R}^{M \times M}.
\]

The model then approximates \( H \) by \( CU^*C^H \). While the initial versions of the prototype model were not efficient due to the cost of calculating \( U^* \), [139] improved these results by approximately calculating the optimal \( U^* \), which led to a higher accuracy compared to the Nyström method, but also to an improved runtime. As future work, we leave it open, whether these methods can be used to obtain improved classical algorithms for Hamiltonian simulation and quantum machine learning in general.

### 4.4.7 Conclusion

As we mentioned in the introduction of the chapter, our results are closely related to the so-called ’quantum-inspired’ or ’dequantisation’ results, which followed the work by Tang [17]. It is obvious that our row-searchable condition is fundamentally equivalent to the sample and query access requirement, and both our and other results indicate that the state preparation condition requires a careful assessment in
order to determine whether a quantum algorithm provides an actual advantage over its classical equivalent. In particular, our sampling scheme for Hermitian matrices is equivalent to the sampling scheme based on the classical memory structure which we introduced earlier, although for PSD matrices we use a more computationally efficient variant. While we also provide a method based on binary-trees to compute the sampling probabilities, the tree structure of the memory immediately allows us to execute such a sampling process in practice. The main difference is therefore that we use a traditional memory structure and provide a fast way to calculate the marginals using a binary tree (see Sec. 4.4.5), while [17] assumes a memory structure, which allows one to sample efficiently according to this distribution.

Notably, we believe our results can be further improved by using the rejection sampling methods as is done in all quantum-inspired approaches. The rejection sampling is required in order to achieve faster algorithms as they allow us to sample from the output distribution rather than putting out the entirety of it – as is the case with our algorithm.

Based on our results for Hamiltonian simulation, and supported by the large amount of recent quantum-inspired results for QML applications, we believe it less likely that QML algorithms will admit any exponential speedups compared to classical algorithms. The main reason is because, unlike their classical counterparts, most QML algorithms require strong input assumptions. As we have seen, these caveats arise due to two reasons. First, the fast loading of large input data into a quantum computer is a very powerful assumption, which indeed leads to similarly powerful classical algorithms. Second, extracting the results from an output quantum state is hard in general. Tang’s [17] breakthrough result in 2018 for the quantum recommendation systems algorithm, which was previously believed to be one of the strongest candidates for a practical exponential speedup in QML, indeed implied that the quantum algorithm does not give an exponential speedup. Tang’s algorithm solves the same problem as the quantum algorithm and just incurs a polynomial slow-down. To do so, it relies on similar methods to the ones we described for Hamiltonian simulation with the Nyström method, and combines these with
classical rejection sampling.

While exponential speedups therefore appear not to be possible in general, in specific cases, such as problems with sparsity assumptions, these dequantisation techniques cannot be applied and QML algorithms still might offer the long-sought exponential advantage.

The most well known quantum algorithm of this resistant type is the HHL algorithm for sparse matrix inversion [36], which indeed is BQP-complete. Although HHL has a range of caveats, see e.g. [43], perhaps it can be useful in certain instances. Works that build on top of the HHL, such as Zhao et al. on Gaussian process regression [140] and Lloyd et al. on topological data analysis [141] might indeed overcome these drawbacks and achieve a super-polynomial quantum speedup.

The question whether such quantum or quantum-inspired algorithms will be useful in practice is, however, even harder to answer. Indeed, for algorithms with a theoretical polynomial speedup an actual advantage can only be established through proper benchmarks and performance analysis such as a scaling analysis. The recent work by Arrazola et al. [142], for example, implemented and tested the quantum-inspired algorithms for regression and recommendation systems and compared these against existing state-of-the-art implementations. While giving various insights, however, it is unclear whether the analysis in question is valid. In order to assure that the algorithms are tested properly, more modern sketching algorithms would need to be used, since the ones that we and also other authors rely on do not necessarily provide performance close to the current state-of-the-art. The reason for this is that they were chosen to obtain complexity theoretic results, i.e., to demonstrate that from a theoretical perspective the quantum algorithms do not have an exponential advantage. As was also pointed out in [21] Dahiya, Konomis, and Woodruff [143] already conducted an empirical study of sketching algorithms for low-rank approximation on both synthetic datasets and the movielens dataset, and reported that their implementation “finds a solution with cost at most 10 times the optimal one [...] but does so 10 times faster”, which is in contrast to the results of Arrazola et al. [142]. Additionally, using self-implemented algorithms and compar-
ing these in a non-optimised way to highly optimised numerical packages such as LAPACK, BLAS, or others, is usually not helpful when evaluating the performance of algorithms.

We therefore conclude that quantum machine learning algorithms still might have a polynomial advantage over classical ones, but in practice many challenges exist and need to be overcome. It is hence unclear as of today whether they will be able to provide any meaningful advantage over classical machine learning algorithms. In the future we hope to see results that implement the quantum algorithms and analyse the resulting overhead, and ultimately benchmark these against their quantum-inspired counterparts. However, we believe that such benchmarks will not be possible in the near future, as the requirements on the quantum hardware are far beyond what is possible today.
Chapter 5

Promising avenues for QML

In the previous chapters, we have tried to answer the main questions of this thesis, i.e., whether (a) quantum machine learning algorithms can offer an advantage over their classical counterparts from a statistical perspective, and (b) whether randomised approaches can be used to achieve similarly powerful classical algorithms. We answered both of these questions in the context of supervised quantum machine learning algorithms for classical data, i.e., data that is stored in some form of a classical memory. However, data could also be obtained as the immediate output of a quantum process, and the QML algorithm could therefore also directly use the resulting quantum states as input that could in principle resolve qRAM-related challenges. Indeed, in this regime (QQ in Fig. 1.1), it is very likely that classical machine learning algorithms will have difficulties, since they are fundamentally not able to use the input except through prior sampling (measurement) of the state, which implies a potential loss of information. The ability to prepare, i.e., generate arbitrary input states with a polynomially sized circuit could therefore enable useful quantum machine learning algorithms.

In this chapter, we now briefly discuss a possible future avenue for QML, namely the generative learning of quantum distributions and quantum states. In particular, we provide a method for fully quantum generative training of quantum Boltzmann machines with both visible and hidden units. To do this, we rely on the quantum relative entropy as an objective function, which is significant since prior methods cannot do so due to mathematical challenges. The mathematical challenges
are a result of the gradient evaluation which is required in the training process. Our method is highly relevant, as it allows us to efficiently estimate gradients even for nearly parallel states, which has been impossible for all previous methods. We can therefore use our algorithm even to approximate cloning and state preparation for arbitrary input states. We present in the following two novel methods for solving this problem. The first method given an efficient algorithm for a class of restricted quantum Boltzmann machines with mutually commuting Hamiltonians on the hidden units. In order to train it with gradient descent and the quantum relative entropy as an objective function, we use a variational upper bound. The second one generalises the first result to generic quantum Boltzmann machines by using high-order divided difference methods and linear-combinations of unitaries to approximate the exact gradient of the relative entropy. Both methods are efficient under the assumption that Gibbs state preparation is efficient and assuming that the Hamiltonian is a sparse, row-computable matrix.

5.1 Generative quantum machine learning

One objective of QML is to design models that can learn in quantum mechanical settings [144, 5, 145, 146, 147, 148], i.e., models which are able to quickly identify patterns in data, i.e., quantum state vectors, which inhabit an exponentially large vector space [149, 150]. The sheer size of these vectors therefore restricts the computations that can be performed efficiently. As we have seen above, one of the main bottlenecks for many QML applications (e.g. supervised learning) is the input data preparation. While qRAM appears not to be a solution to the common data read-in problem, other methods for the fast preparation of quantum states might enable useful QML applications.

The clearest cases where quantum machine learning can therefore provide an advantage is when the input is already in the form of quantum data, i.e., quantum states. An alternative way to qRAM to efficiently generate quantum states according to a desired distribution are generative models. Generative models can derive concise descriptions of large quantum states [151, 152, 153, 28], and be able to
Figure 5.1: Comparison of previous training algorithms for quantum Boltzmann machines. The models have a varying cost function (objective), contain (are able to be trained with) hidden units, and have different input data (classical or quantum).}

The most general representation for the input, which is the natural analog of a quantum training set, would be a density operator \( \rho \), which is a positive semi-definite trace-1 Hermitian matrix that, roughly speaking, describes a probability distribution over the input quantum state vectors. The goal in quantum generative training is to learn a unitary operator \( V : |0\rangle \rightarrow \sigma \), which takes as input a quantum state \( |0\rangle \), and prepares the density matrix \( \sigma \), by taking a small (polynomial) number of samples from \( \rho \), with the condition that under some chosen distance measure \( D \), \( D(\rho, \sigma) \), is small. For example, for the \( L_1 \) norm this could be \( D(\rho, \sigma) = \| \rho - \sigma \|_1 \). In the quantum information community this task is known as partial tomography [151] or approximate cloning [154]. A similar task is to replicate a conditional probability distribution over a label subspace. Such approaches play a crucial role in QAOA-based quantum neural networks.

5.1.1 Related work

Various approaches have been put forward to solve the challenge of generative learning in the quantum domain [151, 153, 155, 156, 157], but to date, all proposed solutions suffer from drawbacks due to data input requirements, vanishing gradients, or an inability to learn with hidden units. In this chapter, we present two novel approaches for training quantum Boltzmann machines [151, 158, 156]. Our approaches resolve all restrictions of prior art, and therefore address a major open problem in generative quantum machine learning. Figure 5.1 summarises the key results and prior art.
5.2 Boltzmann and quantum Boltzmann machines

Boltzmann machines are a physics inspired class of neural network [160, 161, 162, 163, 164, 165, 166, 167], which have gained increasing popularity and found numerous applications over the last decade [168, 166, 169, 170]. More recently, they have been used in the generative description of complex quantum systems [171, 172, 173]. Boltzmann machines are an immediate approach when we want to perform generative learning, since they are a physically inspired model which resembles many common quantum systems. Through this similarity, they are also highly suitable to be implemented on quantum computers. To be more precise, a Boltzmann machine is defined by the energy which arises from the interactions in the physical system. As such, it prescribes an energy to every configuration of this system, and then generates samples from a distribution which assigns probabilities to the states according to the exponential of the states energy. This distribution is in classical statistical physics known as the canonical ensemble. The explicit model is given by

\[ \sigma_v(H) = \text{Tr}_h \left( \frac{e^{-H}}{Z} \right) = \frac{\text{Tr}_h e^{-H}}{\text{Tr} e^{-H}}, \]  

where \( \text{Tr}_h(\cdot) \) is the partial trace over the so-called Hidden subsystem, an auxiliary sub-system which allows the model to build correlations between different nodes in the Visible subsystem. In the case of classical Boltzmann machines, the Hamiltonian \( H \) is an energy function that assigns to each state an energy, resulting in a diagonal matrix. In the quantum mechanical case, however, we can obtain superpositions (i.e., linear combinations) of different states, and the energy function therefore turns into the Hamiltonian of the quantum Boltzmann, i.e., a general Hermitian matrix which has off-diagonal entries.

As mentioned earlier, for a quantum system the dimension of the Hamiltonian grows exponentially with the number of units such as qubits or orbitals, denoted \( n \), of the system, i.e., \( H \in \mathbb{C}^{2^n \times 2^n} \).

Generative quantum Boltzmann training is then defined as the task of finding the parameters or so-called weights \( \theta \), which parameterise the Hamiltonian \( H = \)
5.2. Boltzmann and quantum Boltzmann machines

$H(\theta)$, such that

$$H = \arg\min_{H(\theta)} (D(\rho, \sigma_v(H)))$$

where $D$ is again an appropriately chosen distance, or divergence, function. For example, the quantum analogue of an all-visible Boltzmann machine with $n_v$ units would then take the form

$$H(\theta) = \sum_{n=1}^{n_v} \theta_{2n-1} \sigma_x^{(n)} + \theta_{2n} \sigma_z^{(n)} + \sum_{n>n'} \theta_{(n,n')} \sigma_z^{(n)} \sigma_z^{(n')}.$$  \hspace{1cm} (5.2)

Here $\sigma_z^{(n)}$ and $\sigma_x^{(n)}$ are Pauli matrices acting on qubit (unit) $n$.

We now provide a formal definition of the quantum Boltzmann machine.

**Definition 5.** A quantum Boltzmann machine to be a quantum mechanical system that acts on a tensor product of Hilbert spaces $\mathcal{H}_v \otimes \mathcal{H}_h \in \mathbb{C}^{2^n}$ that correspond to the visible and hidden subsystems of the Boltzmann machine. It further has a Hamiltonian of the form $H \in \mathbb{C}^{2^n \times 2^n}$ such that $\|H - \text{diag}(H)\| > 0$. The quantum Boltzmann machine takes these parameters and then outputs a state of the form $\text{Tr}_h \left( e^{-H} \text{Tr}(e^{-H}) \right)$.

For classical data we hence want to minimise the distance between two different distributions, namely the input and output distribution. The natural way to measure such a distance is the Kullback-Leibler (KL) divergence. In the case of the quantum Boltzmann machine, in contrast, we want to minimise the distance between two quantum states (density matrices), and the natural notion of distance changes to the quantum relative entropy:

$$S(\rho|\sigma_v) = \text{Tr}(\rho \log \rho) - \text{Tr}(\rho \log \sigma_v).$$  \hspace{1cm} (5.3)

For diagonal $\rho$ and $\sigma_v$ this indeed reduces to the (classical) KL divergence, and it is zero if and only if $\rho = \sigma_v$.

For Boltzmann machines with visible units, the gradient of the relative entropy can be computed in a straightforward manner because here $\sigma_v = e^{-H}/Z$ and since $\log(e^{-H}/Z) = -H - \log(Z)$, we can easily compute the matrix derivatives. This
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is however not the case in general, and no methods are known for the generative training of Boltzmann machines for the quantum relative entropy loss function, if hidden units are present. The main challenge which restricts an easy solution in this case is the evaluation of the partial trace in $\log(\text{Tr}_\rho e^{-H}/Z)$, which prevents us from simplifying the logarithm term which is required for the gradient.

In the following, we will provide two practical methods for training quantum Boltzmann machines with both hidden and visible units. We provide two different approaches for achieving this. The first method only applies to a restricted case, however it allows us to propose a more efficient scheme that relies on a variational upper bound on the quantum relative entropy in order to calculate the derivatives. The second approach is more general method, but requires more resources. For the second approach we rely on recent techniques from quantum simulation to approximate the exact expression for the gradient. For this we rely on a Fourier series approximation and high-order divided difference formulas in place of the analytic derivative. Under the assumption that Gibbs state preparation is efficient, which we expect to hold in most practical cases, both methods are efficient.

We note however, that this assumption is indeed not valid in general, in particular, since the possibility of efficient Gibbs state preparation would imply QMA ⊆ BQP which is unlikely to hold.

While the here presented results might be interesting for several readers, in order to preserve the flow and keep the presentation simple, we will include the proofs of technical lemmas in the appendix of the thesis.

5.3 Training quantum Boltzmann machines

We now present methods for training quantum Boltzmann machines. We begin by defining the quantum relative entropy, which we use as cost function for our quantum Boltzmann machine (QBM) with hidden units. Recall that $\rho$ is our input distribution, and $\sigma = \text{Tr}_h \left[ e^{-H}/\text{Tr} \left( e^{-H} \right) \right]$ is the output distribution, where we perform the partial trace over the hidden units. With this, the cost function is hence
given by

\[ O_\rho(H) = S\left( \rho \left| \text{Tr}_h \left[ e^{-H} / \text{Tr}(e^{-H}) \right] \right. \right), \]  
(5.4)

where \( S(\rho | \sigma_v) \) is the quantum relative entropy as defined in eq. 5.3. A few remarks.

First, note that it is possible to add a regularisation term in order to penalise undesired quantum correlations in the model [151]. Second, since we will only derive gradient based algorithms for the training, we need to evaluate the gradient of the cost function, which requires the gradient of the quantum relative entropy.

As previously mentioned, this is possible to do in a closed-form expression for the case of an all-visible Boltzmann machine, which corresponds to \( \text{dim} (\mathcal{H}_h) = 1. \) The gradient in this case takes the form

\[ \frac{\partial O_\rho(H)}{\partial \theta} = -\text{Tr} \left( \frac{\partial}{\partial \theta} \rho \log \sigma_v \right), \]  
(5.5)

which can be simplified using \( \log(\exp(-H)) = -H \) and Duhamel's formula to obtain the following equation for the gradient, denoting with \( \partial_\theta := \partial / \partial \theta, \)

\[ \text{Tr}(\rho \partial_\theta H) - \text{Tr} \left( e^{-H} \partial_\theta H \right) / \text{Tr}(e^{-H}). \]  
(5.6)

However, this gradient formula is does not hold any longer if we include hidden units. If we hence want to include hidden units, then we need to additionally trace out the subsystem. Doing so results in the majorised distribution from eq. 5.1, which also changes the cost function into the form described in eq. 5.4. Note that \( H = H(\theta) \) is depending on the training weights. We will adjust these in the training process with the goal to match \( \sigma_v \) to \( \rho \) – the target density matrix. Omitting the \( \text{Tr}(\rho \log \rho) \) since it is a constant, we therefore obtain

\[ \frac{\partial O_\rho(H)}{\partial \theta} = -\text{Tr} \left( \frac{\partial}{\partial \theta} \rho \log \sigma_v \right), \]  
(5.7)

for the gradient of the objective function.

In the following sections, we now present our two approaches for evaluating the gradient in eq. 5.7. The first one is less general, but gives us an easy imple-
mentable algorithm with strong bounds. The second one, on the hand, can be applied to arbitrary problem instances, and therefore presents a general purpose gradient based algorithm for training quantum Boltzmann machines with the relative entropy objective. The results are to be expected, since the no-free-lunch theorem suggests that no good bounds can be obtained without assumptions on the problem instance. Indeed, our general algorithm can in principle result in an exponentially worse complexity compared to the specialised one. However, we are expecting that for most practical applications this will not be the case, and our algorithm will hence be applicable for most cases of practical interest. To our knowledge, we hence present the first algorithm of this kind, which is able to train arbitrary arbitrary quantum Boltzmann machines efficiently.

5.3.1 Variational training for restricted Hamiltonians

Our first approach optimises a variational upper bound of the objective function, for a restricted but still practical setting. This approach results in a fast and easy way to implement quantum algorithms which, however, is less general due to the input assumptions we are making. These assumptions are required in order to overcome challenges related the evaluation of matrix functions, for which classical calculus fails.

Concretely, we express the Hamiltonian in this case as

$$H = H_v + H_h + H_{\text{int}},$$

(5.8)
i.e., a decomposition of the Hamiltonian into a part acting on the visible layers, the hidden layers and a third interaction Hamiltonian that creates correlations between the two. In particular, we further assume for simplicity that there are two sets of operators \(\{v_k\}\) and \(\{h_k\}\) composed of \(D = W_v + W_h + W_{\text{int}}\) terms such that

$$H_v = \sum_{k=1}^{W_v} \theta_k v_k \otimes I,$$

$$H_h = \sum_{k=W_v+1}^{W_v+W_h} \theta_k I \otimes h_k,$$

$$H_{\text{int}} = \sum_{k=W_v+W_h+1}^{W_v+W_h+W_{\text{int}}} \theta_k v_k \otimes h_k,$$

$$[h_k, h_j] = 0 \quad \forall \ j, k,$$

(5.9)
which implies that the Hamiltonian can in general be expressed as

\[ H = \sum_{k=1}^{D} \theta_k v_k \otimes h_k. \] (5.10)

We break up the Hamiltonian into this form to emphasise the qualitative difference between the types of terms that can appear in this model. Note that we generally assume throughout this article that \( v_k, h_k \) are unitary operators, which is indeed given in most common instances.

By choosing this particular form of the Hamiltonian in (5.9), we want to force the non-commuting terms, i.e., terms for which it holds that the commutator \([v_k, h_k] \neq 0\), to act only on the visible units of the model. On the other hand, only commuting Hamiltonian terms act on the hidden register, and we can therefore express the eigenvalues and eigenvectors for the Hamiltonian as

\[ H |v_h\rangle \otimes |h\rangle = \lambda_{v_h,h} |v_h\rangle \otimes |h\rangle. \] (5.11)

Note that here both the conditional eigenvectors and eigenvalues for the visible subsystem are functions of the eigenvector \(|h\rangle\) in the hidden register, and we hence denote these as \(v_h, \lambda_{v_h,h}\) respectively. This allows the hidden units to select between eigenbases to interpret the input data while also penalising portions of the accessible Hilbert space that are not supported by the training data. However, since the hidden units commute they cannot be used to construct a non-diagonal eigenbasis. While this division between the visible and hidden layers on the one hand helps us to build an intuition about the model, on the other hand – more importantly – it allows us to derive a more efficient training algorithms that exploit this fact.

As previously mentioned, for the first result we rely on a variational bound of the objective function in order to train the quantum Boltzmann machine weights for a Hamiltonian \(H\) of the form given in (5.10). We can express this variational bound compactly in terms of a thermal expectation against a fictitious thermal probability distribution. We define this expectation below.

**Definition 6.** Let \( \tilde{H}_h = \sum_k \theta_k \text{Tr}(\rho v_k) h_k \) be the Hamiltonian acting conditioned on the hidden register.
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on the visible subspace only on the hidden subsystem of the Hamiltonian $H := \sum_k \theta_k v_k \otimes h_k$. Then we define the expectation value over the marginal distribution over the hidden variables $h$ as

$$\mathbb{E}_h(\cdot) = \sum_h \frac{(\cdot)e^{-\text{Tr}(\rho H_h)}}{\sum_h e^{-\text{Tr}(\rho H_h)}}.$$  \hfill (5.12)

Using this we derive an upper bound on $S$ in section B.1 of the Appendix, which leads to the following lemma.

**Lemma 16.** Assume that the Hamiltonian $H$ of the quantum Boltzmann machine takes the form described in eq. 5.10, where $\theta_k$ are the parameters which determine the interaction strength and $v_k, h_k$ are unitary operators. Furthermore, let $h_k | h \rangle = E_{h,k} | h \rangle$ be the eigenvalues of the hidden subsystem, and $\mathbb{E}_h(\cdot)$ as given by Definition 6, i.e., the expectation value over the effective Boltzmann distribution of the visible layer with $\tilde{H}_h := \sum_k E_{h,k} \theta_k v_k$. Then, a variational upper bound $\tilde{S}$ of the objective function, meaning that $\tilde{S}(\rho | H) \geq S(\rho | e^{-H} / Z)$, is given by

$$\tilde{S}(\rho | H) := \text{Tr} (\rho \log \rho) + \text{Tr} \left( \rho \sum_k \mathbb{E}_h [E_{h,k} \theta_k v_k] + \mathbb{E}_h [\log \alpha_h] \right) + \log Z, \quad (5.13)$$

where

$$\alpha_h = \frac{e^{-\text{Tr}(\rho \tilde{H}_h)}}{\sum_h e^{-\text{Tr}(\rho H_h)}}$$

is the corresponding Gibbs distribution for the visible units.

The proof that (5.13) is a variational bound proceeds in two steps. First, we note that for any probability distribution $\alpha_h$

$$\text{Tr} \left( \rho \log \left( \sum_{h=1}^N e^{-\sum_i E_{i,h,k} \theta_k v_k} \right) \right) = \text{Tr} \left( \rho \log \left( \sum_{h=1}^N \alpha_h e^{-\sum_i E_{i,h,k} \theta_k v_k / \alpha_h} \right) \right) \quad (5.14)$$

We then apply Jensen's inequality and minimise the result over all $\alpha_h$. This not only verifies that $\tilde{S}(\rho | H) \geq S(\rho | H)$ but also yields a variational bound. The details of the proof can be found in Equation B.5 in section B.1 of the appendix.

Using the above assumptions we derive the gradient of the variational upper
bound of the relative entropy in the Section B.2 of the Appendix. We summarise
the result in Lemma 17.

**Lemma 17.** Assume that the Hamiltonian $H$ of the quantum Boltzmann machine
takes the form described in eq. 5.10, where $\theta_k$ are the parameters which deter-
mine the interaction strength and $v_k, h_k$ are unitary operators. Furthermore, let
$h_k |h\rangle = E_{h,k} |h\rangle$ be the eigenvalues of the hidden subsystem, and $E_{h} (\cdot)$ as given by
Definition 6, i.e., the expectation value over the effective Boltzmann distribution of
the visible layer with $\tilde{H}_h := \sum k E_{h,k} \theta_k v_k$. Then, the derivatives of $\tilde{S}$ with respect to
the parameters of the Boltzmann machine are given by

$$
\frac{\partial \tilde{S}(\rho |H)}{\partial \theta_p} = E_{h} \left[ \text{Tr} \left( \rho E_{h,p} v_p \right) \right] - \text{Tr} \left( \frac{\partial H \ e^{-H}}{\partial \theta_p} \frac{1}{Z} \right) .
$$

(5.15)

As a sanity check of our results, we can consider the case of no interactions
between the visible and the hidden layer. Doing so, we observe that the gradient
above reduces to the case of the visible Boltzmann machine, which was treated in
[151], resulting in the gradient

$$
\text{Tr} \left( \rho \partial_{\theta_p} H \right) - \text{Tr} \left( \frac{e^{-H}}{Z} \partial_{\theta_p} H \right) ,
$$

(5.16)

under our assumption on the form of $H, \partial_{\theta_p} H = v_p$.

From Lemma 17, we know the form of the derivatives of the relative entropy
w.r.t. any parameter $\theta_p$ via Eq. 5.15. To understand the complexity of evaluating
this gradient, we approach each term separately. The second term can easily be
evaluated by preparing the Gibbs state $\sigma_{\text{Gibbs}} := e^{-H}/Z$, and then evaluating the
expectation value of the operator $\partial_{\theta_j} H$ w.r.t. this Gibbs state. In practice we can
do so using amplitude estimation for the Hadamard test [174], which is a standard
procedure and we describe it in algorithm 8 in section A.2 of the appendix. The
computational complexity of this procedure is easy to evaluate. If $T_{\text{Gibbs}}$ is the
query complexity for the Gibbs state preparation, the query complexity of the whole
algorithm including the phase estimation step is then given by $O(T_{\text{Gibbs}}/\varepsilon)$ for an
Next, we derive an algorithm to evaluate the first term, which requires a more involved process. For this, note first that we can evaluate each term \( \text{Tr}(\rho v_k) \) independently from \( \mathbb{E}_h [E_{h,p}] \), and individually for all \( k \in [D] \), i.e., all \( D \) dimensions of the gradient. This can be done via the Hadamard test for \( v_k \) which we recapitulate in section A.2 of the appendix, assuming \( v_k \) is unitary. More generally, for non-unitary \( v_k \) we could evaluate this term using a linear combination of unitary operations.

Therefore, the remaining task is to evaluate the terms \( \mathbb{E}_h [E_{h,p}] \) in (5.15), which reduces to sampling elements according to the distribution \( \{\alpha_h\} \), recalling that \( h_p \) applied to the subsystem has eigenvalues \( E_{h,p} \). For this we need to be able to create a Gibbs distribution for the effective Hamiltonian \( \tilde{H}_h = \sum_k \theta_k \text{Tr}(\rho v_k) h_k \) which contains only \( D \) terms and can hence be evaluated efficiently as long as \( D \) is small, which we can generally assume to be true. In order to sample according to the distribution \( \{\alpha_h\} \), we first evaluate the factors \( \theta_k \text{Tr}(\rho v_k) \) in the sum over \( k \) via the Hadamard test, and then use these in order to implement the Gibbs distribution \( \exp(-\tilde{H}_h)/\tilde{Z} \) for the Hamiltonian

\[
\tilde{H}_h = \sum_k \theta_k \text{Tr}(\rho v_k) h_k.
\]

The algorithm is summarised in Algorithm 5.

The algorithm is build on three main subroutines. The first one is Gibbs state preparation, which is a known routine which we recapitulate in Theorem 15 in the appendix. The two remaining routines are the Hadamard test and amplitude estimation, both are well established quantum algorithms. The Hadamard test, will allow us to estimate the probability of the outcome. This is concretely given by

\[
\Pr(0) = \frac{1}{2} \left( 1 + \text{Re}(\langle \psi |_{\text{Gibbs}} (h_k \otimes I) | \psi \rangle_{\text{Gibbs}}) \right) = \frac{1}{2} \left( 1 + \sum_h e^{-E_h E_{h,k}} \frac{1}{Z} \right), \tag{5.18}
\]

i.e., from \( \Pr(0) \) we can easily infer the estimate of \( \mathbb{E}_h [E_{h,k}] \) up to precision \( \varepsilon \) for all the \( k \) terms, since the last part is equivalent to \( \frac{1}{2} \left( 1 + \mathbb{E}_h [E_{h,k}] \right) \). To speed up the time for the evaluation of the probability \( \Pr(0) \), we use amplitude estimation. We
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Algorithm 5 Variational gradient estimation - term 1

**Input:** An upper bound $\tilde{S}(\rho|H)$ on the quantum relative entropy, density matrix $\rho \in \mathbb{C}^{2^n \times 2^n}$, and Hamiltonian $H \in \mathbb{C}^{2^n \times 2^n}$.

**Output:** Estimate $\nabla \tilde{S}$ of the gradient $\nabla S$ which fulfills Thm. 12.

1. Use Gibbs state preparation to create the Gibbs distribution for the effective Hamiltonian $\tilde{H}_h = \sum_k \theta_k \text{Tr}(\rho v_k) h_k$ with sparsity $d$.
2. Prepare a Hadamard test state, i.e., prepare an ancilla qubit in the $|+\rangle$-state and apply a controlled-$h_k$ conditioned on the ancilla register, followed by a Hadamard gate, i.e.,

$$|\phi\rangle := \frac{1}{2} (|0\rangle (|\psi\rangle_{Gibbs} + \langle h_k \otimes I |\psi\rangle_{Gibbs}) + |1\rangle (|\psi\rangle_{Gibbs} - \langle h_k \otimes I |\psi\rangle_{Gibbs}))$$

(5.17)

where $|\psi\rangle_{Gibbs} := \sum_h e^{-\frac{\epsilon h^2}{2}} |h\rangle_A |\phi_h\rangle_B$ is the purified Gibbs state.
3. Perform amplitude estimation on the $|0\rangle$ state, we need to implement the amplitude estimation with reflector $P := -2|0\rangle \langle 0| + I$, and operator $G := \langle 2 |\phi\rangle \langle \phi | - I \rangle (P \otimes I)$.
4. Measure now the phase estimation register which returns an $\tilde{\epsilon}$-estimate of the probability $\frac{1}{2} (1 + \mathbb{E}_h |E_{h,k}|)$ of the Hadamard test to return 0.
5. Repeat the procedure for all $D$ terms and output the first term of $\nabla S$.

Recapitulate this procedure in detail in the supplemental material in section A.1. In this case, we let $P := -2|0\rangle \langle 0| + I$ be the reflector, where $I$ is the identity which is just the Pauli $z$ matrix up to a global phase, and let $G := \langle 2 |\phi\rangle \langle \phi | - I \rangle (P \otimes I)$, for $|\phi\rangle$ being the state after the Hadamard test prior to the measurement. The operator $G$ has then the eigenvalue $\mu_\pm = \pm e^{\pm \theta}$, where $2 \theta = \arcsin \sqrt{Pr(0)}$, and $Pr(0)$ is the probability to measure the ancilla qubit in the $|0\rangle$ state. Let now $T_{Gibbs}$ be the query complexity for preparing the purified Gibbs state (c.f. eq (B.17) in the appendix). We can then perform phase estimation with precision $\epsilon$ for the operator $G$ requiring $O(T_{Gibbs}/\tilde{\epsilon})$ queries to the oracle of $H$.

In section B.2.1 of the appendix we analyse the runtime and error of the above algorithm. The result is summarised in Theorem 12.

**Theorem 12.** Assume that the Hamiltonian $H$ of the quantum Boltzmann machine takes the form described in eq. 5.10, where $\theta_k$ are the parameters which determine the interaction strength and $v_k, h_k$ are unitary operators. Furthermore, let $h_k |h\rangle = E_{h,k} |h\rangle$ be the eigenvalues of the hidden subsystem, and $\mathbb{E}_h(\cdot)$ as given by
Definition 6, i.e., the expectation value over the effective Boltzmann distribution of the visible layer with $\tilde{H}_h := \sum_k E_{h,k} \theta_k v_k$, and suppose that $I \preceq \tilde{H}_h$ with bounded spectral norm $\|\tilde{H}_h(\theta)\| \leq \|\theta\|_1$, and let $\tilde{H}_h$ be $d$-sparse. Then $\mathcal{S} \in \mathbb{R}^D$ can be computed for any $\varepsilon \in (0, \max\{1/3, 4 \max_{h,p} |E_{h,p}|\})$ such that

$$\|\mathcal{S} - \nabla \tilde{S}\|_{max} \leq \varepsilon,$$  

(5.19)

with

$$\tilde{O} \left( \sqrt{\xi D \|\theta\|_1 dn^2} / \varepsilon \right),$$  

(5.20)

queries to the oracle $O_H$ and $O_\rho$ with probability at least $2/3$, where $\|\theta\|_1$ is the sum of absolute values of the parameters of the Hamiltonian, $\xi := \max[N/z, N_h/z_h]$, $N = 2^n$, $N_h = 2^{n_h}$, and $z, z_h$ are known lower bounds on the partition functions for the Gibbs state of $H$ and $\tilde{H}_h$ respectively.

Theorem 12 shows that the computational complexity of estimating the gradient grows the closer we get to a pure state, since for a pure state the inverse temperature $\beta \to \infty$, and therefore the norm $\|H(\theta)\| \to \infty$, as the Hamiltonian is depending on the parameters, and hence the type of state we describe. In such cases we typically would rely on alternative techniques. However, this cannot be generically improved because otherwise we would be able to find minimum energy configurations using a number of queries in $o(\sqrt{N})$, which would violate lower bounds for Grover’s search. Therefore more precise statements of the complexity will require further restrictions on the classes of problem Hamiltonians to avoid lower bounds imposed by Grover’s search and similar algorithms.

### 5.3.2 Gradient based training for general Hamiltonians

While our first scheme for training quantum Boltzmann machines is only applicable in case of a restricted Hamiltonian, the second scheme, which we will present next, holds for arbitrary Hamiltonians. In order to calculate the gradient, we use higher order divided difference estimates for the relative entropy objective based on function approximation schemes. For this we generate differentiation formulas by differentiating an interpolant. The main ideas are simple: First we construct an
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interpolating polynomial from the data. Second, an approximation of the derivative at any point is obtained via a direct differentiation of the interpolant.

Concretely we perform the following steps.

We first approximate the logarithm via a Fourier-like approximation, i.e., \( \log \sigma_v \rightarrow \log_{K,M} \sigma_v \), where the subscripts \( K,M \) indicate the level of truncation similar to [175]. This will yield a Fourier-like series in terms of \( \sigma_v \), i.e., \( \sum mc_m \exp(im\pi\sigma_v) \).

Next, we need to evaluate the gradient of the function

\[ \text{Tr} \left( \frac{\partial}{\partial \theta} \rho \log_{K,M}(\sigma_v) \right) . \]

Taking the derivative yields many terms of the form

\[ \int_0^1 dse^{ism\pi \sigma_v} \frac{\partial \sigma_v}{\partial \theta} e^{i(1-s)m\pi \sigma_v} , \tag{5.21} \]

as a result of the Duhamel’s formula for the derivative of exponentials of operators (c.f., Sec. 2 in the mathematical preliminaries). Each term in this expansion can furthermore be evaluated separately via a sampling procedure, since the terms in Eq. 5.21 can be approximated by

\[ E_s \left[ e^{ism\pi \sigma_v} \frac{\partial \sigma_v}{\partial \theta} e^{i(1-s)m\pi \sigma_v} \right] . \]

Furthermore, since we only have a logarithmic number of terms, we can combine the results of the individual terms via classical postprocessing once we have evaluated the trace.

Now, we apply a divided difference scheme to approximate the gradient term \( \frac{\partial \sigma_v}{\partial \theta} \), which results in an interpolation polynomial \( L_{\mu,j} \) of order \( l \) (for \( l \) being the number of points at which we evaluate the function) in \( \sigma_v \), which we can efficiently evaluate.

However, evaluating these terms is still not trivial. The final step consists hence of implementing a routine which allows us to evaluate these terms on a quantum
Algorithm 6 Gradient estimation via series approximations

**Input:** Density matrices $\rho \in \mathbb{C}^{2^n \times 2^n}$ and $\sigma_v \in \mathbb{C}^{2^{nv} \times 2^{nv}}$, precalculated parameters $K, M$ and Fourier-like series for the gradient as described in eq. B.57.

**Output:** Estimate $G$ of the gradient $\nabla_\theta \text{Tr}(\rho \log \sigma_v)$ with guarantees in Thm. 12.

1. Prepare the $\{|+\rangle\otimes \rho\}$ state for the Hadamard test.
2. Conditionally on the first qubit apply sample based Hamiltonian simulation to $\rho$, i.e., for $U := e^{-i \alpha \sigma} e^{-\frac{\alpha^2}{2} \sigma} e^{-i \alpha \sigma} e^{-\frac{\alpha^2}{2} \sigma}$, apply $|0\rangle \langle 0| \otimes I + |1\rangle \langle 1| \otimes U$.
3. Apply another Hadamard gate to the first qubit.
4. Repeat the above procedure and measure the final state each time and return the averaged output.

Following these steps we obtain the expression in Eq. B.57. The real part of

$$\sum_{m=-M_1}^{M_1} \sum_{m'=-M_2}^{M_2} \sum_{j=0}^{\mu} \mathcal{L}_{\mu,j}(\theta) \mathcal{E}_{\xi \in [0,1]} \left[ \text{Tr} \left( \rho e^{i \alpha \sigma} e^{-\frac{\alpha^2}{2} \sigma} e^{i \alpha \sigma} e^{-\frac{\alpha^2}{2} \sigma} \right) \right].$$

(5.22)

then approximates $\partial_\theta \text{Tr}(\rho \log \sigma_v)$ with at most $\varepsilon$ error, where $\mathcal{L}_{\mu,j}$ is the derivative of the interpolation polynomial which we obtain using divided differences, and $\{c_i\}, \{\tilde{c}_j\}$ are coefficients of the approximation polynomials, which can efficiently be evaluated classically. We can evaluate each term in the sum separately and combine the results then via classical post-processing, i.e., by using the quantum computer to evaluate terms containing the trace.

The main challenge for the algorithmic evaluation hence to compute the terms

$$\text{Tr} \left( \rho e^{i \alpha \sigma} e^{-\frac{\alpha^2}{2} \sigma} e^{i \alpha \sigma} e^{-\frac{\alpha^2}{2} \sigma} \right).$$

(5.23)

Evaluating this expression is done through Algorithm 6, relies on two established subroutines, namely sample based Hamiltonian simulation [13, 57], and the Hadamard test which we discussed earlier. Note that the sample based Hamiltonian simulation approach introduces an additional $\varepsilon_h$-error in trace norm, which we also
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need to take into account in the analysis. In section B.3.1 of the appendix we derive the following guarantees for Algorithm 6.

**Theorem 13.** Let \( \rho, \sigma \) being two density matrices, \( \| \sigma \| < 1/\pi \), and we have access to an oracle \( O_H \) that computes the locations of non-zero matrix elements in each row and their values for the \( d \)-sparse Hamiltonian \( H(\theta) \) (as per [80]) and an oracle \( O_\rho \) which returns copies of purified density matrix of the data \( \rho \), and \( \epsilon \in (0, 1/6) \) an error parameter. With probability at least \( 2/3 \) we can obtain an estimate \( G \) of the gradient w.r.t. \( \theta \in \mathbb{R}^D \) of the relative entropy \( \nabla_\theta \text{Tr}(\rho \log \sigma_v) \) such that

\[
\| \nabla_\theta \text{Tr}(\rho \log \sigma_v) - G \|_{\text{max}} \leq \epsilon,
\]

with

\[
\tilde{O} \left( \sqrt{\frac{ND \|H(\theta)\| d\mu^5 \gamma}{\epsilon^3}} \right),
\]

queries to \( O_H \) and \( O_\rho \), where \( \mu \in O(n_h + \log(1/\epsilon)) \), \( \| \partial_\theta \sigma \| \leq e^\gamma \), \( \| \sigma \| \geq 2^{-n_v} \) for \( n_v \) being the number of visible units and \( n_h \) being the number of hidden units, and

\[
\tilde{O} \left( \text{poly}(\gamma, n_v, n_h, \log(1/\epsilon)) \right)
\]

classical precomputation.

In order to obtain the bounds in Theorem 13, we decompose the total error into the errors that we incur at each step of the approximation scheme,

\[
\| \partial_\theta \text{Tr}(\rho \log \sigma_v) - \partial_\theta \text{Tr}(\rho \log^{x}_{K_1,M_1} \tilde{\sigma}_v) \| \leq \sum_i \sigma_i(\rho) \cdot \| \partial_\theta [\log \sigma_v - \log^{x}_{K_1,M_1} \tilde{\sigma}_v] \|
\]

\[
\leq \sum_i \sigma_i(\rho) \cdot (\| \partial_\theta [\log \sigma_v - \log^{x}_{K_1,M_1} \sigma_v] \| + \| \partial_\theta [\log^{x}_{K_1,M_1} \sigma_v - \log^{x}_{K_1,M_1} \tilde{\sigma}_v] \|).
\]

Then bounding each term separately and adjusting the parameters to obtain an overall error of \( \epsilon \) allows us to obtain the above result. We are hence able to use this
procedure to efficiently obtain gradient estimates for a QBM with hidden units, while making minimal assumptions on the input data.

5.4 Conclusion

Generative models may play a crucial role in making quantum machine learning algorithms practical, as they yield concise models for complex quantum states that have no known a priori structure. In this chapter, we solved an outstanding problem in the field of generative quantum modelling: We overcame the previous inability to train quantum generative models with a quantum relative entropy objective for a QBM with hidden units. In particular, the inability to train models with hidden units was a substantial drawback.

Our results show that, given an efficient subroutine for preparing Gibbs states and an efficient algorithm for computing the matrix elements of the Hamiltonian, one can efficiently train a quantum Boltzmann machine with the quantum relative entropy.

While a number of problems remain with our algorithms, namely (1) that we have not given a lower bound for the query complexity, and hence cannot answer the question whether a linear scaling in $\|\theta\|_1$ is optimal, (2) that our results are only efficient if the complexity of performing the Gibbs state preparation is low, we still show a first efficient algorithm for training such generative quantum models. This is important, as such models might in the future open up avenues for fast state preparation, and could therefore overcome some of the drawbacks related to the data access, since the here presented model could also be trained in an online manner, i.e., whenever a data point arrives it could be used to evaluate and update the gradient. Once the model is trained, we could then use it to generate states from the input distribution and use these in a larger QML routine. With further optimisation, it is our hope that quantum Boltzmann machines may not be just a theoretical tool that can one day be used to model quantum states, but that they can be used to show an early use of quantum computers for modelling quantum or classical data sets in near term quantum hardware.
The here discussed results for learning with quantum data lead also to a more philosophical question, which was raised to us by Iordanis Kerenidis: Is the learning of quantum distributions from polynomially-sized circuits truly a quantum problem, or is it rather classical machine learning?

In the following we now briefly attempt to answer this question as well.

Much of the attention of the QML literature for learning of quantum data has been focused on learning a circuit that can generate a given input quantum distribution. However, such distributions may be assumed to be derived from a polynomially-sized quantum circuit, which implies that the data has an efficient (polynomially-sized) classical description, namely the quantum circuit that generated it (or the circuits).

Under the assumption that there exist polynomially-sized quantum circuits, which generate the quantum data that we aim to learn, the problem can, however, be seen as a classical machine learning problem. This is because the learning can happen entirely with classical means by learning the gates of the circuit with the slight addition that one can run the quantum circuits as well. Note that running the quantum circuit can be seen as the query of a cost function or a sample generation, depending on the context. In this context, we indeed do not anticipate that a differentiation can be made between classical or quantum data and hence the learning.

The difference might still occur when we are dealing with quantum states that are derived from inaccessible (black-box) quantum processes. In this case, we cannot guarantee that there exists a quantum circuit that has a polynomially sized circuit, which is able to generate the data. However, we are still able to learn an approximation to these states, see e.g. [176]. In this scenario, we can describe the problem again through a two-step process as a classical machine learning problem. First, we can for each quantum state from the data set learn a circuit that approximates the input state. Then, we take the set of circuits as an input model to the classical machine learning routine, and learn a classification of these. In this sense, the problem is entirely classical, with the difference that we rely on a quantum circuit for the evaluation of the cost function (e.g., the distance of the quantum states).
5.4. Conclusion

Given this, we anticipate that for certain tasks, such as classification tasks, no exponential advantage should be possible for quantum data.
Chapter 6

Conclusions

In this thesis, we have investigated the area of quantum machine learning, the combination of machine learning and quantum mechanics (in general), and in particular here the use of quantum computers to perform machine learning. We have particularly investigated supervised quantum machine learning methods, and answered two important questions:

The first research question 1 asked what is the performance of supervised quantum machine learning algorithms under the common assumptions of statistical learning theory. Our analysis indicated that most of the established and existing quantum machine learning algorithms, which are all of a theoretical nature, do not offer any advantage over their classical counterparts under common assumptions. In particular, we gave the first results that rigorously study the performance of quantum machine learning algorithms in light of the target generalisation accuracy of the learning algorithm, which is of a statistical nature. We show that any quantum machine learning algorithm will exhibit a polynomial scaling in the number of training samples – immediately excluding any exponential speedup. A more in-depth analysis of the algorithms demonstrated that indeed, taking this into account, many of the quantum machine learning algorithms do not offer any advantage over their classical counterparts.

This insight also allows us to immediately understand that noise in current generations of quantum computers significantly limits our ability to obtain good solutions, since it would immediately introduce an additional linear term in error
decomposition of Eq. 3.22.

A range of questions crucially remain open. First, while we better understand the limitations of quantum algorithms due to the generalisation ability, we are unable to investigate these bounds with respect to the complexity of the Hypothesis space. A core open question and possible avenue forward to better understand the discrepancy between classical and quantum methods is the study of the complexity $c(H)$, i.e., the measure of the complexity of $H$ (such as the VC dimension, covering numbers, or the Rademacher complexity [47, 44]). This might indeed clarify whether quantum kernels or other approaches could be used to improve the performance of quantum algorithms. First attempts in this direction exist in the works of [177] and [178]. In particular, the latter identified with the tools of statistical learning theory under which circumstances a quantum kernel can give an advantage. While these results are very encouraging, [178] also demonstrates that for most problems a quantum advantage for learning problems is highly unlikely. In particular, the questions remain for what type of practical problems such a quantum kernel would give an advantage.

Another open question of this thesis is the effect of the condition number. In practice, conditioning is a crucial aspect of many algorithms, and while we give here an indication about possible outcomes, a clear quantum advantage would need to take the condition number also into account. In particular, since existing algorithms, such as the one by Clader et al. [11], have been shown not to work [12], new approaches are needed to overcome the drawbacks of current quantum algorithms compared to their classical counterparts.

The second research question on the other hand investigated the challenge posed by the oracles that are used to establish exponentially faster (theoretical) computational complexities, i.e., run times. Most supervised quantum machine learning methods assume the existence of a logarithmic state preparation process, i.e., a quantum equivalent of a random access memory called qRAM [6]. We inspected this integral part of quantum machine learning under the lens of randomised numerical linear algebra, and asked what is the comparative advantage of quantum
algorithms over classical ones if we can efficiently sample from the data in both cases.

We established on the example of Hamiltonian simulation, that given the ability to sample efficiently from the input data – according to some form of leverage – we are able to obtain computational complexities for Hamiltonian simulation that are independent of the dimension of the input matrix. To do this, we first derived a quantum algorithm for Hamiltonian simulation, which is based on a quantum random memory. Next, we developed a classical algorithm that performed a similar though harder task, but which also did not have any explicit dependency on the dimension. Our results were some of the first that introduced randomised methods into the classical simulation of quantum dynamics and one of the first to study the comparative advantage of classical randomised algorithms over quantum ones.

While we didn’t manage to extend our algorithms immediately to any application in quantum machine learning, shortly after we published our results, Ewin Tang derived the now famous quantum-inspired algorithm for recommendation systems [17], which uses randomised methods similar to the ones we introduced for Hamiltonian simulation in the context of quantum machine learning. We hence also put our results in context by adding a discussion regarding the literature of quantum-inspired algorithms.

Notably, the larger question remains if such memory structures such as qRAM will ever be practically feasible. Older results [74] indicate that even small errors can diminish a quantum advantage for search, and therefore could also crucially affect quantum machine learning algorithms. While recent research [75] claims that such errors could be sustained by quantum machine learning algorithms, we believe this question is far from clear today.

A further constraint arises from the actual costs – end-to-end – to run a quantum algorithm using such a memory structure. In reality, the cost to build and run such devices still need to be significantly reduced in order to make any advantage economic.

In the final chapter of the thesis, we then turned to future avenues for quan-
tum machine learning. Since we established that the state preparation is one of the biggest bottlenecks for successful applications and a possible advantage of quantum machine learning over classical methods, we hence investigate generative quantum models. We believe that these might hold the key to making quantum machine learning models useful in the intermediate future by replacing potentially infeasible quantum memory models such as qRAM. We resolve a major open question in the area of generative quantum modelling. Namely, we derive efficient algorithms for the gradient based training of Quantum Boltzmann Machines with hidden layers using the quantum relative entropy as an objective function. We present in particular two algorithms. One that applies in a more restricted case and is more efficient. And a second one that applies to arbitrary instances but is less efficient. Our results hold under the assumption that we can efficiently prepare Gibbs distributions, which is not true in general, but to be expected to hold for most practical applications.

A key question that is not treated in this thesis is how can we establish good benchmarks for new quantum algorithms such as in quantum machine learning. This slightly extends the more general questions on how to judge normal optimisation algorithms for exactly the statistical guarantees that we aim to achieve.

In practice, it might be required to perform the following steps to evaluate a new algorithm:

1. Obtain the theoretical time complexity of an algorithm (asymptotic).

2. Determine the dependencies (error, input dimensions, condition number, etc.) that are in common with the classical algorithm and identify how these compare.

3. Use known bounds on the target generalisation accuracy and see if the advantage remains.

4. Estimate overheads (pre-factors) for the algorithm using the best known results to go from the asymptotic scaling to a concrete cost.

5. Use estimates of condition number and other properties for some common
machine learning datasets to see if a practical advantage is feasible (since the overhead).

6. Take other error sources into account and check if the advantage still remains (i.e., take account error rates in the device and how they affect the bounds). This must also include overheads from error correction.

Benchmarks as the above one, which are of a theoretical nature, are the only option to establish a quantum advantage unless fully error-corrected devices are available for testing. However, defining a common way to perform such benchmarks remains an open question in the quantum algorithms community.

More recently, the community started to investigate the area of so-called quantum kernel methods. These might enable us to find new ways to leverage quantum computing to better identify patterns in certain types of data.

From a practical point of view, however, the ultimate test for any method is the demonstrated performance on a benchmark data set, such as MNIST. While today’s quantum computers appear to be far away from this, it will be the only true way to establish a performance advantage for quantum machine learning over classical methods.

One interesting aspect that we have not considered in this thesis is the reconciliation of the research questions one and two, namely how classical randomised algorithms and quantum algorithms fit into the picture of statistical learning theory. It appears that a much fairer comparison is possible between quantum and classical randomised methods. Indeed, there exist classical algorithms for machine learning which leverage randomisation, optimal rates (generalisation accuracy), and other aspects such as preconditioning to obtain performance improvements. Such methods typically lead to a better time-scaling while also resulting in optimal learning rates - take for example FALCON [10].

Whether quantum machine learning will become useful in the future using generative models for the data access, or whether the polynomial speedup of quantum machine learning algorithms over their classical (quantum-inspired) versions will hold remains an open question.
Ultimately, we believe that these questions can only truly be verified through implementation and benchmarking. Due to the current state of quantum computing hardware, we however believe that such benchmarks will unlikely be possible in the next years, and that researchers will need to continue to make theoretical progress long before we will be able to resolve the questions of a ‘quantum advantage’ through an actual benchmark.
Algorithm 7 Amplitude estimation

**Input:** Density matrix $\rho$, unitary operator $U : \mathbb{C}^{2^n} \rightarrow \mathbb{C}^{2^n}$, qubit registers $|0\rangle \otimes |0\rangle^\otimes n$.

**Output:** An $\tilde{\epsilon}$ close estimate of $\text{Tr}(U\rho)$.

1. Initialize two registers of appropriate sizes to the state $|0\rangle_\mathcal{A} |0\rangle$, where $\mathcal{A}$ is a unitary transformation which prepares the input state, i.e., $|\psi\rangle = \mathcal{A} |0\rangle$.
2. Apply the quantum Fourier transform $\text{QFT}_N : |x\rangle \rightarrow \frac{1}{N} \sum_{y=0}^{N-1} e^{2\pi i xy/N} |y\rangle$ for $0 \leq x < N$, to the first register.
3. Apply $\Lambda_N(Q)$ to the second register, i.e., let $\Lambda_N(U) : |j\rangle |y\rangle \rightarrow |j\rangle (U^j |y\rangle)$ for $0 \leq j < N$, then we apply $\Lambda_N(Q)$ where $Q := -\mathcal{A} S_0 \mathcal{A}^\dagger S_t$ is the Grover’s operator.
4. Apply $\text{QFT}_N^\dagger$ to the first register.
5. Return $\tilde{a} = \sin^2(\frac{\pi \tilde{\theta}}{N})$.
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Appendix 1: Quantum Subroutines

A.1 Amplitude estimation

In the following we describe the established *amplitude estimation algorithm* [179]:

Algorithm 7 describes the amplitude estimation algorithm. The output is an $\epsilon$-close estimate of the target amplitude. Note that in step (3), $S_0$ changes the sign of the amplitude if and only if the state is the zero state $|0\rangle$, and $S_t$ is the sign-flip operator for the target state, i.e., if $|x\rangle$ is the desired outcome, then $S_t := I - 2 |x\rangle \langle x|$. 

The algorithm can be summarized as the unitary transformation

$$ \left((\text{QFT}_N^\dagger \otimes I)\Lambda_N(Q)(\text{QFT}_N \otimes I)\right) $$
A.2. The Hadamard test

Here we present an easy subroutine to evaluate the trace of products of unitary operators \( U \) with a density matrix \( \rho \), which is known as the Hadamard test.

---

**Algorithm 8** Variational gradient estimation - term 2

**Input:** Density matrix \( \rho \), unitary operator \( U : \mathbb{C}^{2^n} \rightarrow \mathbb{C}^{2^n} \), qubit registers \( |0\rangle \otimes |0\rangle \).

**Output:** An \( \tilde{\varepsilon} \) close estimate of \( \text{Tr}(U \rho) \).

1. Prepare the first qubits \( |+\rangle \) state and initialize the second register to 0.
2. Use an appropriate subroutine to prepare the density matrix \( \rho \) on the second register to obtain the state \( |+\rangle \otimes \rho \).
3. Apply a controlled operation \( |0\rangle \langle 0| \otimes I_{2^n} + |1\rangle \langle 1| \otimes U \), followed by a Hadamard gate.
4. Perform amplitude estimation on the \( |0\rangle \) state, via the reflector \( P := -2 |0\rangle \langle 0| + I \), and operator \( G := (2\rho - I)(P \otimes I) \).
5. Measure now the phase estimation register which returns an \( \tilde{\varepsilon} \)-estimate of the probability \( \frac{1}{2} (1 + \text{Re} \{ \text{Tr}(U \rho) \}) \) of the Hadamard test to return 0.
6. Repeat the procedure for an additional controlled application of \( \exp(i\pi/2) \) in step (3) to recover also the imaginary part of the result.
7. Return the real and imaginary part of the probability estimates.

applied to the state \( |0\rangle \otimes |0\rangle \), followed by a measurement of the first register and classical post-processing returns an estimate \( \tilde{\theta} \) of the amplitude of the desired outcome such that \( |\theta - \tilde{\theta}| \leq \varepsilon \) with probability at least \( 8/\pi^2 \). The result is summarized in the following theorem, which states a slightly more general version.

**Theorem 14** (Amplitude Estimation [179]). For any positive integer \( k \), the Amplitude Estimation Algorithm returns an estimate \( \tilde{a} \) \((0 \leq \tilde{a} \leq 1)\) such that

\[
|\tilde{a} - a| \leq 2\pi k \frac{\sqrt{a(1-a)}}{N} + k\frac{\pi^2}{N^2}
\]

with probability at least \( \frac{8}{\pi^2} \approx 0.81 \) for \( k = 1 \) and with probability greater than \( 1 - \frac{1}{2(k-1)} \) for \( k \geq 2 \). If \( a = 0 \) then \( \tilde{a} = 0 \) with certainty, and and if \( a = 1 \) and \( N \) is even, then \( \tilde{a} = 1 \) with certainty.

Notice that the amplitude \( \theta \) can hence be recovered via the relation \( \theta = \arcsin \sqrt{\theta_a} \) as described above which incurs an \( \varepsilon \)-error for \( \theta \) (c.f., Lemma 7, [179]).
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Note that this procedure can easily be adapted to be used for $\rho$ being some Gibbs distribution. We then would use a Gibbs state preparation routine in step (2). For example for the evaluation of the gradient of the variational bound, we require this subroutine to evaluate $U = \partial_\theta H$ for $\rho$ being the Gibbs distribution corresponding to the Hamiltonian $H$. 
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Appendix 2: Deferred proofs

First for convenience, we formally define quantum Boltzmann machines below.

**Definition 7.** A quantum Boltzmann machine to be a quantum mechanical system that acts on a tensor product of Hilbert spaces \( \mathcal{H}_v \otimes \mathcal{H}_h \in \mathbb{C}^{2^n} \) that correspond to the visible and hidden subsystems of the Boltzmann machine. It further has a Hamiltonian of the form \( H \in \mathbb{C}^{2^n \times 2^n} \) such that \( \|H - \text{diag}(H)\| > 0 \). The quantum Boltzmann machine takes these parameters and then outputs a state of the form

\[
\text{Tr}_h \left( \frac{e^{-H}}{\text{Tr}(e^{-H})} \right).
\]

Given this definition, we are then able to discuss the gradient of the relative entropy between the output of a quantum Boltzmann machines and the input data that it is trained with.

**B.1 Derivation of the variational bound**

*Proof of Lemma 16.* Recall that we assume that the Hamiltonian \( H \) takes the form

\[
H := \sum_k \theta_k v_k \otimes h_k,
\]

where \( v_k \) and \( h_k \) are operators acting on the visible and hidden units respectively and we can assume \( h_k = d_k \) to be diagonal in the chosen basis. Under the assumption that \([h_i, h_j] = 0, \forall i, j\), c.f. the assumptions in (5.9), there exists a basis \( \{|h\}\) for the hidden subspace such that \( h_k |h\rangle = E_{h,k} |h\rangle \). With these assumptions we can hence
reformulate the logarithm as

$$\log \text{Tr}_h \left[ e^{-H} \right] = \log \left( \sum_{v,v',h} \langle v, h | e^{-\sum_k \theta_k v_k \otimes h_k} | v', h \rangle | v' \rangle \langle v \rangle \right)$$  \hspace{1cm} (B.1)

$$= \log \left( \sum_{v,v',h} \langle v | e^{-\sum_k E_{h,k} \theta_k v_k} | v' \rangle | v' \rangle \right)$$  \hspace{1cm} (B.2)

$$= \log \left( \sum_h e^{-\sum_k E_{h,k} \theta_k v_k} \right),$$  \hspace{1cm} (B.3)

where it is important to note that $v_k$ are operators and we hence just used the matrix representation of these in the last step. In order to further simplify this expression, first note that each term in the sum is a positive semi-definite operator. In particular, note that the matrix logarithm is operator concave and operator monotone, and hence by Jensen’s inequality, for any sequence of non-negative numbers $\{\alpha_i\} : \sum_i \alpha_i = 1$ we have that

$$\log \left( \sum_{i=1}^N \alpha_i U_i \right) \geq \sum_{i=1}^N \alpha_i \log \left( \frac{U_i}{\sum_j \alpha_j} \right).$$

and since we are optimizing $\text{Tr}(\rho \log \rho) - \text{Tr}(\rho \log \sigma_v)$ we hence obtain for arbitrary choice of $\{\alpha_i\}_i$ under the above constraints,

$$\text{Tr} \left( \rho \log \left( \sum_{h=1}^N e^{-\sum_k E_{h,k} \theta_k v_k} \right) \right) = \text{Tr} \left( \rho \log \left( \frac{e^{-\sum_k E_{h,k} \theta_k v_k / \alpha_h}}{\sum_{h'} \alpha_{h'}} \right) \right)$$

$$\geq - \text{Tr} \left( \rho \frac{\sum_h \alpha_h \sum_k E_{h,k} \theta_k v_k + \sum_h \alpha_h \log \alpha_h}{\sum_{h'} \alpha_{h'}} \right).$$  \hspace{1cm} (B.4)

Hence, the variational bound on the objective function for any $\{\alpha_i\}_i$ is

$$\mathcal{O}_\rho (H) = \text{Tr}(\rho \log \rho) - \text{Tr}(\rho \log \sigma_v)$$

$$\leq \text{Tr}(\rho \log \rho) + \text{Tr} \left( \rho \frac{\sum_h \alpha_h \sum_k E_{h,k} \theta_k v_k + \sum_h \alpha_h \log \alpha_h}{\sum_{h'} \alpha_{h'}} \right) + \log Z =: \tilde{S}$$  \hspace{1cm} (B.5)
B.2 Gradient estimation

For the following result we will rely on a variational bound in order to train the quantum Boltzmann machine weights for a Hamiltonian $H$ of the form given in (5.10). We begin by proving Lemma 17 in the main work, which will give us an upper bound for the gradient of the relative entropy.

**Proof of Lemma 17.** We first derive the gradient of the normalization term $(Z)$ in the relative entropy, which can be trivially evaluated using Duhamel’s formula to obtain

$$\frac{\partial}{\partial \theta_p} \log \text{Tr} \left( e^{-H} \right) = -\text{Tr} \left( \frac{\partial H}{\partial \theta_p} \frac{e^{-H}}{Z} \right) = -\text{Tr} \left( \sigma \frac{\partial}{\partial \theta_p} \right).$$

Note that we can easily evaluate this term by first preparing the Gibbs state $\sigma_{\text{Gibbs}} := e^{-H}/Z$ and then evaluating the expectation value of the operator $\frac{\partial}{\partial \theta_p} H$ w.r.t. the Gibbs state, using amplitude estimation for the Hadamard test. If $T_{\text{Gibbs}}$ is the query complexity for the Gibbs state preparation, the query complexity of the whole algorithm including the phase estimation step is then given by $O(T_{\text{Gibbs}}/\bar{\epsilon})$ for an $\bar{\epsilon}$-accurate estimate of phase estimation. Taking into account the desired accuracy and the error propagation will hence straightforward give the computational complexity to evaluate this part.

We now proceed with the gradient evaluations for the model term. Using the variational bound on the objective function for any $\{\alpha_i\}$, given in eq. B.5, we obtain the gradient

$$\frac{\partial S}{\partial \theta_p} = -\text{Tr} \left( \frac{\partial H}{\partial \theta_p} \frac{e^{-H}}{Z} \right) + \text{Tr} \left( \frac{\partial}{\partial \theta_p} \rho \sum_h \alpha_h \sum_k E_{h,k} \theta_k v_k \right) + \frac{\partial}{\partial \theta_p} \sum_h \alpha_h \log \alpha_h$$

(B.6)

$$= -\text{Tr} \left( \frac{\partial H}{\partial \theta_p} \frac{e^{-H}}{Z} \right) + \frac{\partial}{\partial \theta_p} \left( \sum_h \alpha_h \text{Tr} \left( \rho \sum_k E_{h,k} \theta_k v_k \right) \right) + \sum_h \alpha_h \log \alpha_h$$

(B.7)

where the first term results from the partition sum. The latter term can be seen as a new effective Hamiltonian, while the latter term is the entropy. The latter term hence resembles the free energy $F(h) = E(h) - TS(h)$, where $E(h)$ is the mean energy of the effective system with energies $E(h) := \text{Tr} \left( \rho \sum_k E_{h,k} \theta_k v_k \right)$. $T$ the temperature...
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and $S(h)$ the Shannon entropy of the $\alpha_h$ distribution. We now want to choose these $\alpha_h$ terms to minimize this variational upper bound. It is well-established in statistical physics, see for example [180], that the distribution which maximizes the free energy is the Boltzmann (or Gibbs) distribution, i.e.,

$$\alpha_h = \frac{e^{-\text{Tr}(\rho \tilde{H}_h)}}{\sum_h e^{-\text{Tr}(\rho \tilde{H}_h)}},$$

where $\tilde{H}_h := \sum_k E_{h,k} \theta_k v_k$ is a new effective Hamiltonian on the visible units, and the $\{\alpha_i\}$ are given by the corresponding Gibbs distribution for the visible units.

Therefore, our gradients can be taken with respect to this distribution and the bound above, where $\text{Tr}(\rho \tilde{H}_h)$ is the mean energy of the the effective visible system w.r.t. the data-distribution. For the derivative of the energy term we obtain

$$\frac{\partial}{\partial \theta} \sum_h \alpha_h \text{Tr} \left( \rho \sum_k E_{h,k} \theta_k v_k \right) = \sum_h \left( \alpha_h \left( \mathbb{E}_{h'} \left[ \text{Tr} \left( \rho E_{h',p,v_p} \right) \right] - \text{Tr} \left( \rho E_{h,p,v_p} \right) \right) \text{Tr} \left( \rho \tilde{H}_h \right) + \alpha_h \text{Tr} \left( \rho E_{h,p,v_p} \right) \right) \quad (B.8)$$

$$= \mathbb{E}_h \left[ \left( \mathbb{E}_{h'} \left[ \text{Tr} \left( \rho E_{h',p,v_p} \right) \right] - \text{Tr} \left( \rho E_{h,p,v_p} \right) \right) \text{Tr} \left( \rho \tilde{H}_h \right) + \text{Tr} \left( \rho E_{h,p,v_p} \right) \right], \quad (B.9)$$

while the entropy term yields

$$\frac{\partial}{\partial \theta} \sum_h \alpha_h \log \alpha_h = \sum_h \alpha_h \left( \left[ \text{Tr} \left( \rho E_{h,p,v_p} \right) - \mathbb{E}_{h'} \left[ \text{Tr} \left( \rho E_{h',p,v_p} \right) \right] \right] \text{Tr} \left( \rho \tilde{H}_h \right) - \text{Tr} \left( \rho E_{h,p,v_p} \right) \right)$$

$$+ \sum_h \alpha_h \left( \text{Tr} \left( \rho E_{h,p} \right) - \mathbb{E}_{h'} \left[ \text{Tr} \left( \rho E_{h',p,v_p} \right) \right] \right) \log \text{Tr} \left( e^{-\tilde{H}_h} \right)$$

$$+ \mathbb{E}_{h'} \left[ \text{Tr} \left( \rho E_{h',p,v_p} \right) \right]. \quad (B.11)$$

This can be further simplified to

$$\sum_h \alpha_h \left( \text{Tr} \left( \rho E_{h,p,v_p} \right) - \mathbb{E}_{h'} \left[ \text{Tr} \left( \rho E_{h',p,v_p} \right) \right] \right) \text{Tr} \left( \rho \tilde{H}_h \right) \quad (B.12)$$

$$= \mathbb{E}_h \left[ \left( \text{Tr} \left( \rho E_{h,p,v_p} \right) - \mathbb{E}_{h'} \left[ \text{Tr} \left( \rho E_{h',p,v_p} \right) \right] \right) \text{Tr} \left( \rho \tilde{H}_h \right) \right]. \quad (B.13)$$
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The resulting gradient for the variational bound for the visible terms is hence given by

$$\frac{\partial \tilde{S}}{\partial \theta_p} = \mathbb{E}_h \left[ \text{Tr} \left( \rho E_{h,p} v_p \right) \right] - \text{Tr} \left( \frac{\partial H}{\partial \theta_p} \frac{e^{-H}}{Z} \right) \quad \text{(B.14)}$$

Notably, if we consider no interactions between the visible and the hidden layer, then indeed the gradient above reduces to recovering the gradient for the visible Boltzmann machine, which was treated in [151], resulting in the gradient

$$\text{Tr} \left( \rho \partial_{\theta_p} H \right) - \text{Tr} \left( \frac{e^{-H}}{Z} \partial_{\theta_p} H \right),$$

under our assumption on the form of $H$, $\partial_{\theta_p} H = v_p$.

B.2.1 Operationalizing the gradient based training

From Lemma 17, we know that the derivative of the relative entropy w.r.t. any parameter $\theta_p$ can be stated as

$$\frac{\partial \tilde{S}}{\partial \theta_p} = \mathbb{E}_h \left[ E_{h,p} \right] \text{Tr} (\rho v_p) - \text{Tr} \left( \frac{\partial H}{\partial \theta_p} \frac{e^{-H}}{Z} \right). \quad \text{(B.15)}$$

Since evaluating the latter part is, as mentioned above, straightforward, we give here an algorithm for evaluating the first part.

Now note that we can evaluate each term $\text{Tr} (\rho v_k)$ individually for all $k \in [D]$, i.e., all $D$ dimensions of the gradient via the Hadamard test for $v_k$, assuming $v_k$ is unitary. More generally, for non-unitary $v_k$ we could evaluate this term using a linear combination of unitary operations. Therefore, the remaining task is to evaluate the terms $\mathbb{E}_h \left[ E_{h,p} \right]$ in (B.15), which reduces to sampling according to the distribution $\{\alpha_h\}$.

For this we need to be able to create a Gibbs distribution for the effective Hamiltonian $\tilde{H}_h = \sum_k \theta_k \text{Tr} (\rho v_k) h_k$ which contains only $D$ terms and can hence be evaluated efficiently as long as $D$ is small, which we can generally assume to be true. In order to sample according to the distribution $\{\alpha_h\}$, we first evaluate the factors $\theta_k \text{Tr} (\rho v_k)$
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in the sum over $k$ via the Hadamard test, and then use these in order to implement the Gibbs distribution $\exp\left(-\tilde{H}_h/\tilde{Z}\right)$ for the Hamiltonian

$$\tilde{H}_h = \sum_k \theta_k \text{Tr}(\rho v_k) h_k.$$ 

In order to do so, we adapt the results of [175] in order to prepare the corresponding Gibbs state (although alternative methods can also be used [181, 182, 183]).

**Theorem 15 (Gibbs state preparation [175]).** Suppose that $I \preceq H$ and we are given $K \in \mathbb{R}_+$ such that $\|H\| \leq 2K$, and let $H \in \mathbb{C}^{N \times N}$ be a $d$-sparse Hamiltonian, and we know a lower bound $z \leq Z = \text{Tr}\left(e^{-H}\right)$. If $\varepsilon \in (0, 1/3)$, then we can prepare a purified Gibbs state $|\gamma\rangle_{AB}$ such that

$$\left\| \text{Tr}_B \left[ |\gamma\rangle \langle \gamma|_{AB} \right] - \frac{e^{-H}}{Z} \right\| \leq \varepsilon \quad (B.16)$$

using

$$\tilde{O}\left(\sqrt{\frac{N}{z}}Kd\log\frac{K}{\varepsilon}\log\frac{1}{\varepsilon}\right) \quad (B.17)$$

queries, and

$$\tilde{O}\left(\sqrt{\frac{N}{z}}Kd\log\frac{K}{\varepsilon}\log\frac{1}{\varepsilon}\left[\log(N) + \log^{5/2}\left(\frac{K}{\varepsilon}\right)\right]\right) \quad (B.18)$$

gates.

Note that by using the above algorithm with $\tilde{H}_\text{sim}/2$, the preparation of the purified Gibbs state will leave us in the state

$$|\psi\rangle_{\text{Gibbs}} := \sum_h \frac{e^{-E_h/2}}{\sqrt{Z}} |h\rangle_A |\phi_h\rangle_B, \quad (B.19)$$

where $|\phi_j\rangle_B$ are mutually orthogonal trash states, which can typically be chosen to be $|h\rangle$, i.e., a copy of the first register, which is irrelevant for our computation, and $|h\rangle_A$ are the eigenstates of $\tilde{H}$. Tracing out the second register will hence leave us in
the corresponding Gibbs state

$$\sigma_h := \sum_h e^{-E_h} \frac{1}{Z} |h\rangle \langle h|_A,$$

and we can hence now use the Hadamard test with input $h_k$ and $\sigma_h$, i.e., the operators on the hidden units and the Gibbs state, and estimate the expectation value $\mathbb{E}_h [E_{h,k}]$. We provide such a method below.

**Proof of Theorem 12.** Conceptually, we perform the following steps, starting with Gibbs state preparation followed by a Hadamard test coupled with amplitude estimation to obtain estimates of the probability of a 0 measurement. The proof follows straight from the algorithm described in 5.

From this we see that the runtime constitutes the query complexity of preparing the Gibbs state

$$T_{Gibbs}^V = 3 \left( \sqrt{\frac{2^n}{Z}} \frac{\|H(\theta)\|}{\epsilon} \log \left( \frac{\|H(\theta)\|}{\epsilon} \right) \log \left( \frac{1}{\tilde{\epsilon}} \right) \right),$$

where $2^n$ is the dimension of the Hamiltonian, as given in Theorem 12 and combining it with the query complexity of the amplitude estimation procedure, i.e., $1/\epsilon$. However, in order to obtain a final error of $\epsilon$, we will also need to account for the error in the Gibbs state preparation. For this, note that we estimate terms of the form

$$\text{Tr}_{AB} \left[ \langle \psi |_{Gibbs} (h_k \otimes I) | \psi \rangle_{Gibbs}^V \right] = \text{Tr}_{AB} \left[ (h_k \otimes I) | \psi \rangle_{Gibbs}^V \langle \psi |_{Gibbs}^V \right].$$

We can hence estimate the error w.r.t. the true Gibbs state $\sigma_{Gibbs}$ as

$$\text{Tr}_{AB} \left[ (h_k \otimes I) | \psi \rangle_{Gibbs}^V \langle \psi |_{Gibbs}^V \right] - \text{Tr}_A [h_k \sigma_{Gibbs}] = \text{Tr}_A [h_k \text{Tr}_B \left[ | \psi \rangle_{Gibbs}^V \langle \psi |_{Gibbs}^V \right] - h_k \sigma_{Gibbs}] \leq \sum_i \sigma_i (h_k) \text{Tr}_B \left[ | \psi \rangle_{Gibbs}^V \langle \psi |_{Gibbs}^V \right] - \sigma_{Gibbs} \leq \tilde{\epsilon} \sum_i \sigma_i (h_k).$$

For the final error being less then $\epsilon$, the precision we use in the phase estimation procedure, we hence need to set $\tilde{\epsilon} = \epsilon / (2 \sum_i \sigma_i (h_k)) \leq 2^{-n-1} \epsilon$, reminding that $h_k$ is...
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unitary, and similarly precision $\varepsilon/2$ for the amplitude estimation, which yields the query complexity of

$$O\left(\sqrt{\frac{N_h}{z_h}} \left[ n^2 + n \log\left(\frac{\|H(\theta)\|}{\varepsilon}\right) + n \log\left(\frac{1}{\varepsilon}\right) + \log\left(\frac{1}{\varepsilon}\right) \log\left(\frac{1}{\varepsilon}\right)\right] \right).$$

where we denote with $A$ the hidden subsystem with dimensionality $2^{n_h} \leq 2^N$, on which we want to prepare the Gibbs state and with $B$ the subsystem for the trash state.

Similarly, for the evaluation of the second part in (B.15) requires the Gibbs state preparation for $H$, the Hadamard test and phase estimation. Similar as above we need to take into account the error. Letting the purified version of the Gibbs state for $H$ be given by $|\psi\rangle_{\text{Gibbs}}$, which we obtain using Theorem 15, and $\sigma_{\text{Gibbs}}$ be the perfect state, then the error is given by

$$\text{Tr}_{AB} \left[ (v_k \otimes h_k \otimes I) |\psi\rangle_{\text{Gibbs}} \langle \psi|_{\text{Gibbs}} - (v_k \otimes h_k) \sigma_{\text{Gibbs}} \right]$$

$$= \text{Tr}_A \left[ (v_k \otimes h_k) \text{Tr}_B \left[ |\psi\rangle_{\text{Gibbs}} \langle \psi|_{\text{Gibbs}} - (v_k \otimes h_k) \sigma_{\text{Gibbs}} \right] \right]$$

$$\leq \sum_i \sigma_i (v_k \otimes h_k) \left[ \text{Tr}_B \left[ |\psi\rangle_{\text{Gibbs}} \langle \psi|_{\text{Gibbs}} - h_k \sigma_{\text{Gibbs}} \right] \right]$$

$$\leq \tilde{\epsilon} \sum_i \sigma_i (v_k \otimes h_k), \quad \text{(B.22)}$$

where in this case $A$ is the subsystem of the visible and hidden subspace and $B$ the trash system. We hence upper bound the error similar as above and introducing $\xi := \max[N/z, N_h/z_h]$ we can find a uniform bound on the query complexity for evaluating a single entry of the $D$-dimensional gradient is in

$$\tilde{O}\left(\sqrt{\xi} \left(\frac{n^2 \|\theta\|_1 d}{\varepsilon}\right)\right),$$

thus we attain the claimed query complexity by repeating this procedure for each of the $D$ components of the estimated gradient vector $\mathcal{S}$.

Note that we also need to evaluate the terms $\text{Tr}(\rho v_k)$ to precision $\hat{\epsilon} \leq \epsilon$, which
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though only incurs an additive cost of \(D/\varepsilon\) to the total query complexity, since this step is required to be performed once. Note that \(|\mathbb{E}_h(h_p)| \leq 1\) because \(h_p\) is assumed to be unitary. To complete the proof we only need to take the success probability of the amplitude estimation process into account. For completeness we state the algorithm in the appendix and here refer only to Theorem 14, from which we have that the procedure succeeds with probability at least \(8/\pi^2\). In order to have a failure probability of the final algorithm of less than \(1/3\), we need to repeat the procedure for all \(d\) dimensions of the gradient and take the median. We can bound the number of repetitions in the following way.

Let \(n_f\) be the number of instances of the gradient estimate such that the error is larger than \(\varepsilon\) and \(n_s\) be the number of instances with an error \(\leq \varepsilon\) for one dimension of the gradient, and the result that we take is the median of the estimates, where we take \(n = n_s + n_f\) samples. The algorithm gives a wrong answer for each dimension if \(n_s \leq \left\lfloor \frac{n}{2} \right\rfloor\), since then the median is a sample such that the error is not bound by \(\varepsilon\). Let \(p = 8/\pi^2\) be the success probability to draw a positive sample, as is the case of the amplitude estimation procedure. Since each instance of the phase estimation algorithm will independently return an estimate, the total failure probability is given by the union bound, i.e.,

\[
\Pr_{\text{fail}} \leq D \cdot \Pr \left[ n_s \leq \left\lfloor \frac{n}{2} \right\rfloor \right] \leq D \cdot e^{-\frac{n}{p} (p - \frac{1}{2})^2} \leq \frac{1}{3},
\]

which follows from the Chernoff inequality for a binomial variable with \(p > 1/2\), which is given in our case. Therefore, by taking \(n \geq \frac{2p}{(p-1/2)^2} \log(3D) = \frac{16}{(8-\pi^2/2)^2} \log(3D) = O(\log(3D))\), we achieve a total failure probability of at most \(1/3\).

This is sufficient to demonstrate the validity of the algorithm if

\[
\text{Tr} \left( \rho \tilde{H}_h \right)
\]

is known exactly. This is difficult to do because the probability distribution \(\alpha_h\) is not usually known apriori. As a result, we assume that the distribution will be learned
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empirically and to do so we will need to draw samples from the purified Gibbs states used as input. This sampling procedure will incur errors. To take such errors into account assume that we can obtain estimates \( T_h \) of \( B.24 \) with precision \( \delta_t \), i.e.,

\[
\left| T_h - \text{Tr} \left( \rho \tilde{H}_h \right) \right| \leq \delta_t . \tag{B.25}
\]

Under this assumption we can now bound the distance \( |\alpha_h - \tilde{\alpha}_h| \) in the following way. Observe that

\[
|\alpha_h - \tilde{\alpha}_h| = \left| \frac{e^{-\text{Tr}(\rho \tilde{H}_h)}}{\sum_h e^{-\text{Tr}(\rho \tilde{H}_h)}} - T_h \frac{\sum_h T_h}{\sum_h T_h} \right|
\leq \left| \frac{e^{-\text{Tr}(\rho \tilde{H}_h)}}{\sum_h e^{-\text{Tr}(\rho \tilde{H}_h)}} - T_h \frac{\sum_h T_h}{\sum_h e^{-\text{Tr}(\rho \tilde{H}_h)}} \right| + \left| T_h \frac{\sum_h e^{-\text{Tr}(\rho \tilde{H}_h)}}{\sum_h T_h} - T_h \frac{\sum_h T_h}{\sum_h T_h} \right| , \tag{B.26}
\]

and we hence need to bound the following two quantities in order to bound the error. First, we need a bound on

\[
|e^{-\text{Tr}(\rho \tilde{H}_h)} - e^{-T_h}| . \tag{B.27}
\]

For this, let \( f(s) := T_h (1 - s) + \text{Tr} \left( \rho \tilde{H}_h \right) s \), such that eq. B.27 can be rewritten as

\[
\left| e^{-f(1)} - e^{-f(0)} \right| = \left| \int_0^1 \frac{df(s)}{ds} e^{-f(s)} ds \right|
\leq \left| \int_0^1 f(s) e^{-f(s)} ds \right|
\leq \left| \int_0^1 \text{Tr} \left( \rho \tilde{H}_h \right) - T_h \right| e^{-f(s)} ds
\leq \delta e^{-\min_s f(s)} \leq \delta e^{-\text{Tr}(\rho \tilde{H}_h)} + \delta . \tag{B.28}
\]

and assuming \( \delta \leq \log(2) \), this reduces to

\[
\left| e^{-f(1)} - e^{-f(0)} \right| \leq 2\delta e^{-\text{Tr}(\rho \tilde{H}_h)} . \tag{B.29}
\]
Second, we need the fact that
\[
\left| \sum_h e^{-\text{Tr}(\rho H_h)} - \sum_h T_h \right| \leq 2\delta \sum_h e^{-\text{Tr}(\rho H_h)}. \tag{B.30}
\]

Using this, eq. B.26 can be upper bound by
\[
\frac{2\delta e^{-\text{Tr}(\rho H_h)}}{\sum_h e^{-\text{Tr}(\rho H_h)}} + \frac{|T_h|}{\sum_h e^{-\text{Tr}(\rho H_h)}} \leq \frac{2\delta e^{-\text{Tr}(\rho H_h)}}{\sum_h e^{-\text{Tr}(\rho H_h)}} + \frac{4\delta |T_h|}{\sum_h e^{-\text{Tr}(\rho H_h)}}, \tag{B.31}
\]

where we used that \( \delta \leq 1/4 \). Note that
\[
4\delta |T_h| \leq 4\delta \left( e^{-\text{Tr}(\rho H_h)} + 2\delta e^{-\text{Tr}(\rho H_h)} \right) = e^{-\text{Tr}(\rho H_h)} \left( 4\delta + 8\delta^2 \right) \leq e^{-\text{Tr}(\rho H_h)} \left( 4\delta + 2\delta \right) \leq 6\delta e^{-\text{Tr}(\rho H_h)}, \tag{B.32}
\]

which leads to a final error of
\[
|\alpha_h - \tilde{\alpha}_h| \leq 8\delta \frac{e^{-\text{Tr}(\rho H_h)}}{\sum_h e^{-\text{Tr}(\rho H_h)}}. \tag{B.33}
\]

With this we can now bound the error in the expectation w.r.t. the faulty distribution for some function \( f(h) \) to be
\[
|E_h(f(h)) - \tilde{E}_h(f(h))| \leq 8\delta \sum_h \frac{f(h)e^{-\text{Tr}(\rho H_h)}}{\sum_h e^{-\text{Tr}(\rho H_h)}} \leq 8\delta \max_h f(h). \tag{B.34}
\]

We can hence use this in order to estimate the error introduced in the first term of
B.3. Approach 2: Divided Differences

In this section we develop a scheme to train a quantum Boltzmann machine using divided difference estimates for the relative entropy error. The idea for this is straightforward: First we construct an interpolating polynomial from the data. Second, an approximation of the derivative at any point can be then obtained by a direct differentiation of the interpolant. We assume in the following that we can simulate and evaluate \( \text{Tr} ( \rho \log \sigma_v ) \). As this is generally non-trivial, and the error is typically large, we propose in the next section a different more specialised approach which, however, still allows us to train arbitrary models with the relative entropy objective.

In order to proof the error of the gradient estimation via interpolation, we first

\[
|E_h[E_{h,p}] \text{Tr} ( \rho v_p ) - \bar{E}[E_{h,p} \text{Tr} ( \rho v_p )] | \leq 8 \delta \max_h |E_{h,p} \text{Tr} ( \rho v_p ) |
\]

where we used in the last step the unitarity of \( v_k \) and the Von-Neumann trace inequality. For an final error of \( \epsilon \), we hence choose \( \delta = \epsilon / (16 \max_h |E_{h,p}|) \) to ensure that this sampling error incurs at most half the error budget of \( \epsilon \). Thus we ensure \( \delta \leq 1/4 \) if \( \epsilon \leq 4 \max_h |E_{h,p}| \).

We can improve the query complexity of estimating the above expectation by values by using amplitude amplification, since we obtain the measurement via a Hadamard test. For this case we require only \( O \left( \max_h |E_{h,p}| / \epsilon \right) \) samples in order to achieve the desired accuracy from the sampling. Noting that we might not be able to even access \( \bar{H}_h \) without any error, we can deduce that the error of the individual terms of \( \bar{H}_h \) for an \( \epsilon \)-error in the final estimate must be bounded by \( \delta_v \| \theta \|_1 \), where with abuse of notation, \( \delta_v \) now denotes the error in the estimates of \( E_{h,k} \). Even taking this into account, the evaluation of this contribution is however dominated by the second term, and hence can be neglected in the analysis.

\[ \Box \]

B.3 Approach 2: Divided Differences

In this section we develop a scheme to train a quantum Boltzmann machine using divided difference estimates for the relative entropy error. The idea for this is straightforward: First we construct an interpolating polynomial from the data. Second, an approximation of the derivative at any point can be then obtained by a direct differentiation of the interpolant. We assume in the following that we can simulate and evaluate \( \text{Tr} ( \rho \log \sigma_v ) \). As this is generally non-trivial, and the error is typically large, we propose in the next section a different more specialised approach which, however, still allows us to train arbitrary models with the relative entropy objective.

In order to proof the error of the gradient estimation via interpolation, we first
need to establish error bounds on the interpolating polynomial which can be obtained via the remainder of the Lagrange interpolation polynomial. The gradient error for our objective can then be obtained by as a combination of this error with a bound on the \( n+1 \)-st order derivative of the objective. We start by bounding the error in the polynomial approximation.

**Lemma 18.** Let \( f(\theta) \) be the \( n+1 \) times differentiable function for which we want to approximate the gradient and let \( p_n(\theta) \) be the degree \( n \) Lagrange interpolation polynomial for points \( \{\theta_1, \theta_2, \ldots, \theta_k, \ldots, \theta_n\} \). The gradient evaluated at point \( \theta_k \) is then given by the interpolation polynomial

\[
\frac{\partial p(\theta_k)}{\partial \theta} = \sum_{j=0}^{n} f(\theta_j) L'_{n,j}(\theta_k), \tag{B.36}
\]

where \( L'_{n,j} \) is the derivative of the Lagrange interpolation polynomials \( L_{\mu,j}(\theta) := \prod_{k=0}^{\mu} \frac{\theta - \theta_k}{\theta_j - \theta_k}, \) and the error is given by

\[
\left| \frac{\partial f(\theta_k)}{\partial \theta} - \frac{\partial p_n(\theta_k)}{\partial \theta} \right| \leq \frac{1}{(n+1)!} \left| f^{(n+1)}(\xi(\theta_k)) \prod_{j=0}^{n} (\theta_j - \theta_k) \right|, \tag{B.37}
\]

where \( \xi(\theta_k) \) is a constant depending on the point \( \theta_k \) at which we evaluated the gradient, and \( f^{(i)} \) denotes the \( i \)-th derivative of \( f \).

Note that \( \theta \) is a point within the set of points at which we evaluate.

**Proof.** Recall that the error for the degree \( n \) Lagrange interpolation polynomial is given by

\[
f(\theta) - p_n(\theta) \leq \frac{1}{(n+1)!} f^{(n+1)}(\xi_{\theta}) w(\theta), \tag{B.38}
\]

where \( w(\theta) := \prod_{j=1}^{n} (\theta - \theta_j) \). We want to estimate the gradient of this, and hence need to evaluate

\[
\frac{\partial f(\theta)}{\partial \theta} - \frac{\partial p_n(\theta)}{\partial \theta} \leq \lim_{\Delta \to 0} \left( \frac{1}{(n+1)!} f^{(n+1)}(\xi_{\theta+\Delta}) w(\theta + \Delta) - \frac{1}{(n+1)!} f^{(n+1)}(\xi_{\theta}) w(\theta) \right). \tag{B.39}
\]
Now, since we do not necessarily want to estimate the gradient at an arbitrary point \( \theta \) but indeed have the freedom to choose the point, we can set \( \theta \) to be one of the points at which we evaluate the function \( f(\theta) \), i.e., \( \theta \in \{ \theta_i \}_{i=1}^n \). Let this choice be given by \( \theta_k \), arbitrarily chosen. Then we see that the latter term vanishes since \( w(\theta_k) = 0 \). Therefore we have

\[
\frac{\partial f(\theta_k)}{\partial \theta} - \frac{\partial p_n(\theta_k)}{\partial \theta} \leq \lim_{\Delta \to 0} \left( \frac{1}{(n+1)!} f^{(n+1)}(\xi_{\theta_k+\Delta}) w(\theta_k + \Delta) \right),
\]

and noting that \( w(\theta_k) \) contains one term \( (\theta_k + \Delta - \theta_k) = \Delta \) achieves the claimed result.

We will perform a number of approximation steps in order to obtain a form which can be simulated on a quantum computer more efficiently, and only then resolve to divided differences at this “lower level”. In detail we will perform the following steps. As described in the body of the thesis, we perform the following steps in order to obtain the gradient.

1. Approximate the logarithm via a Fourier-like approximation

   \[
   \log \sigma \rightarrow \log_{K,M} \sigma,
   \]

   which yields a Fourier-like series \( \sum_m c_m e^{i m \pi \sigma} \).

2. Evaluate the gradient of \( \text{Tr} \left( \frac{\partial}{\partial \theta} \rho \log_{K,M} (\sigma) \right) \), yielding terms of the form

   \[
   \int_0^1 ds e^{i m \pi \sigma} \frac{\partial \sigma}{\partial \theta} e^{i(1-s)m \pi \sigma}.
   \]

3. Each term in this expansion can be evaluated separately via a sampling procedure, i.e.,

   \[
   \int_0^1 ds e^{i m \pi \sigma} \frac{\partial \sigma}{\partial \theta} e^{i(1-s)m \pi \sigma} \approx \mathbb{E}_s \left[ e^{i m \pi \sigma} \frac{\partial \sigma}{\partial \theta} e^{i(1-s)m \pi \sigma} \right].
   \]

4. Apply a divided difference scheme to approximate the gradient \( \frac{\partial \sigma}{\partial \theta} \).
5. Use the Fourier series approach to approximate the density operator $\sigma_v$ by the series of itself, i.e., $\sigma_v \approx F(\sigma_v) := \sum_{m'} c_{m'} \exp(i m' \pi v \sigma_v)$.

6. Evaluate these terms conveniently via sample based Hamiltonian simulation and the Hadamard test.

In the following we will give concrete bounds on the error introduced by the approximations and details of the implementation. The final result is then stated in Theorem 13. We first bound the error in the approximation of the logarithm and then use Lemma 37 of [175] to obtain a Fourier series approximation which is close to $\log(z)$. The Taylor series of $\log(x)$ is given by

$$\log(x) = \sum_{k=1}^{\infty} (-1)^{k+1} \frac{(x-1)^k}{k} = \sum_{k=1}^{K_1} (-1)^{k+1} \frac{(x-1)^k}{k} + R_{K_1+1}(x-1),$$

for $x \in (0,1)$ and where $R_{K_1+1}(z) = \frac{f^{K_1+1}(c)}{K_1!} (z-c)^{K_1} z$ is the Cauchy remainder of the Taylor series, for $-1 < z < 0$. The error can hence be bounded as

$$|R_{K_1+1}(z)| = \left| (-1)^{K_1} \frac{z^{K_1+1} (1-\alpha)^{K_1}}{(1+\alpha z)^{K_1+1}} \right|,$$

where we evaluated the derivatives of the logarithm and $0 \leq \alpha \leq 1$ is a parameter. Using that $1+\alpha z \geq 1+z$ (since $z \leq 0$) and hence $0 \leq \frac{1-\alpha}{1+\alpha z} \leq 1$, we obtain the error bound

$$|R_{K_1+1}(z)| \leq \left| \frac{z^{K_1+1}}{1+z} \right|.$$  \hspace{1cm} (B.44)

Reversing to the variable $x$ the error bound for the Taylor series, and assuming that $0 < \delta_l < z$ and $0 < |1-z| \leq \delta_u < 1$, which is justified if we are dealing with sufficiently mixed states, then the approximation error is given by

$$|R_{K_1+1}(z)| \leq \frac{(\delta_l)^{K_1+1}}{\delta_u} \leq \epsilon_1.$$ \hspace{1cm} (B.45)

Hence in order to achieve the desired error $\epsilon_1$ we need

$$K_1 \geq \frac{\log \left( (\epsilon_1 \delta_u)^{-1} \right)}{\log \left( (\delta_l)^{-1} \right)}.$$
We hence can chose \( K_1 \) such that the error in the approximation of the Taylor series is \( \leq \varepsilon_1 / 4 \). This implies we can make use of Lemma 37 of [175], and therefore obtain a Fourier series approximation for the logarithm. We will restate this Lemma here for completeness:

**Lemma 19 (Lemma 37, [175]).** Let \( f : \mathbb{R} \to \mathbb{C} \) and \( \delta, \varepsilon \in (0, 1) \), and \( T(f) := \sum_{k=0}^{K} a_k x^k \) be a polynomial such that \( |f(x) - T(f)| \leq \varepsilon/4 \) for all \( x \in [-1+\delta, 1-\delta] \). Then \( \exists c \in \mathbb{C}^{2M+1} : \)

\[
\left| f(x) - \sum_{m=-M}^{M} c_m e^{i\pi m x} \right| \leq \varepsilon \tag{B.46}
\]

for all \( x \in [-1+\delta, 1-\delta] \), where \( M = \max \left( 2 \left[ \ln \left( \frac{4||a||_1}{\varepsilon} \right) \frac{1}{\delta} \right], 0 \right) \) and \( ||c||_1 \leq ||a||_1 \). Moreover, \( c \) can be efficiently calculated on a classical computer in time \( \text{poly}(K,M,\log(1/\varepsilon)) \).

In order to apply this lemma to our case, we restrict the approximation rate to the range \((\delta_l, \delta_u)\), where \( 0 < \delta_l \leq \delta_u < 1 \). Therefore we obtain over this range a approximation of the following form.

**Corollary 16.** Let \( f : \mathbb{R} \to \mathbb{C} \) be defined as \( f(x) = \log(x) \), \( \delta, \varepsilon_1 \in (0, 1) \), and \( \log_K(1-x) := \sum_{k=1}^{K_1} (\frac{-1}{k}) a_k x^k \) such that \( a_k := \frac{(\frac{-1}{k})^{k-1}}{K_1} \) and \( ||a||_1 = \sum_{k=1}^{K_1} \frac{1}{k} \) with \( K_1 \geq \frac{\log(4(\varepsilon_1 \delta_u^{1-\delta_u}))}{\log(\delta_l^{-1})} \) such that \( |\log(x) - \log_K(x)| \leq \varepsilon_1 / 4 \) for all \( x \in [\delta_l, \delta_u] \). Then \( \exists c \in \mathbb{C}^{2M+1} : \)

\[
\left| f(x) - \sum_{m=-M_1}^{M_1} c_m e^{i\pi m x} \right| \leq \varepsilon_1 \tag{B.47}
\]

for all \( x \in [\delta_l, \delta_u] \), where \( M_1 = \max \left( 2 \left[ \ln \left( \frac{4||a||_1}{\varepsilon_1} \right) \frac{1}{1-\delta_u} \right], 0 \right) \) and \( ||c||_1 \leq ||a||_1 \). Moreover, \( c \) can be efficiently calculated on a classical computer in time \( \text{poly}(K_1,M_1,\log(1/\varepsilon_1)) \).

**Proof.** The proof follows straight forward by combining Lemma 19 with the approximation of the logarithm and the range over which we want to approximate the function. \( \square \)

In the following we denote with \( \log_{K,M}(x) := \sum_{m=-M_1}^{M_1} c_m e^{i\pi m x} \), where we keep the \( K \)-subscript to denote that classical computation of this approximation
is poly($K$)-dependent. We can now express the gradient of the objective via this approximation as

$$
\text{Tr} \left( \frac{\partial}{\partial \theta} \rho \log K_M \sigma_v \right) \approx \sum_{m=-M_1}^{M_1} \frac{ic_m \pi}{2} \int_0^1 ds \ \text{Tr} \left( \rho e^{ic_m \sigma_v} \frac{\partial \sigma_v}{\partial \theta} e^{-\frac{i(1-s)M\pi}{2} \sigma_v} \right).
$$

where

$$
\int_0^1 ds \ \text{Tr} \left( \rho e^{ic_m \sigma_v} \frac{\partial \sigma_v}{\partial \theta} e^{-\frac{i(1-s)M\pi}{2} \sigma_v} \right) = E_{s \in [0,1]} \left[ \text{Tr} \left( \rho e^{ic_m \sigma_v} \frac{\partial \sigma_v}{\partial \theta} e^{-\frac{i(1-s)M\pi}{2} \sigma_v} \right) \right],
$$

which can be evaluated separately on a quantum device. In the following we hence need to device a method to evaluate this expectation value.

First, we will expand the gradient using a divided difference formula such that $\frac{\partial \sigma_v}{\partial \theta}$ is approximated by the Lagrange interpolation polynomial of degree $\mu - 1$, i.e.,

$$
\frac{\partial \sigma_v}{\partial \theta}(\theta) \approx \sum_{j=0}^{\mu} \sigma_v(\theta_j) \mathcal{L}_{\mu,j}^{\prime}(\theta),
$$

where

$$
\mathcal{L}_{\mu,j}^{\prime}(\theta) := \prod_{k=0}^{\mu} \frac{\theta - \theta_k}{\theta_j - \theta_k}, \quad k \neq j.
$$

Note that the order $\mu$ is free to chose, and will guarantee a different error in the solution of the gradient estimate as described prior in Lemma 18. Using this in the gradient estimation, we obtain a polynomial of the form (evaluated at $\theta_j$, i.e., the chosen points)

$$
\sum_{m=-M_1}^{M_1} \frac{ic_m \pi}{2} \sum_{j=0}^{\mu} \mathcal{L}_{\mu,j}^{\prime}(\theta_j) E_{s \in [0,1]} \left[ \text{Tr} \left( \rho e^{ic_m \sigma_v} \sigma_v(\theta_j) e^{-\frac{i(1-s)M\pi}{2} \sigma_v} \right) \right],
$$

where each term again can be evaluated separately, and efficiently combined via classical post processing. Note that the error in the Lagrange interpolation polynomial decreases exponentially fast, and therefore the number of terms we use is
sufficiently small to do so. Next, we need to deploy a method to evaluate the above expressions. In order to do so, we implement $\sigma_v$ as a Fourier series of itself, i.e., $\sigma_v = \arcsin(\sin(\sigma_v \pi / 2)/\pi)$, which we will then approximate similar to the approach taken in Lemma 19. With this we obtain the following result.

**Lemma 20.** Let $\delta, \varepsilon \in (0, 1)$, and $\bar{x} := \sum_{m'=-M_2}^{M_2} \tilde{c}_{m'} e^{i \pi m' x / 2}$ with $K_2 \geq \log (4 / \varepsilon) / \log (\delta^{-1})$ and $M_2 \geq \left\lceil \log \left( \frac{4}{\varepsilon} \right) \sqrt{(2 \log \delta^{-1})^{-1}} \right\rceil$ and $x \in [\delta l, \delta u]$. Then $\exists \tilde{c} \in \mathbb{C}^{2M+1}$:

$$|x - \bar{x}| \leq \varepsilon$$

**(B.51)**

for all $x \in [\delta l, \delta u]$, and $\|c\|_1 \leq 1$. Moreover, $\tilde{c}$ can be efficiently calculated on a classical computer in time $\text{poly}(K_2, M_2, \log(1 / \varepsilon))$.

**Proof.** Invoking the technique used in [175], we expand

$$\arcsin(z) = \sum_{k'=0}^{K_2} 2^{-2k'(2k'/k')} \frac{z^{2k'+1}}{2k'+1} + R_{K_2+1}(z),$$

where $R_{K_2+1}$ is the remainder as before. For $0 < z \leq \delta u \leq 1/2$, remainder can be bound by $|R_{K_2+1}| \leq \frac{|\delta u|^{K_2+1}}{1/2} \leq \varepsilon^2/2$, which gives the bound

$$K_2 \geq \frac{\log(4 / \varepsilon)}{\log(\delta^{-1})}.$$

We then approximate

$$\sin(l x) = \left( \frac{i}{2} \right)^l \sum_{m'=0}^{l} (-1)^{m'} \binom{l}{m'} e^{i(2m'-l)x}$$

**(B.52)**

by

$$\sin(l x) \approx \left( \frac{i}{2} \right)^l \sum_{m'=[l/2]-M_2}^{[l/2]+M_2} (-1)^{m'} \binom{l}{m'} e^{i(2m'-l)x},$$

**(B.53)**

which induces an error of $\varepsilon^2/2$ for the choice

$$M_2 \geq \left\lceil \log \left( \frac{4}{\varepsilon^2} \right) \sqrt{(2 \log \delta^{-1})^{-1}} \right\rceil.$$
This can be seen by using Chernoff’s inequality for sums of binomial coefficients, i.e.,
\[
\sum_{m' = \lceil l/2 + M_2 \rceil}^{l} 2^{-l} \binom{l}{m'} \leq e^{-\frac{2M_2^2}{l}},
\]
and choosing \(M\) appropriately. Finally, defining \(f(z) := \arcsin(\sin(z\pi/2)/(\pi/2))\), as well as \(\tilde{f}_1 := \sum_{k' = 0}^{K_1} b_{k'} \sin^{2k' + 1}(z\pi/2)\) and
\[
\tilde{f}_2(z) := \sum_{k' = 0}^{K_2} b_{k'} \left(\frac{i}{2}\right)^{l/2 + M_2} \sum_{m' = \lceil l/2 \rceil - M_2}^{l} (-1)^{m'} \binom{l}{m'} e^{ix(2m' - l)}, \tag{B.54}
\]
and observing that
\[
\|f - \tilde{f}_2\|_\infty \leq \|f - \tilde{f}_1\|_\infty + \|\tilde{f}_1 - \tilde{f}_2\|_\infty,
\]
yields the final error of \(\epsilon_2\) for the approximation \(z \approx \tilde{z} = \sum m' \tilde{c}_m e^{i\pi m' z/2}\). \(\square\)

Note that this immediately leads to an \(\epsilon_2\) error in the spectral norm for the approximation
\[
\left\|\sigma_v - \sum_{m' = -M_2}^{M_2} \tilde{c}_m e^{i\pi m' \sigma_v/2}\right\|_2 \leq \epsilon_2, \tag{B.55}
\]
where \(\sigma_v\) is the reduced density matrix.

Since our final goal is to estimate \(\text{Tr}(\partial_\theta \rho \log \sigma_v)\), with a variety of \(\sigma_v(\theta_j)\) using the divided difference approach, we also need to bound the error in this estimate which we introduce with the above approximations. Bounding the derivative with respect to the remainder can be done by using the truncated series expansion and bounding the gradient of the remainder. This yields the following result.

**Lemma 21.** For the of the parameters \(M_1, M_2, K_1, L, \mu, \Delta, s\) given in eq. (B.89-B.96), and \(\rho, \sigma_v\) being two density matrices, we can estimate the gradient of the relative entropy such that
\[
\left|\partial_\theta \text{Tr}(\rho \log \sigma_v) - \partial_\theta \text{Tr}(\rho \log_{K_1, M_1} \tilde{\sigma}_v)\right| \leq \epsilon, \tag{B.56}
\]
where the function $\partial_{\theta} \text{Tr} \left( \rho \log \sigma_v \right)$ evaluated at $\theta$ is defined as

$$\text{Re} \left[ \sum_{m=-M_1}^{M_1} \sum_{m'=-M_2}^{M_2} \frac{i e^{m \pi m' / 2}}{2} \mu \sum_{j=0}^{\mu} \mathcal{L}_{\mu,j}(\theta) \mathbb{E}_{s \in [0,1]} \left[ \text{Tr} \left( \rho e^{i \frac{\pi m}{2} \sigma_v} e^{i \frac{\pi m'}{2} \sigma_v(\theta)} e^{i \frac{\pi (1-s)}{2} \sigma_v} \right) \right] \right]$$

(B.57)

The gradient can hence be approximated to error $\varepsilon$ with $O(\text{poly}(M_1, M_2, K_1, L, s, \Delta, \mu))$ computation on a classical computer and using only the Hadamard test, Gibbs state preparation and LCU on a quantum device.

Notably the expression in (B.57) can now be evaluated with a quantum-classical hybrid device by evaluating each term in the trace separately via a Hadamard test and, since the number of terms is only polynomial, and then evaluating the whole sum efficiently on a classical device.

**Proof.** For the proof we perform the following steps. Let $\sigma_i(\rho)$ be the singular values of $\rho$, which are equivalently the eigenvalues since $\rho$ is Hermitian. Then observe that the gradient can be separated in different terms, i.e., let $\log_{K_1, M_1}^i \sigma_v$ be the approximation as given in (B.57) for a finite sample of the expectation values $\mathbb{E}_s$, then we have

$$\left| \partial_{\theta} \text{Tr} \left( \rho \log \sigma_v \right) - \partial_{\theta} \text{Tr} \left( \rho \log_{K_1, M_1}^i \sigma_v \right) \right| \leq$$

$$\leq \sum_i \sigma_i(\rho) \cdot \left\| \partial_{\theta} \left[ \log \sigma_v - \log_{K_1, M_1}^i \sigma_v \right] \right\|$$

$$\leq \sum_i \sigma_i(\rho) \cdot \left( \left\| \partial_{\theta} \left[ \log \sigma_v - \log_{K_1, M_1}^i \sigma_v \right] \right\| \right.$$  

$$+ \left\| \partial_{\theta} \left[ \log_{K_1, M_1}^i \sigma_v - \log_{K_1, M_1} \sigma_v \right] \right\| + \left\| \partial_{\theta} \left[ \log_{K_1, M_1} \sigma_v - \log_{K_1, M_1}^i \sigma_v \right] \right\| \right)$$  

(B.58)

where the second step follows from the Von-Neumann trace inequality and the terms are (1) the error in approximating the logarithm, (2) the error introduced by the divided difference and the approximation of $\sigma_v$ as a Fourier-like series, and (3) is the finite sampling approximation error. We can now bound the different term separately, and start with the first part which is in general harder to estimate. We partition the bound in three terms, corresponding to the three different approximations taken.
above.

\[
\left\| \partial_\theta [\log \sigma - \log_{K_1 M_1} \sigma] \right\| \leq \left\| \partial_\theta \sum_{k=K_1+1}^{\infty} \frac{(-1)^k}{k} \sigma_k^k \right\| + \left\| \partial_\theta \sum_{k=1}^{K_1} \frac{(-1)^k}{k} \sum_{l=L}^{\infty} b_l^{(k)} \sin^l (\sigma, \pi/2) \right\| \\
+ \left\| \partial_\theta \sum_{k=1}^{K_1} \frac{(-1)^k}{k} \sum_{l=L}^{\infty} b_l^{(k)} \left( \frac{i}{2} \right)^l \sum_{m \in [0, [l/2]] - M_1 \cup [l/2] + M_1} \pi^m \right\|
\]

The first term can be bound in the following way:

\[
\leq \sum_{k=K_1+1}^{\infty} \left\| \sigma \right\|^{k-1} = \frac{\left\| \sigma \right\|^K_1}{1 - \left\| \sigma \right\|}, \quad \text{(B.59)}
\]

and, assuming \( \left\| \sigma \right\| < 1 \), we hence can set

\[
K_1 \geq \log((1 - \left\| \sigma \right\| \epsilon/9)/\log(\left\| \sigma \right\|)) \quad \text{(B.60)}
\]

appropriately in order to achieve an \( \epsilon/9 \) error. The second term can be bound by assuming that \( \left\| \sigma, \pi \right\| < 1 \), and choosing

\[
L \geq \log \left( \frac{\epsilon}{9\pi K_1 \left\| \frac{\partial \sigma}{\partial \theta} \right\|} \right) \quad \text{log}(\left\| \sigma, \pi \right\|),
\]

which we derive by observing that

\[
\leq \sum_{k=1}^{K} \frac{1}{k} \sum_{l=L}^{\infty} b_l^{(k)} \left\| \sin^{l-1} (\sigma, \pi/2) \right\| \cdot \left\| \frac{\pi}{2} \frac{\partial \sigma}{\partial \theta} \right\| \quad \text{(B.61)}
\]

\[
< \sum_{k=1}^{K} \frac{1}{k} \sum_{l=L+1}^{\infty} b_l^{(k)} \pi \left\| \sigma, \pi \right\|^{l-1} \cdot \left\| \frac{\partial \sigma}{\partial \theta} \right\| \quad \text{(B.62)}
\]

\[
\leq \sum_{k=1}^{K} \frac{1}{k} \left\| \sigma, \pi \right\|^l \cdot \left\| \frac{\partial \sigma}{\partial \theta} \right\|, \quad \text{(B.63)}
\]

where we used in the second step that \( l < 2^l \). Finally, the last term can be bound
similarly, which yields

\[
\leq \sum_{k=1}^{K} \frac{1}{k} \sum_{l=1}^{L} b^{(k)}_l e^{-2(M_1)^2/L} \sum_k \frac{\pi}{2} \left\| \frac{\partial \sigma_v}{\partial \theta} \right\|
\]

(B.64)

\[
\leq \sum_{k=1}^{K} \frac{L}{k} \sum_{l=1}^{L} b^{(k)}_l e^{-2(M_1)^2/L} \frac{\pi}{2} \left\| \frac{\partial \sigma_v}{\partial \theta} \right\|
\]

(B.65)

\[
\leq \sum_{k=1}^{K} \frac{L}{k} e^{-2(M_1)^2/L} \frac{\pi}{2} \left\| \frac{\partial \sigma_v}{\partial \theta} \right\| \leq \frac{K \pi}{2} e^{-2(M_1)^2/L} \left\| \frac{\partial \sigma_v}{\partial \theta} \right\|
\]

(B.66)

and we can hence chose

\[
M_1 \geq \sqrt{L \log \left( \frac{9 \left\| \frac{\partial \sigma_v}{\partial \theta} \right\| K_1 L \pi}{2 \epsilon} \right)}
\]

in order to decrease the error to \(\epsilon/3\) for the first term in (B.58).

For the second term, first note that with the notation we chose, \(\left\| \partial_\theta [\log_{K_1 M_1} \sigma_v - \log_{K_1 M_1} \tilde{\sigma}_v] \right\|\) is the difference between the log-approximation where the gradient of \(\sigma_v\) is still exact, i.e., (B.48), and the version where we approximate the gradient via divided differences and the linear combination of unitaries, given in (B.57). Recall that the first level approximation was given by

\[
\sum_{m=-M_1}^{M_1} \frac{i c_m \pi}{2} \int_0^1 ds \, \text{Tr} \left( \rho e^{i \frac{c_m}{2} \sigma_v} \frac{\partial \sigma_v}{\partial \theta} e^{i \frac{(1-s)c_m}{2} \sigma_v} \right),
\]

where we went from the expectation value formulation back to the integral formulation to avoid consideration of potential errors due to sampling.

Bounding the difference hence yields one term from the divided difference approximation of the gradient and an error from the Fourier series, which we can both bound separately. Denoting \(\partial \bar{p}(\theta_k)/\partial \theta\) as the divided difference and the LCU approximation of the Fourier series\(^1\), and with \(\partial p(\theta_k)/\partial \theta\) the divided difference

\(^1\)which effectively means that we approximate the coefficients of the interpolation polynomial
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without approximation via the Fourier series, we hence have

\[ \| \partial_\theta [\log_{K_1,M_1} \sigma_v - \log_{K_1,M_1} \tilde{\sigma}_v] \| \leq \left( \sum_{m=-M_1}^{M_1} \frac{ic_m \pi}{2} \int_0^1 ds \, \text{Tr} \left( \rho e^{i \frac{m}{2} \pi} \sigma_v \left( \frac{\partial \sigma_v}{\partial \theta} - \frac{\partial p(\theta)}{\partial \theta} \right) e^{i \frac{(1-\epsilon) \pi m}{2} \sigma_v} \right) \right) \]  

(B.67)

\[ \leq \frac{M_1 \pi \| a \|_1}{2} \int_0^1 ds \sum_i \sigma_i(p) \left( \right. \left. \right) \right) \]  

(B.68)

\[ \leq \frac{M_1 \pi \| a \|_1}{2} \int_0^1 ds \sum_i \sigma_i(p) \left( \right. \left. \right) \right) \]  

(B.69)

\[ \leq \frac{M_1 \pi \| a \|_1}{2} \int_0^1 ds \sum_i \sigma_i(p) \left( \right. \left. \right) \right) \]  

(B.70)

\[ \leq \frac{M_1 \| a \|_1 \pi}{2} \left( \right. \left. \right) \right) \]  

(B.71)

where \( \| a \|_1 = \sum_{k=1}^{K_1} 1/k \), and we used in the last step the results of Lemma 20. Under appropriate assumptions on the grid-spacing for the divided difference scheme \( \Delta \) and the number of evaluated points \( \mu \) as well as a bound on the \( \mu + 1 \)-st derivative of \( \sigma_v \) w.r.t. \( \theta \), we can hence also bound this error. In order to do so, we need to analyze the \( \mu + 1 \)-st derivative of \( \sigma_v = \text{Tr}_h \left[ e^{-H} \right] / Z \) with \( Z = \text{Tr} \left( e^{-H} \right) \). For this we have

\[ \left\| \frac{\partial^{\mu+1} \sigma_v}{\partial \theta^{\mu+1}} \right\| \leq \sum_{p=1}^{\mu + 1} \left( \mu + 1 \right) \left( \right. \left. \right) \right) \]  

(B.72)

\[ \leq 2^{\mu+1} \max_p \left( \right. \left. \right) \right) \]  

(B.73)

We have that

\[ \left\| \frac{\partial^p \text{Tr}_h \left[ e^{-H} \right]}{\partial \theta^p} \right\| \leq \text{dim}(H_h) \left\| \frac{\partial^q e^{-H}}{\partial \theta^q} \right\| \]  

(B.74)

where \( \text{dim}(H_h) = 2^h \). In order to bound this, we take advantage of the infinitesimal
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expansion of the exponent, i.e.,

\[
\left\| \frac{\partial^q e^{-H}}{\partial \theta^q} \right\| = \left\| \frac{\partial^q}{\partial \theta^q} \lim_{r \to \infty} \prod_{j=1}^{r} e^{-H/r} \right\|
\]

\[
= \lim_{r \to \infty} \left( \frac{\partial^q e^{-H/r}}{\partial \theta^q} \prod_{j=2}^{r} e^{-H/r} + \frac{\partial^{q-1} e^{-H/r}}{\partial \theta^{q-1}} \prod_{j=3}^{r} e^{-H/r} + \ldots \right)\]

\[
\leq \lim_{r \to \infty} \left( \left\| \frac{\partial H/r}{\partial \theta} \right\|^q \cdot r^q + O \left( \frac{1}{r} \right) \right) \left\| e^{-H} \right\| = \left\| \frac{\partial H}{\partial \theta} \right\|^q \left\| e^{-H} \right\| ,
\]

where the last step follows from the fact that we have \( r^q \) terms and that we used that the error introduced by the commutations above will be of \( O(1/r) \). Observing that \( \partial_{\theta_i} H = \partial_{\theta_i} \sum_j \theta_j H_j = H_i \) and assuming that \( \lambda_{\text{max}} \) is the largest singular eigenvalue of \( H \), we can hence bound this by \( \lambda_{\text{max}} \left\| e^{-H} \right\| . \)

\[
\left\| \frac{\partial^p \text{Tr}_h [e^{-H}]}{\partial \theta^p} \right\| \leq \dim(H_h) \left\| \frac{\partial^q e^{-H}}{\partial \theta^q} \right\|
\]

\[
\leq \lambda_{\text{max}}^p \dim(H_h) \left\| \text{Tr}_h [e^{-H}] \right\|,
\]

where \( H_h \) is the Hermitian matrix obtained from \( H \) by some approximation method.

\[
\left\| \frac{\partial^{\mu+1-p} Z^{-1}}{\partial \theta^{\mu+1-p}} \right\| \leq \frac{(\mu + 1 - p)! \lambda_{\text{max}}^{\mu+1-p}}{Z^{\mu+2-p}} \text{Tr} (e^{-H})
\]

\[
\leq \left( \frac{\mu + 1 - p}{eZ} \right)^{\mu+1-p} \frac{e}{Z} \lambda_{\text{max}}^{\mu+1-p} \text{Tr} (e^{-H})
\]

\[
= \left( \frac{\mu + 1 - p}{eZ} \right)^{\mu+1-p} e \lambda_{\text{max}}^{\mu+1-p}
\]

We can therefore find a bound for (B.73) as

\[
\left\| \frac{\partial^{\mu+1} \sigma_v}{\partial \theta^{\mu+1}} \right\| \leq e2^{\mu+1+n_p} \lambda_{\text{max}}^{\mu+1} \left\| \text{Tr}_h [e^{-H}] \right\| \max_p \left( \frac{\mu + 1 - p}{eZ} \right)^{\mu+1-p}.
\]

(B.78)
Plugging this result into the bound from above yields

\[
\| \partial_\theta [\log K_{1, M_1} \sigma_v - \log K_{1, M_1} \tilde{\sigma}_v] \| \\
\leq \frac{M_1 \| a \|_1 \pi}{2} \left( e^{2\mu + 1 + n_\lambda \| \theta \|_{\mu + 1} \| \mathrm{Tr}_h [e^{-H}] \|} \max_p \left( \frac{\mu + 1 - p}{e \pi (\mu - 1)} \right) \right) \left( \frac{\Delta}{\mu - 1} \right) \left( \frac{\mu}{\mu + 1} \right) \\
+ \frac{M_1 \| a \|_1 \pi}{2} \left( \mu \| L_{\mu, j}^\prime (\theta_j) \|_\infty \varepsilon_2 \right),
\]  

(B.79)

Note that under the reasonable assumption that \( 2 \leq \mu \ll Z \), the maximum is achieved for \( p = \mu + 1 \), and we hence obtain the upper bound

\[
\frac{M_1 \| a \|_1 \pi}{2} \left( e^{2\mu + 1 + n_\lambda \| \theta \|_{\mu + 1} \| \mathrm{Tr}_h [e^{-H}] \|} \left( \frac{\Delta}{\mu - 1} \right) \left( \frac{\mu}{\mu + 1} \right) \right) \left( \frac{\mu}{\mu + 1} \right) \\
\leq \frac{M_1 \| a \|_1 \pi}{2} \left( e^{2\mu + 1 + n_\lambda \| \theta \|_{\mu + 1} \| \mathrm{Tr}_h [e^{-H}] \|} \left( \frac{\Delta}{\mu - 1} \right) + \mu \| L_{\mu, j}^\prime (\theta_j) \|_\infty \varepsilon_2 \right),
\]  

(B.80)

and we can hence obtain a bound on \( \mu \), the grid point number, in order to achieve an error of \( \varepsilon/6 > 0 \) for the former term, which is given by

\[
\mu \geq (|\lambda_{\max}| \Delta) \exp \left( W \left( \log \left( \frac{2n_h 6M_1 \| a \|_1 e^2 |\lambda_{\max}| \pi \| \mathrm{Tr}_h [e^{-H}] \|}{\varepsilon} \right) \right) \right),
\]  

(B.81)

where \( W \) is the Lambert function, also known as product-log function, which generally grows slower than the logarithm in the asymptotic limit. Note that \( \mu \) can hence be lower bounded by

\[
\mu \geq n_h + \log \left( \frac{6M_1 \| a \|_1 e^2 |\lambda_{\max}| \pi \| \mathrm{Tr}_h [e^{-H}] \|}{\varepsilon} \right) := n_h + \log \left( \frac{M_1 \Lambda}{\varepsilon} \right).
\]  

(B.82)

For convenience, let us choose \( \varepsilon \) such that \( n_h + \log(M_1 \Lambda/\varepsilon) \) is an integer. We do this simply to avoid having to keep track of ceiling or floor functions in the following discussion where we will choose \( \mu = n_h + \log(M_1 \Lambda/\varepsilon) \).

For the second part, we will bound the derivative of the Lagrangian interpo-
lation polynomial. First, note that \[ \mathcal{L}''_{\mu,j}(\theta) = \sum_{l=0,l\neq j}^{\mu} \left( \prod_{k=0;k\neq j,l}^{\mu} \frac{\theta_k - \theta_l}{\theta_l - \theta_j} \right) \frac{1}{\theta_l - \theta_j} \] for a chosen discretization of the space such that \( \theta_k - \theta_j = (k - j)\Delta / \mu \) can be bound by using a central difference formula, such that we use an uneven number of points (i.e. we take \( \mu = 2\kappa + 1 \) for positive integer \( \kappa \)) and chose the point \( m \) at which we evaluate the gradient as the central point of the mesh. Note that in this case he have that for \( \mu \geq 5 \) and \( \theta_m \) being the parameters at the midpoint of the stencil

\[
\| \mathcal{L}''_{\mu,j} \|_{\infty} \leq \sum_{l \neq j}^{\kappa} \prod_{k \neq j,l}^{\kappa} \left| \frac{\theta_m - \theta_k}{\theta_j - \theta_k} \right| \left| \frac{1}{\theta_j - \theta_l} \right| \leq \frac{(\kappa!)^2}{(\kappa!)^2} \frac{\mu}{\Delta} \sum_{l \neq j}^{\kappa} \left| l - j \right| \leq \frac{2\mu}{\Delta} \sum_{l = 1}^{\kappa} \frac{1}{l}
\]

where the last inequality follows from the fact that \( \mu \geq 5 \) and \( 1 + \ln(5/2) < (5/2) \ln(5/2) \). Now, plugging in the \( \mu \) from (B.94), we find that this error is bound by

\[
\| \mathcal{L}''_{\mu,j} \|_{\infty} \leq \frac{5n_h + 5\log(\frac{M_1\Lambda}{\varepsilon})}{\Delta} \log(n_h/2 + \log(\frac{M_1\Lambda}{\varepsilon})/2) = \tilde{O}\left( \frac{n_h + \log(\frac{M_1\Lambda}{\varepsilon})}{\Delta} \right),
\]

(B.84)

If we want an upper bound of \( \varepsilon/6 \) for the second term of the error in (B.80), we hence require

\[
\varepsilon_2 \leq \frac{\varepsilon}{15M_1 \| a \|_1 \pi \mu \| \mathcal{L}''_{\mu,j}(\theta_j) \|_{\infty}} \leq \frac{\varepsilon\Delta}{15M_1 \| a \|_1 \pi \left( n_h + \log(M_1\Lambda/\varepsilon) \right)^2 \log((n_h/2 + \log(M_1\Lambda/\varepsilon)/2)} \leq \frac{\varepsilon\Delta}{15M_1 \| a \|_1 \pi \mu^2 \log((\mu - 1)/2)}.
\]

(B.85)

We hence obtain that the approximation error due to the divided differences and Fourier series approximation of \( \sigma_v \) is bounded by \( \varepsilon/3 \) for the above choice of \( \varepsilon_2 \).
and $\mu$. This bounds the second term in (B.72) by $\varepsilon/3$.

Finally, we need to take into account the error $\| \theta \| \log K_1 - \log \tilde{K}_1 \tilde{\sigma}_v \| \frac{\varepsilon}{3}$ which we introduce through the sampling process, i.e., through the finite sample estimate of $E_s[\cdot]$ here indicated with the superscript $s$ over the logarithm. Note that this error can be bound straightforward by (B.57). We only need to bound the error introduced via the finite amount of samples we take, which is a well-known procedure. The concrete bounds for the sample error when estimating the expectation value are stated in the following lemma.

**Lemma 22.** Let $\sigma_m$ be the sample standard deviation of the random variable

$$\mathbb{E}_{s \in [0,1]} \left[ \text{Tr} \left( \rho e^{\frac{i m \pi}{2}} \sigma_r e^{\frac{i m'}{2}} \sigma_v(\theta) e^{\frac{i (1-s) \pi}{2}} \sigma_r \right) \right], \quad (B.86)$$

such that the sample standard deviation is given by $\sigma_k = \sigma_m / \sqrt{k}$. Then with probability at least $1 - \delta_s$, we can obtain an estimate which is within $\varepsilon_s \sigma_m$ of the mean by taking $k = \frac{4}{\varepsilon_s^2}$ samples for each sample estimate and taking the median of $O\left(\log \left(\frac{1}{\delta_s}\right)\right)$ such samples.

**Proof.** From Chebyshev’s inequality taking $k = \frac{4}{\varepsilon_s^2}$ samples implies that with probability of at least $p = 3/4$ each of the mean estimates is within $2\sigma_k = \varepsilon_s \sigma_m$ from the true mean. Therefore, using standard techniques, we take the median of $O\left(\log \left(\frac{1}{\delta_s}\right)\right)$ such estimates which gives us with probability $1 - \delta_s$ an estimate of the mean with error at most $\varepsilon_s \sigma_m$, which implies that we need to repeat the procedure $O\left(\frac{1}{\varepsilon_s^2} \log \left(\frac{1}{\delta_s}\right)\right)$ times. \hfill $\Box$

We can then bound the error of the sampling step in the final estimate, denoting with $\varepsilon_s$ the sample error, as

$$\sum_{m=-M_1}^{M_1} \frac{i \varepsilon_s m \mu}{2} \sum_{m'=-M_2}^{M_2} \left| \sum_{j=0}^{\mu} \mathcal{L}_{\mu,j}(\theta) \right| \varepsilon_s \sigma_m \leq \frac{5 \| \sigma_{m} \|_1 M_1 \varepsilon_s \sigma_m \mu^2 \log \left(\frac{\mu}{2}\right)}{\Delta} \leq \varepsilon\left(\frac{\mu}{2}\right), \quad (B.87)$$
We hence find that for

\[
\varepsilon_s \leq \frac{\varepsilon \Delta}{15 \|a\|_1 M_1 \sigma_m \pi \mu^2 \log \left( \frac{\mu}{2} \right)} \\
\leq \frac{\varepsilon \Delta}{15 M_1 \|a\|_1 \sigma_m \pi (n_h + \log(M_1 \Lambda / \varepsilon))^2 \log((n_n / 2) + \log(M_1 \Lambda / \varepsilon) / 2)} \\
\leq \frac{\varepsilon \Delta}{15 M_1 \|a\|_1 \sigma_m \pi \mu^2 \log(\mu / 2)} \tag{B.88}
\]

also the last term in (B.58) can be bounded by \(\varepsilon / 3\), which together results in an overall error of \(\varepsilon\) for the various approximation steps, which concludes the proof.

\[\square\]

Notably all quantities which occur in our bounds are only polynomial in the number of the qubits. The lower bounds for the choice of parameters are summa-
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In the following we will make use of two established subroutines, namely sample based Hamiltonian simulation (aka the LMR protocol) [13], as well as the Hadamard test, in order to evaluate the gradient approximation as defined in (B.57). In order to hence derive the query complexity for this algorithm, we only need to multiply the cost of the number of factors we need to evaluate with the query complexity of these routines. For this we will rely on the following result.

**Theorem 17** (Sample based Hamiltonian simulation [57]). Let $0 \leq \varepsilon_h \leq 1/6$ be an error parameter and let $\rho$ be a density for which we can obtain multiple copies through queries to a oracle $O_\rho$. We can then simulate the time evolution $e^{-i\rho t}$ up
to error $\varepsilon_{h}$ in trace norm as long as $\varepsilon_{h}/t \leq 1/(6\pi)$ with $\Theta(t^2/\varepsilon_{h})$ copies of $\rho$ and hence queries to $O_{\rho}$.

We in particular need to evaluate terms of the form

$$\text{Tr}\left( \rho e^{i \pi \sigma_{v} e^{i \pi \sigma_{i}(\theta)} e^{i (1-s) \pi \sigma_{i}} } \right)$$

(B.97)

Note that we can simulate every term in the trace (except $\rho$) via the sample based Hamiltonian simulation approach to error $\varepsilon_{h}$ in trace norm. This will introduce an additional error which we need to take into account for the analysis. Let $\tilde{U}_i, i \in \{1,2,3\}$ be the unitaries such that $\|U_i - \tilde{U}_i\|_\ast \leq \varepsilon_{h}$ where the $U_i$ are corresponding to the factors in (B.97), i.e., $U_1 := e^{i \pi \sigma_{v}}$, $U_2 := e^{i \pi \sigma_{i}(\theta)}$, and $U_3 := e^{i (1-s) \pi \sigma_{i}}$.

We can then bound the error as follows. First note that $\|\tilde{U}_i\| \leq \|U_i - \tilde{U}_i\| + \|U_i\| \leq 1 + \varepsilon_{h}$, using Theorem 17 and the fact that the spectral norm is upper bounded by the trace norm.

$$\text{Tr}(\rho U_1 U_2 U_3) - \text{Tr}(\rho \tilde{U}_1 \tilde{U}_2 \tilde{U}_3) \leq$$

$$= \text{Tr}(\rho U_1 U_2 U_3 - \rho \tilde{U}_1 \tilde{U}_2 \tilde{U}_3)$$

$$\leq \|U_1 U_2 U_3 - \tilde{U}_1 \tilde{U}_2 \tilde{U}_3\|$$

$$\leq \|U_1 - \tilde{U}_1\| \cdot \|\tilde{U}_2\| \cdot \|\tilde{U}_3\| + \|U_2 - \tilde{U}_2\| \cdot \|\tilde{U}_3\| + \|U_3 - \tilde{U}_3\|$$

$$\leq \|U_1 - \tilde{U}_1\| \cdot (1 + \varepsilon_{h})^2 + \|U_2 - \tilde{U}_2\| \cdot (1 + \varepsilon_{h}) + \|U_3 - \tilde{U}_3\|$$

$$\leq \varepsilon_{h}(1 + \varepsilon_{h})^2 + \varepsilon_{h}(1 + \varepsilon_{h}) + \varepsilon_{h} = O(\varepsilon_{h}),$$

(B.98)

neglecting higher orders of $\varepsilon_{h}$, and where in the first step we applied the Von-Neumann trace inequality and the fact that $\rho$ is Hermitian, and in the last step we used the results of Theorem 17. We hence require $O((\max\{M_1, M_2\} \pi)^2/\varepsilon_{h})$ queries to the oracles for $\sigma_{v}$ for the evaluation of each term in the multi sum in (B.57). Note that the Hadamard test has a query cost of $O(1)$. In order to hence achieve an overall error of $\varepsilon$ in the gradient estimation we require the error introduced by the sample based Hamiltonian simulation also to be of $O(\varepsilon)$. In order to do so we require $\varepsilon_{h} \leq O\left(\frac{\varepsilon \Delta}{\delta |\sigma_{v}| M_1 \pi \mu^2 \log(\mu/2)}\right)$, similar to the sample based error which yield the query
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Adjusting the constants gives then the required bound of $\varepsilon$ of the total error and the query complexity for the algorithm to the Gibbs state preparation procedure is consequentially given by the number of terms in (B.57) times the query complexity for the individual term, yielding

$$O \left( \frac{M_1^2 M_2 \max\{M_1, M_2\}^2 \|a\|_1^2 \|a\|_2 \sigma_m \pi^3 \mu^3 \log \left( \frac{\mu^3}{\varepsilon_s} \right)}{\varepsilon \varepsilon_s^2 \Delta} \right), \quad (B.100)$$

and classical precomputation polynomial in $M_1, M_2, K_1, L, s, \Delta, \mu$, where the different quantities are defined in eq. (B.89-B.96).

Taking into account the query complexity of the individual steps then results in Theorem 13. We proceed by proving this theorem next.

**Proof of Theorem 13.** The runtime follows straightforward by using the bounds derived in (B.99) and Lemma 21, and by using the bounds for the parameters $M_1, M_2, K_1, L, \mu, \Delta, \varepsilon$ given in eq. (B.89-B.96). For the success probability for estimating the whole gradient with dimensionality $d$, we can now again make use of the boosting scheme used in (B.23) to be

$$\tilde{O} \left( \frac{d \|a\|_1^3 \sigma_m^3 \mu^5 \log^3 (\mu/2) \text{polylog} \left( \frac{\|\sigma_m\|}{\varepsilon}, \frac{\|a\|_1 \sigma_m}{\varepsilon \Delta} \right) \log (d)}{\varepsilon^3 \Delta^3} \right), \quad (B.101)$$

where $\mu = n_h + \log(M_1 \Lambda / \varepsilon)$.

Next we need to take into account the errors from the Gibbs state preparation given in Lemma 17. For this note that the error between the perfect Hamiltonian simulation of $\sigma_v$ and the sample based Hamiltonian simulation with an erroneous density matrix denoted by $\tilde{U}$, i.e., including the error from the Gibbs state preparation pro-
where $\epsilon_h$ is the error of the sample based Hamiltonian simulation, which holds since the trace norm is an upper bound for the spectral norm, and $\|\sigma_v - \tilde{\sigma}_v\| \leq \epsilon_G$ is the error for the Gibbs state preparation from Theorem 15 for a $d$-sparse Hamiltonian, for a cost

$$\tilde{O}\left(\sqrt{\frac{N}{z}} \|H\| d \log \left(\frac{\|H\|}{\epsilon_G}\right) \log \left(\frac{1}{\epsilon_G}\right)\right).$$

From (B.98) we know that the error $\epsilon_h$ propagates nearly linear, and hence it suffices for us to take $\epsilon_G \leq \epsilon_h/t$ where $t = O(\max\{M_1, M_2\})$ and adjust the constants $\epsilon_h \leftarrow \epsilon_h/2$ in order to achieve the same precision $\epsilon$ in the final result. We hence require

$$\tilde{O}\left(\sqrt{\frac{N}{z}} \|H(\theta)\| \log \left(\frac{\|H(\theta)\| \max\{M_1, M_2\}}{\epsilon_h}\right) \log \left(\frac{\max\{M_1, M_2\}}{\epsilon_h}\right)\right)$$

and using the $\epsilon_h$ from before we hence find that this $s$ bound by

$$\tilde{O}\left(\sqrt{\frac{N}{z}} \|H(\theta)\| \log \left(\frac{\|H(\theta)\| n_h^2}{\epsilon \Delta}\right) \log \left(\frac{n_h^2}{\epsilon \Delta}\right)\right)$$

query complexity to the oracle of $H$ for the Gibbs state preparation.

The procedure succeeds with probability at least $1 - \delta_s$ for a single repetition for each entry of the gradient. In order to have a failure probability of the final algorithm of less than $1/3$, we need to repeat the procedure for all $D$ dimensions of the gradient and take for each the median over a number of samples. Let $n_f$ be as previously the number of instances of the one component of the gradient such that the error is larger than $\epsilon_s \sigma_m$ and $n_s$ be the number of instances with an error $\leq \epsilon_s \sigma_m$, and the result that we take is the median of the estimates, where we take $n = n_s + n_f$ samples. The algorithm gives a wrong answer for each dimension if $n_s \leq \left\lfloor \frac{n_f}{2} \right\rfloor$, since then the median is a sample such that the error is larger than $\epsilon_s \sigma_m$. Let $p = 1 - \delta_s$
be the success probability to draw a positive sample, as is the case of our algorithm. Since each instance of (recall that each sample here consists of a number of samples itself) from the algorithm will independently return an estimate for the entry of the gradient, the total failure probability is bounded by the union bound, i.e.,

$$\Pr\{\text{fail}\} \leq D \cdot \Pr\left[ n_s \leq \left\lfloor \frac{n}{2} \right\rfloor \right] \leq D \cdot e^{-\frac{n}{2(1-\delta_s)(1-\delta_s)\frac{1}{2}}} \leq \frac{1}{3}, \quad (B.105)$$

which follows from the Chernoff inequality for a binomial variable with $1 - \delta_s > 1/2$, which is given in our case for a proper choice of $\delta_s < 1/2$. Therefore, by taking $n \geq \frac{2-2\delta_s}{(1/2-\delta_s)^2} \log(3D) = O(\log(3D))$, we achieve a total failure probability of at least 1/3 for a constant, fixed $\delta_s$. Note that this hence results in an multiplicative factor of $O(\log(D))$ in the query complexity of (5.25).

The total query complexity to the oracle $O_\rho$ for a purified density matrix of the data $\rho$ and the Hamiltonian oracle $O_H$ is then given by

$$\tilde{O}\left( \frac{d\log(d) \|H(\theta)\| \|a\|_1^3 \sigma^3 m^5 \log^3(\mu/2)\text{polylog}\left( \frac{\|\frac{\partial \rho}{\partial \theta}\|_1, \frac{n_s^2 \|a\|_1 \sigma_m}{\epsilon \Delta}, \|H(\theta)\| \right) }{\epsilon^3 \Delta^3} \right),$$

which reduces to

$$\tilde{O}\left( \sqrt{\frac{N D \|H(\theta)\| d \mu^5}{\epsilon^3 \Delta}} \right), \quad (B.107)$$

hiding the logarithmic factors in the $\tilde{O}$ notation.
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